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PREFACE TO THE FOURTH EDITION: WHY 
YOU SHOULD READ THIS BOOK - OR NOT 

Cytometry, as you probably know if you are looking at 
this page, is a process for measuring the physical and chemi- 
cal characteristics of biological cells. In flow cytometry, the 
measurements are made as cells flow through the instrument 
in a fluid stream. This is the Fourth Edition of what I am 
proud and honored to have had many colleagues call the 
“bible” of flow cytometry. Of course, the real Bible doesn’t 
need new editions. 

Cytometry’s (and Practical flow Cyromerry‘s] Genesis 
Cells were discovered in the 1600’s by gentleman scien- 

tists who made their own microscopes, which, for the first 
time, allowed objects of such small dimensions to be seen. 
Within a few decades, microscopes became available to af- 
fluent amateurs, as well as to an emerging class of profes- 
sional scientists. For the next two hundred years or so, visual 
observation was the only means of acquiring information 
about individual cells. The 1800’s brought us the cell theory 
and the germ theory, which provided additional impetus for 
learning more about cells, and synthetic dyes and photogra- 
phy, which, with improvements in optics, facilitated micros- 
copy. However, it was not until the 1930’s that then primi- 
tive electronics first permitted objective, quantitative meas- 
urements of cellular characteristics to be made. Within an- 
other two decades, electron microscopes and television had 
become commonplace, the latter much more so than the 
former, and the first practical instruments for counting cells 
began to appear in research and clinical laboratories. 

The 1960’s saw the development of the first flow cy- 
tometers capable of making quantitative measurements of 
the physical and chemical properties of cells, and of the first 
cell sorters, which allowed individual cells with selected 

characteristics to be isolated for further study. By the 1970’s, 
flow cytometers and cell sorters were commercially produced 
and in some demand, but relatively few institutions were 
able to afford them and relatively few people were able to 
operate and maintain the large, expensive, and user- 
unfriendly first-generation instruments. Others sought to 
add to the limited measurement capabilities of existing flow 
cytometers by building their own and/or by modifying 
commercial systems. The predecessor of this book, Building 
and UsingFlow Cytometers (1983), and the first N O  editions 
of Practical Flow Cytometry (1985 and 1988) were written 
for this cadre of adventurers; the books included more or less 
complete instructions for building a flow cytometer with 
performance comparable to that of a then-current commer- 
cial instrument. 

By 1993, when I began preparing the Third Edition 
(1995), it was clear that only a few dozen of the several 
thousand purchasers of the previous editions of the book 
had actually built flow cytometers from the included plans. 
Benchtop flow cytometers, equipped with personal com- 
puters or their equivalent for data acquisition and analysis, 
and operable by individuals unburdened by degrees in phys- 
ics and/or engineering, had appeared in thousands of labora- 
tories. It was decided, by mutual agreement of the author 
and publisher, that the emphasis should be shifted, expand- 
ing the explanations of the chemistry, physics, optics, elec- 
tronics, statistics, computer science, and even a little of the 
biology that makes flow cytometers work - or not work, and 
surveying a wide range of applications. The do-it-yourself 
flow cytometer portion of the book disappeared. 

The basic science behind cytornetry hasn’t changed 
much since the Third Edition appeared, but numerous new 

xxxiii 
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instruments, new reagents, new software, new applications, 
and new users have appeared on the scene, and one cannot 
meet the needs of the last of these without providing im- 
proved coverage of the first four. 

Is this Book for You? 
These days, much analytical flow cytometry and almost 

all cell sorting are done in core laboratories by instrument 
operators who, in theory, are trained not only to run the 
apparatus, but to provide the researchers and clinicians who 
need the cells and the information from the cells with as 
many helpful hints as might be needed about experimental 
design, choice of reagents, analysis of data, etc. The opera- 
tors are, at least ideally, supervised by people in whose re- 
search and/or clinical work flow cytometry is critical, and, 
together, these individuals are responsible for many of the 
advances and refinements in flow cytometric technique. A 
lot of them have read previous editions ofthis book, and I 
would hope to keep my old readers and attract some new 
ones from this community. 

But suppose you are a clinician, researcher, or student 
lucky enough to have a well-staffed and well-equipped cy- 
tometry facility to which to bring your problems. Do you 
really need to know the details when you can follow cook- 
book protocols with cookbook reagents and feed racks full of 
cells, or multiwell plates, into “black box” benchtop instru- 
ments that you can’t adjust? Can’t you just lean on the local 
experts, and/or get by on the page or so about flow cytome- 
try and cell sorting that it is now de rigeur to include in text- 
books of cellular and molecular biology and immunology? 

You can rely on the experts, perhaps, but not the books. 
I have looked at around a dozen such texts, all produced 
within the past few years by groups of distinguished scien- 
tists, and have found exactly one in which the above men- 
tioned one- or two-page description does not contain at least 
one glaring error. The winner here is the 5th Edition of 
Irnrnunobiolog: The Immune System in Health and Disease‘’’’, 
by Janeway et al (alas, the book survives its first author); the 
losers will remain anonymous and uncited. 

There is no question that in cytometry, as in many other 
areas of what I like to call analytical biology, new instru- 
ments conceal most of the details of their operation, reagents 
come prepackaged, and procedural details may appear in 
package inserts, be accessible on line, or be passed down by 
oral tradition. New users presented with what seems to be 
the equivalent of a set of building blocks should remember 
that there is a difference between what a toddler can build 
with a set of blocks and what a mechanically inclined and 
informed teenager or adult can accomplish with the same 
set. Most of cytometry isn’t cutting edge science, but the 
cytometry that has been used to do cutting edge science is 
ohen cutting edge cytometry, and if you expect to be in- 
volved in the design and interpretation of an experiment 
that involves a ten-color fluorescence measurement, you’re 
about at the point where you’re trying to build a scale model 
of the Empire State Building out of those blocks. If there 

isn’t anybody in the group who is well versed in cytometry, 
there’s a good chance that, if you don’t get a good idea of 
what’s in the black boxes and the reagent bottles, and how 
and how not to use them, the pile of blocks will fall down 
before the boss makes it to Stockholm. 

If you really just want a quick introduction to the basics 
of flow cytometry, you can get it from less weighty volumes 
than this one; Alice Givan’s Flow Cytornetry: First Princi- 
~ l e S z ~ ’ ~  comes to mind. However, I have also taken a cut at a 
brief introduction to the basics, and incorporated it as the 
first chapter (Overture) of this edition of Practical Flow Cy- 
tometry. The rest of the book will keep a myriad of details 
you didn’t think you needed to know handy for those mo- 
ments of panic that will almost surely occur if you keep do- 
ing cytometry for any length of time. 

What’s in the Book, What’s Not, and Why 
The basic task of cytometry is to extract information 

about cell populations, and about differences in physical and 
chemical characteristics (parameters, in cytometry jargon) 
between cells in those populations. We typically do this by 
malang measurements of optical properties of the cells, usu- 
ally after applying one or more fluorescent reagents (to 

which we often refer as probes), translating information 
about cells’ structure and function into pulses of light. The 
detectors in a cytometer produce electrical signals in re- 
sponse to those pulses of light; electronic hardware and 
computer software extract numbers from the electrical sig- 
nals. In cell sorting, we have the option of converting the 
results of our number crunching back into electrical signals 
that will physically separate cells with preselected characteris- 
tics from the rest of the population. 

Understanding how all this stuff works requires more 
background in physics and chemistry than most people who 
work in the biological sciences have learned, can remember, 
and/or have thought about. It also helps to know at least a 
little about math, statistics, computer science, and electron- 
ics. Practical Flow Cytometry goes over the background mate- 
rial in detail, aiming for intelligible explanations in collo- 
quial English, with a minimum of math, and that as unin- 
timidating as possible. 

Arthur C. Clarke once said that any sufficiently ad- 
vanced technology was indistinguishable from magic. Cy- 
tometry is an advanced technology, but I’ll start out right 
now by giving you: 

Absolutely everything in the boxes and bottles has to, and 
does, follow the laws of physics and chemistry; I do my best 
to show you how. If you come from the chemistrylphysicsl 
engineering side, and need an introduction to cell biology, 
immunology, etc., you’ll have to look elsewhere, at least for 
the most part. 
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Chapter One (Overture) has been extensively rewritten to 
present an introduction to cytometry and flow cytometry 
that stresses the relation of cytometry to microscopy and the 
emergence of cytometry in the context of what people 
wanted and want to know about cells and what technologies 
were and are available to provide the information. Chapter 
Two introduces other sources and resources helpful for 
learning or learning more about cytometry. The detailed 
history of the field is covered in Chapter Three. 

Chapter Four (How Flow Cytometers Work) discusses 
light and its interactions with matter; optical systems in gen- 
eral; and the light sources, illumination and collection op- 
tics, and detectors and electronics used in cytometry, includ- 
ing expanded coverage of static and scanning cytometry as 
well as the details of flow cytometry. The chapter includes 
are information on newer diode and solid-state lasers and 
detectors, and discussions of high-resolution digital signal 
processing (DSP), of hardware and s o h a r e  approaches to 
logarithmic transformation of signals and fluorescence com- 
pensation, and of measures of cytometer performance. These 
discussions continue in Chapter Five (Data Analysis), which 
confronts the problems of how to display and present data, 
and of how to evaluate data displayed and presented by oth- 
ers. 

Chapter Six (Flow Sorting) adds additional detail about 
well-established fluidic and droplet cell sorting mechanisms, 
as well as an introduction to the microfluidic and pneumatic 
systems recently described for sorting large molecules and 
bacteria, on the one hand, and multicellular organisms, such 
as C. elegans and Drosophikz, on the other. 

Chapter Seven (Parameters and Probes) features an ex- 
panded discussion of the large and growing list of fluorescent 
labels and tandem labels now available, which have enabled 
cytometry’s most sophisticated practitioners to measure fluo- 
rescence from as many as thirteen fluorescent antibodies or 
other probes bound to a single cell. New nucleic acid stains 
and probes and methods for functional parameters such as 
membrane potential and intracellular calcium are also cov- 
ered, as are green fluorescent protein (GFP) and its variants 
and relatives. 

In recognition of the fact that the vast majority of readers 
of this book, new and old, will be doing their flow cytome- 
try using commercially produced flow cytometers rather 
than home- or laboratory-built instruments, I have, with 
enthusiastic and much appreciated help from the manufac- 
turers, packed Chapter Eight with far more detail about 
available instruments than appeared in previous editions. 
Chapter Nine, which, in the First and Second Editions, in- 
cluded all the do-it-yourself stuff, now presents only a very 
brief discussion of the pros and cons of building your own 
instrument. 

The discussion of applications of cytometry in Chapter 
Ten adds details on new uses in cell biology, clinical medi- 
cine, biotechnology and drug development, including mul- 
tiplex analysis, kinetic analysis, sorting for gene expression, 
and approaches to process monitoring. Stem cells, hemato- 

poietic and otherwise, and rare event detection are discussed, 
as is sperm sorting for sex selection. I have emphasized new 
and potential applications for cytometric analysis of bacteria, 
fungi, parasites, and viruses, reflecting my own focus on this 
area in recent work, and hoping to provide some guidance 
for others well acquainted with the organisms but relatively 
new to cytometric methods for their study. 

Contact information for manufacturers and vendors of 
cytometers, accessories, reagents, etc., appears in Chapter 
Eleven. I know the biotech sector has had its ups and downs; 
however, the chapter numbering was pure coincidence. 

Chapter Twelve is an Afterword, containing some late 
corrections, really new stuff, details on book production, and 
my thoughts on some of cytometry’s unfinished business. 

In compiling the Third Edition of Practical Flow Cy- 
tometry, I extracted and read through over 15,000 titles and 
abstracts relevant to the subject, representing all of the arti- 
cles added to the MEDLINE database between 1988, when 
the Second Edition appeared, and mid-1994, when the 
Third Edition went to press. I had to access the database 
from a set of CD-ROM’s; my 9,600 baud modem just 
wasn’t up to the job. Now, I can use broadband connections 
to participate in near real time, via e-mail, in the design of 
experiments done, and the interpretation of data collected, 
halfway around the world. I could almost certainly have 
downloaded all of the flow cytometry references that were 
added to MEDLINE since mid-1994 in some reasonable 
time, but, since there appear to be about 50,000 of them, it 
would have been hard for me to look at them all, much less 
give them thumbs up or down. Since neither I nor the pub- 
lisher was prepared to triple the size of the book, I had little 
choice but to be fairly selective in preparing this Fourth Edi- 
tion, to which more than 1,200 new references have been 
added. Reference n in a previous edition is reference n in this 
one. Because older and newer references are mixed, reference 
numbers do not appear in numerical sequence in the text. I 
have noted a few duplicated references; there may be others. 

In the era of CD’s, DVD’s, and the Web, it might be ar- 
gued that the paper book is an archaic medium; some 
wanted to dispense with the hard copy and put the whole 
thing on line. I disagreed. The real Bible, or at least the first 
five books of it, has been dutihlly and faithfully copied by 
scribes onto parchment scrolls, which are at least as archaic 
as 8-inch floppy discs, for thousands of years, and continues 
to present a picture of its time; there are numerous external 
sources, on paper and in electronic media, to provide trans- 
lation and commentary, much of it aimed at bringing an- 
cient messages up to date. And, moving from the sublime 
way over in the direction of the ridiculous, even a book like 
this one is useful in that it, too, presents a picture of its time; 
a compilation of the same information on a Web site, fre- 
quently updated, will lose historical perspective. 

A compromise was obvious. It was agreed that this 
Fourth Edition would appear in book form, and be supple- 
mented by a Web site, which would contain supplementary 
material, and allow information likely to change - the lists of 
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suppliers of apparatus, reagents, and accessories, for example 
- to be kept current. Bottom line: you can still read Practical 
Flow Cytomeq in the bathroom. You’re on your own about 
Web access there. 

The puns, bad jokes, and occasional poems and lyrics 
that readers of previous editions have come to expect are still 
here, starting below. I have tried to hit the high points - and 
some of the low ones; it is, unfortunately, sometimes the 
case that bad cytometry happens to good journals. 

You can actually read this book from cover to cover, al- 
though I suspect not many people do. However, whether 
you are a flow novice or an old hand, you are likely to bene- 
fit from skimming the book from cover to cover. You may 
find things you wouldn’t have found just using the Table of 
Contents and the Index; these are likely to be the most idio- 
syncratic parts of any book, and this book is more idiosyn- 
cratic than most. 
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Jane Morris, Matt Morrow, Don Mosier, Kathy Muirhead, 
Rick Mumma, Mark Munson, Bob Murphy, Rick Myers, 
Thomas Nebe, Gerhard Nebe-von-Caron, Jan Nicholson, 
Garry Nolan, John Nolan, Robert Nordon, Randy Offord, 
Mo O’Gorman, Betsy Ohlsson-Wilhelm, Mark Olsen, 
Geoff Osborne, Volker Ost, Gunnar Ostgaard, Matt Otten- 
berg, Roy Overton, Erlina Pali, Glenn Paradis, Florentin 
Paris, Allen Parmelee, Omar Perez, Steve Perfetto, Jim Phil- 
lips, Gene Pizzo, Susan Plaeger, Rebecca Poon, Danilo 
Porro, Fred Preffer, Jeff Price, Calman Prussin, Steve Quake, 
Peter Rabinovitch, Andy Rawstron, Marcus Reckermann, 
Diether Recktenwald, Willem Rens, Bruce Rideout, Richard 
Riese, Art Roberts, Paul Robinson, Bill Rodriguez, Oystein 
Ronning, Tony Rossini, Dan Rosson, Eli Sahar, Misha Sal- 
ganik, Yael Schiffenbauer, Ingrid Schmid, Jorn Schmitz, 
Dan Schrag, Tom Schulte, Luca Scorrano, Jeff Scott, Kirill 
Sergueev, Janine Sharpe, John Sharpe, Chris Sieracki, Karel 
Sigler, Liz Simons, Stephanie Sincock, Vicki Singer, Larry 
Sklar, Brad Smith, Dan Smith, Paul Smith, Randy Smith, 
Kit Snow, Lydia Sohn, Ulrik Sprogoe-Jakobsen, Friedrich 
Srienc, Edward Srour, Alan Stall, Harald Steen, Dana Stein, 
Henrik Stender, Maryalice Stetler-Stevenson, Carl Stewart, 
Sigi Stewart, Lisa Stoiano-Coico, Willem Stokdijk, Pete 
Stopa, Rob Sutherland, Akos Szilvasi, Janos Szollosi, Shuichi 
Takayama, Karen Tamul, Attila Tarnok, Michael Taubert, 
Majid Tebianian, Bill Telford, Leon Terstappen, Wayne 
Thibaudeau, Rick Thomas, Arjan Tibbe, Frank Traganos, 
Barb Trask, Joe Trotter, Edward Tufte, Joerg Ueckert, Marc 
Unger, Lari V&%alo, Fred Valentine, Dirk van Bockstaele, 
Ger van den Engh, Lucia Vasconcellos, Duncan Veal, Marco 
Vecoli, Ben Venver, Graham Vesey, Josep Vives-Rego, 
Sharon Vogt, Joe Voland, John Voorn, Alan Waggoner, 
Mette Walberg, Andy Watson, Jim Watson (the flow one), 
Jim Weaver (FDA), Jim Weaver (MIT), Andrew Wells, 
Leon Wheeless, Reed Wicander, Imogen Wilding, Jerry 
Wilson, Dane Wittrup, Gajus Worthington, Sonja Wulff, 
Gulderen Yanikkaya-Demirel, Hopi Yip, Ted Young, 
Stephen Yue, Dave Zelmanovic, Qing Zeng, Yu-Zhong 
Zhang, Bob Zucker, and Naomi Zurgil. 

If your name isn’t in this list and it should be, I’ll buy 
you a beer or  its equivalent the next time I see you. Of 
course, I make the decision about “should.” Warn me in 
advance at <hms@shapirolab.com>. 

Now to some serious stuff. The previous edition was 
dedicated to the memories of my father, Alfred Shapiro, 
“who goaded me and guided me in the study of a wide vari- 
ety of subjects,” my mother, Jennie Shapiro, “a supermom 
before it was fashionable, from whom I also learned a lot 
about science,” and Jonas Gullberg, “who taught me a lot 
about microscopes and their users in too short a time.” 

I would have loved to keep that dedication for this edi- 
tion, but I felt compelled to memorialize the recent prema- 
ture loss of three friends and colleagues who contributed a 
huge amount to the field of flow cytometry. 
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I had hoped that Mack Fulwyler, one of the three fathers 
of cell sorting, would join the other two, Len Herzenberg 

book. (Len wrote one for the Third Edition and Lou wrote 
one for the First). However, by the time I got around to 
asking him, he was too sick to do it, and I decided not to ask 

Thanks for listening. 

and Lou Kamentsky, in contributing a Foreword to this t b w D  SMf0lK-D q 
anyone else. I think cell sorting is worth a Nobel Prize (see 
Chapter 12); I was hoping to see it split three ways. 

4 
tm 5 - a  

Bart de Grooth and Janis Giorgi have been eulogized by 
their colleagues in the pages of C'tome~y~~~'~~, and Janis was 
profiled in The New Yorker in 19983673. I wish I had had 
more time to hang out with all of them. 

West Newton, Massachusetts 
May 11,2003 
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This is a light-hearted and very useful book on a 
complex but very widely used technology. When we had in 
hand the first working model of a fluorescence- activated cell 
sorter in 1969, we expected that the major application 
would be the sorting of live fluorescently stained cells to 
obtain pure populations of cells that would then be further 
analyzed off-line. However, implicit in the technology was 
the on-line analytical capability, so nicely described in this 
book by Howard Shapiro. 

The first two editions from Dr. Shapiro’s prolific pen 
maintained the fiction that working scientists, especially 
biologists and medically oriented scientists, would build 
their own flow cytometers. In this Third Edition, Shapiro 
has bowed to practical reality, and does not predicate this 
excellent text on flow cytometry and sorting on the 
“Cytomutt” and improvements as he had in the First 
Edition, but continues the tradition he started in the Second 
Edition of presenting the principles of modern 
multiparameter analysis (importantly, explaining what a 
parameter is), so that working biomedical scientists can 
understand how to get the best machines for their money, 
how to evaluate capabilities of these machines, how and 
where errors can come in, how to use the instruments most 
effectively in their important biomedical experiments, and, 
finally, how some technologically-minded folk are trying to 
advance the art of flow cytometry and sorting. 

This technology has spawned an estimated four hundred 
million dollars a year in sales of instruments and reagents in 
1994. More than 900 participants, mostly machine 
operators, engineers, technological buffs, staff members of 
principal investigators, and a relative few of the principal 
investigators themselves, are expected to attend the 
International Society for Analytical Cytology’s meeting in 
Lake Placid in the Fall of 1994. Also present will be many 
members of the large and small companies that hope to 

provide the material base for this field. Rubbing elbows at 
this meeting will be immunologists, both basic and clinical, 
oncologists and cell biologists, as well as molecular 
biologists, AIDS specialists (and activists), pharmacologists, 
and too many types of flow cytometrists to name in this 
Foreword. Nevertheless, all will find information that 
interests and helps them throughout this book. 

Highly capable computers are vitally important 
components that must be included in modern cell analysis 
and sorting. Two-parameter analysis is the minimum that 
any flow cytometer offers. Three, four, and five fluorescence 
parameters are available from the major producers in 1994. 
Six, seven, and even ten such parameters are available on 
some experimental machines being put into practical this 
same year. Soon thereafier, there may be considerably more 
than ten measurement parameters on the more advanced 
instruments. 

Consider the data taken at the Stanford Shared FACS 
Facility in mid-1994 as typical of a heavily used multi-user 
flow cytometry center. About 125 experiments are analyzed 
per week, averaging 30 samples per experiment, or 3,750 
samples/week. This requires approximately 300 megabytes 
(30,000 cells, 6 measurements, and 9 bit resolution produce 
about 200 kilobytes/sample). Thus, we must store 15 
gigabytes of new data per year. This creates a need for very 
extensive and sophisticated means of data management, 
retrieval, and analysis. 

We soon will have all these many gigabytes of data 
available on-line, with access to investigator names, dates, 
experimental parameters, etc.; all of the ancillary 
information needed for analysis of the accumulated data 
from current as well as previous experiments will be easily 
accessible to the investigator. 

In order for all this data to be meaningful, excellent 
standardization, compensation, and stability of measurement 

xxxix 
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will have to be featured in the specifications of all serious 
machines. This is done now in the Shared FACS Facility at 
Stanford and should be done everywhere flow cytometry is 
used. 

considerations in this excellent book and, as I said, treats 
them with light-hearted humor. Take, for example, “Flow’s 
Golden Oldies” as a heading on page 63, or aphorisms like 
“Shapiro’s First Law of Flow Cytometry: A 5 1 pm Particle 
CLOGS a 50 pm Orifice”, on page 1 1. 

I recommend a thorough reading for all who are using 
and plan to use flow cytometry in analysis and sorting of 
cells and other biological particles. 

Shapiro covers many technical and scientific Leonard A. Herzenberg 
Stanford University 
July 29, 1994 
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LARGO A1 FACSTOTUM 

Turn on the lasers, turn on the flow. 
Turn on the lasers, turn on the flow. 

My book will give you a broad overview of flow; 
I'll tell you more than you think that you need to know. 

When not at leisure, here's what I treasure: 
It gives me pleasure quickly to measure 
Cells as they go, cells as they go, 

In single file in a rapidly flowing stream, 
Through the intense focal spot of a laser beam. 

They scatter light, and absorb, and fluoresce; 
All this can be quantified with success. 

Though forward scattering gives us a smattering 
Of  data related to particle size, 
Change in refraction comes into action, 
Decreasing signals, when a cell dies. 

Light scattered wider gives us insider 
Information about cells' detail, 
Irregularity and granularity, 
Which we can use and still stay out of jail. 

But to learn most, we measure fluorescence, 
Which is now flow cytometry's essence, 
Much as tumescence is to male adolescence. 

Each fluorescent label I list in my table, 
As long as it's stable, dispels the fable; 
Honestly tells what's in the cells. 

DNA ploidy, cell cycle position, 
Chromatin structure, base composition. 

RNA content, protein as well, 
With DNA, all in the same cell. 

If your cytometer's clean, or is cleanable, 
All these parameters now are amenable, 
And there's one more, which I cannot ignore, 
'Cause it's flow's major chore: 

Antigens, antigens, antigens ... 

CD's, six score, a CD-ROM can't store, 
And labels in cherry and orange and lemon and lime, 
Each with a reason and a rhyme, 
No need to see cells; our industry sells 
Things which count T-cells, one at a time. 

Cytometry is fun; It keeps me on the run. 
Shapiro here, Shapiro there; 
Two days a week, I'm in the air. 
Now I count cells instead of sheep, 
And I give lectures while I'm still asleep, 
And so it goes. 

xli 



xlii / Practical Flow Cytometry 

Before I close, I’ll switch to prose, 
But I propose one thing more to disclose: 
I can tell a cell grew, using BrdU. 
And I know you can, too. 

Up to this junction, I’ve said naught of function, 
Of enzyme kinetics, or cell energetics, 
Or how you can spy on the calcium ion, 
pH and sulfhydryls inside of a cell, 
Nor have I mentioned that polarization 
Can help you detect lymphocyte activation, 
Or that viability, permeability, 
And surface charge can be measured as well. 

Though our field’s barely out of its teens, 
We can now look at microbes and genes, 
An end that justifies our means - 
And our machines! 

[Music: “Largo al Factotum” (Rossini: The Barber of Seuilk)] 

This is the Third Edition of a book in which I have tried 
to include almost everything anyone might want or need to 
know about flow cytometry, with enough bad jokes 
interspersed to give the reader a chance to stay awake. 

The previous editions were well received, but it occurred 
to me that I should have done some things differently. In 
the older books, I dragged the reader through decades of 
history before I explained the barest detail of the gadgetry 
being discussed. This time around, I’ve tried to explain 
what flow cytometry is and flow cytometers are first, then 
consider how they got to be that way, and get into the real 
details after that. 

I’ve retained a lot of the practices I adopted in the 
previous editions. When I want a word or phrase to catch 
your attention, I’ve put it in boldface. I still emphasize the 
fact that flow cytometry rests on the same foundations as 
other techniques of analytical cytology; the optics and 
spectroscopy are the same, as are many of the parameters 
measured and the probes used for their measurement. If you 
want to do image analysis or confocal microscopy with DNA 
stains or calcium probes, you can learn about the probes 
here in about as much detail as you could get anywhere. 

The First Edition had 623 references; I added 404 to the 
Second Edition, and I have added another 1,288 to this 
edition, selecting most of them from some 15,600 papers 
dealing with flow cytometry which were entered into the 
MEDLINE database between July 1987 and June 1994. I 
still had to leave out a lot of good stuff. 

This edition omits the details of how to build flow 
cytometers; thousands of people have read the previous 
editions, in which this material did appear, but only a few 
dozen people have built “Cytomutts” following the designs 
in the books. If you’re interested in building an instrument, 
help is still available; see Chapters 9 and 1 1. 

I have put in more, and I hope, better illustrations. 
They include diagrams, photographs, and displays of flow 
cytometric data. In the last two editions, there were only a 
couple of figures contributed by other people. In this 
edition, I decided I couldn’t get by without a lot of help 
from my friends, and called a lot of people, asking them to 
send me stuff representative of their areas of expertise. The 
response was enthusiastic, and I think the book is better for 
it. 

I have continued to give priority to including references 
describing new techniques or refinements, whether in the 
area of instrumentation, sample preparation, cytochemistry, 
or data analysis, or pertaining to unusual applications. 
There are now a couple of dozen other books available 
which deal with the bread-and-butter applications and the 
technical details, and I don’t see any point in duplicating 
their contents. What I have tried to do, instead, is to 
provide my readers with enough information to enable them 
to make informed decisions about choosing instruments, 
designing experiments, and believing what comes out in the 
literature. 

The book has been called Practical Flow Cytorne? since 
1985, and, if you have any acquaintance with the field and 
the previous editions, you are probably aware that things 
which weren’t practical nine and six years ago are practical 
now. In 1988, there weren’t more than a few dozen papers 
dealing with three-color immunofluorescence; in 1994, four- 
color immunofluorescence is becoming commonplace. We 
have to think carefully in order to design experiments which 
don’t involve hundreds of tubes; multiplex labeling, as 
described on pp. 293-5, may be a practical solution to some 
problems of this sort. 

Quantitative immunofluorescence measurements (pp. 
28-9 and 302-6), which really weren’t practical in 1988, are 
now. This will make it easier to standardize measurements 
made in large numbers of laboratories, and to analyze 
cellular processes which are characterized by quantitative, 
rather than qualitative, changes in antigen expression. 

New, simplified, powerful methods for analysis of cell 
proliferation have become available. The SBIP method for 
detection of DNA synthesis using bromodeoxyuridine as a 
tracer (p. 325) offers considerable advantages over existing 
cytochemical and immunochemical methods. Tracking dyes 
(pp. 3 12-3) now permit identification of successive 
generations of cells in vivo and in vitro, and can be 
tremendously helpful in clarifying the heterogeneity of 
cellular immune responses. 

Although the technology has not yet reached the clinical 
microbiology laboratory, the utility of flow cytometry for 
analyses of bacteria (pp. 412-25) has been facilitated greatly 
by the increased fluorescence and scatter measurement 
sensitivity available in newer instruments, resulting in rapid 
growth of the literature in this area. 

While I have been described as, and am, opinionated, 
I’m willing to change positions I’ve taken when presented 
with new evidence. I have done so, e.g., on the subject of 
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mathematical models for DNA histogram analysis (p. 372). 
If you disagree with me on other points, let me know. I’d 
like the next edition to include doggerel, but not dogma. 

ACKNOWLEDGEMENTS 
Leslie Hochberg Shapiro has continued to keep me in 

love and at large. Jill made valiant attempts to organize my 
collection of reprints and set up the framework for the 
books index; she also had the good taste and fortune to 
marry Mike Fischer, adding a third source of gross jokes to 

my input stream. Peter demonstrated conclusively that a 
pre-law student could assemble, disassemble, and reassemble 
a Cytomutt in a couple of afternoons. 

I still appreciate the perspectives on the design, 
construction, and use of cytometers and software I have 
gotten from Dick Adams, Bob Auer, Bruce Bagwell, Leo 
Burke, Dave Coder, Annette Coleman, Wallace Coulter, 
Phil Dean, Bart de Grooth, Motti Deutsch, Fred Elliott, 
Mack Fulwyler, Wolfgang Gohde, Brian Hall, Mike 
Hercher, Dick Hiebert, Bob Hoffman, Lou Kamentsky, 
Joan McDowell, Lew Nowitz, Len Ornstein, Dave Parks, 
Dan Pinkel, Peter Rabinovitch, Diether Recktenwald, Tom 
Sharpless, Kit Snow, Harold Steen, Phil Stein, John 
Sullivan, Dick Sweet, Barb Trask, Joe Trotter, Ger van den 
Engh, Jim Watson, Rob Webb, and Leon Wheeless. 

I’d like to thank John Brandes, Nancy Perlmutter, Chris 
Spychalski, and Dennis Way, who have maintained and 
improved the Cytomutt breed during the past few years. 
Nancy and Chris have been more than tolerant of the level 
of entropy associated with my rewriting job, and respectively 
took on the chores of indexer-in-chief and scanmeister, as 
well. 

I am happy that Len Herzenberg undertook to write a 
Foreword in the spirit of the book. For data, pictures, 
preprints, reprints, stories, and advice, my thanks go to Yosh 
Agrawal, Judy Andrews, Jim Bacus, Bruce Bagwell, Andrew 
Beavis, Kevin Becker, Becton-Dickinson Immunocytometry 
Systems, Bentley Instruments, Marty Bigos, Eric Brown, 

Don Button, Alberto Cambrosio, Penny Chisholm, Dave 
Coder, Greg Colella, Coulter Corporation, Cytomation, 
Inc., John Daley, Zbigniew Darzynkiewicz, Lauren Ernst, 
Marcia Etheridge, Excitech, Ltd., Foss Electric, Don 
Frankel, Sheila Frankel, Tom Frey, Mitch Friedman, Duane 
Garner, Becky Gelman, Janis Giorgi, Alex Glazer, Chuck 
Goolsby, Martha Gray, Rob Habbersett, Brian Hall, Dick 
Haugland, David Hedley, Don Herbert, Iain Johnson, Larry 
Johnson, Norman Jones, Jon Kagan, Lou Kamentsky, 
Douglas Kell, Dick Keller, Keith Kelley, Pam Kidd, Marc 
Lalande, Alan Landay, Heidrun Lewalski, Frank Mandy, 
Eric Martz, Edgar Milford, Kathy Muirhead, Jan Nicholson, 
Stephen O’Brien, Betsy Ohlsson-Wilhelm, Rob Olsen, Oriel 
Corp., Ortho Diagnostic Systems, Helene Paxton, Kenneth 
Pennline, Ken Petersen, Peter Rabinovitch, Doug 
Redelman, Betsy Robertson, Ingrid Schmid, Angela Schultz, 
Abe Schwartz, Kit Snow, Carl Stewart, Leon Terstappen, Joe 
Trotter, Ger van den Engh, Bob Vogt, Alan Waggoner, Jim 
Weaver, John Williams, Isabelle Wood, Yasuhiro 
Yarnamura, and Heddy Zola. 

My staff and I and the Cytomutts have been fed in part 
by grants AI30853, ES05895, GM44421, HG00441, 
RR03015, and RR07751 from the National Institutes of 
Health, and also by the rewards for doing high-tech odd jobs 
for several industrial concerns which would prefer to remain 
unnamed. 

Finally, my thanks go to Brian Crawford, of Wiley-Liss, 
who suggested I start this project, and especially to Susan 
King, to whom he turned over the unenviable job of waiting 
for me to cough up the finished product. 

West Newton, Massachusetts 
August, 1994 
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PREFACE TO THE SECOND EDITION 

This book can tell you almost everything you need to 
know about flow cytometry: what it is, how it works, what 
you can and can‘t do with it, and how to buy or build and 
use flow cytometers. A pretty tall order? Well, I’ve got a 
track record now. A lot of people bought the First Edition, 
and most of them seemed to like it - even the reviewers. 

The things the reviewers liked least in the First Edition 
were the dot matrix print and the sloppy illustrations, so I 
spent the royalties from the First Edition on the laser printer 
and other desktop publishing hardware and software with 
which this Second Edition is being generated. I hope you 
appreciate the sacrifices I‘ve made for you ... 

The changes in this Edition, however, are a lot more 
than cosmetic. A lot has happened in nearly all aspects of 
the field of flow cytometry. When the First Edition 
appeared in 1985, flow cytometry and cell sorting were 
already in demand by biomedical researchers, by workers in 
biotechnology, and even in clinical laboratories. More 
people wanted flow cytometers than could afford them; 
now, even with the advent of smaller, more user-friendly, 
and somewhat less expensive instruments from the surviving 
manufacturers, there are still a lot of people who can’t afford 
flow cytometers. 

Before my original book, Building and Using Flow 
Cytometers, and its successor, the First Edition of Practical 
Flow Cytometry, appeared, building flow cytometers was not 
considered feasible by most people because they thought it 
required sophisticated skills and extensive resources, and 
because the parts of many laboratory-built instruments were 
at least as costly as are some commercial instruments. A few 
dozen people have now built “Cytomutts” following the 
designs in the books, and it is now established that it isn’t all 
that hard or that expensive to do. I’ve left the details on 
instrument construction in the book, with improvements 
added, but this Edition is written for the users, who 
outnumber the builders by about a hundred to one. Even if 
you have no intention of building a flow cytometer, read the 
chapter on the subject; you’ll probably pick up a few tips 

which will help you keep your commercial machine 
running. If you are interested in building apparatus, this 
edition will tell you how to build a smaller, cheaper, easier- 
to-build, and better performing multiparameter instrument 
than was described in the last one. 

I‘ve tried to make the Second Edition a self-contained 
treatise on flow cytometry, eliminating the “required reading 
list” I had in the First Edition. You’ll still get something out 
of reading some of the landmark papers in the field, but, if 
you can‘t lay hands on them, it won’t stunt your growth. 
I’ve actually expanded the reference list for background 
subjects such as optics, computers, and spectroscopy, but 
I’ve also put in a lot of new material on the interactions of 
light and matter, on optical systems, and on data analysis. 
When I want a word or phrase to catch your attention, I’ve 
put it in boldface. 

This time around, I emphasize the fact that flow 
cytometry rests on the same foundations as other techniques 
of analytical cytology, such as microspectrophotometry and 
image analysis. The spectroscopy is the same, the optics are 
the same, and many of the parameters measured and the 
probes used are the same. This book is thus, in many 
respects, as much a book on cytometry in general as a book 
on flow cytometry. In keeping with this orientation, I have 
included some material on alternative techniques to flow 
cytometry and situations in which these alternatives may be 
preferable to flow cytometry. 

The discussion of applications has been expanded 
considerably, reflecting the rapid growth in the use of flow 
cytometry in routine research and clinical applications as 
well as the change in the orientation of the book. There are 
more references; it’s been nearly impossible to keep track of 
all the papers which involve flow cytometry, and it would 
have been impossible to mention all 2,000 listings in the 
computer data base to which John Maples and Pat Reynolds 
kindly let me have access. 

I have tried, and I mean tried hard, to include references 
which describe new techniques or refinements in technique, 
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whether they be in the areas of instrumentation, sample 
preparation, cytochemistry, or data analysis. I have also tried 
to provide thorough coverage of some fields in which the 
application of flow cytometry is in itself relatively novel. I 
haven't tried to include a reference to every article in which 
flow cytometric immunofluorescence, or analysis of DNA 
content, has been mentioned. The purpose of this book is 
to enable the reader to evaluate the level of the flow 
cytometry in such papers and/or to reproduce experiments 
reported in the literature - not that experiments involving 
flow cytometry are going to be any more reproducible than 
others. 

I obviously can't read all of the journals all of the time. 
Toward the end of the First Edition, I asked readers to 
please send me reprints. A dozen or so people, mostly in 
Europe, took me seriously enough to do this, for which I 
thank them. I doubt that I've referred to everything they 
sent me, but their courtesy did insure that I'd have the 
chance to see things I might otherwise not have seen. My 
address is still 283 Highland Avenue, West Newton, 
Massachusetts 02465; keep those reprints coming. 

The commercial aspects of flow cytometry have changed 
a bit since the First Edition, with one major manufacturer 
out of the picture and several new models available from the 
survivors. There are also a few people, myself included, 
selling add-on hardware and sofiware for the acquisition and 
analysis of flow cytometric data. The chapter on "Sources of 
Supply" still lists suppliers for a wide range of things you 
might need if you do flow cytometry. 

Even with all of this lovely word processing and 
publishing hardware and software (the computer system and 
accessories which produced this Edition cost about seven 
times as much as what was used for the First Edition), 
writing this book hasn't been easy. Thus, I have tried to 
make this edition one which will wear better, in the sense 
that future developments will require that things be added 
rather than changed. That way, in another two or three 
years, it will be time for a supplementary volume rather than 
a rewrite, unless everybody's deserted flow cytometry for 
molecular biology by then. 

The First Edition sold some 2,500 copies, which boggles 
my mind, but what boggles my mind even more is that the 

gross proceeds from sales would not have paid for one top- 
of-the-line commercial dual laser flow cytometer. The 
royalties wouldn't have bought a plasma tube, much less a 
big laser, but the laser printer is a much nicer toy, so I 'm not 
complaining. I still think commerciai flow cytometers are 
too expensive, and I've told the manufacturers how to make 
them less expensive; if they don't, I will. 

ACKNOWLEDGEMENTS 
I again first thank Leslie Hochberg Shapiro, with whom 

I am still in love and thanks to whom I am still at large. Jill 
and Peter, in addition to screening even grosser jokes, 
respectively helped with attempting to organize huge piles of 
paper and with construction of prototypes of the new 
electronic designs, for which I thank them. 

I still appreciate the perspectives on the design, 
construction, and use of cytometers I have gotten over the 
years from Dick Adams, Bob Auer, Leo Burke, Annette 
Coleman, Wallace Coulter, Phil Dean, Bart de Grooth, Fred 
Elliott, Mack Fulwyler, Mike Hercher, Dick Hiebert, Bob 
Hoffman, Lou Kamentsky, Joan McDowell, Len Ornstein, 
Dave Parks, Dan Pinkel, Diether Recktenwald, Tom 
Sharpless, Phil Stein, John Sullivan, Dick Sweet, Barb Trask, 
Ger van den Engh, and Rob Webb. 

Thanks to Ron Weinstein, Alan Landay, and John Coon 
for their interest and support, viewpoints on clinical 
applications, and forbearance in beta testing my software. 

Paulette Cohen and Reed Elfenbein, of Alan R. Liss, 
Inc., had the unenviable task of noodging me as the book 
fell farther and farther behind schedule; I appreciate their 
not having me kidnapped and held hostage until I finished. 

Finally, I'd like to acknowledge Geoff Caine, David 
Feinstein, Terry Fetterhoff, Sheila Frankel, Carol 
Hirschmann Levenson, Ed Luther, Bob McCarthy, Nancy 
Perlmutter, Siobhan Spillane, and Sandy Stephens, who 
have maintained and improved the Cytomutt breed during 
the past few years, and especially thank Ed and Siobhan for 
minding the store when things were even squirrelier than 
usual. 

Howard Shapiro 
West Newton, Massachusetts 
March, 1988 



FOREWORD TO THE FIRST EDITION 

It is now just 21 years since I first saw clusters of dots on 
an oscilloscope screen which I thought represented the total 
nucleic acids and proteins of cells flowing single file through 
an ultraviolet light beam. As Howard Shapiro correctly 
points out, the early work, including my own, in what was 
then called cytology automation was based on the pioneering 
studies done during the 1930's and 1940's in Sweden by 
Caspersson and Thorell. I had the good fortune to have 
worked with Bo Thorell in both his lab in Stockholm and 
mine in New York. I believe much of the early development 
of the biophysics and metrology of analytical cytology was 
influenced by his pioneering work and his often understated 
advice. No discussion of the history of this field could be 
complete without acknowledging Bo Thorell's contributions 
and I would like to do that on this 21st anniversary. 
Howard's very complete treatise on how to succeed with 
flow cytometry without trying too hard also provides me 
with a vehicle to reflect on what we expected of this 
technology and what was achieved as it reached maturity. 

I got into trying to quantify cell properties while 
attempting to build a device to automate cervical cancer 
cytology. Automating existing clinical laboratory tasks by 
microscopic image analysis or flow cytometry was the 
driving force for many of us during this first stage of 
development. I would categorize the next years as the 
childhood of flow cytometry, during which the technique 
was applied to a broader range of tasks in analytical cytology. 
Next, with adolescence, came a search for power - bigger 
lasers, higher resolution, sophisticated computation, 
multiple beams and measurement parameters. This got us 
to the present generation of expensive, complex, hard-to-use 
systems with which we must now contend. This book deals 
with simpler approaches to many of these goals, which I 
believe makes it timely as well as useful. 

I would like to briefly discuss each of the phases of the 
early life of flow cytometry and describe what I expect 
during its adulthood. Cytology automation, beginning with 
the slide scanning studies of Mellors using fluorescent dyes, 
Tolles et al and Mendelsohn et al, using a variety of staining 
techniques, and Coulter, using electrical resistance 
measurements, had been concerned with automating two 
tasks, cancer detection and blood cell counting. Although I 
was involved in designing scanners and programming 
computers to read text when I was introduced to the 
problem of automating cancer detection by Mike Melamed, 
I decided that making a machine to mimic a microscopist 
was not appropriate to the state of the art in optical scanning 
and computer science at that time. I could neither get 
enough light through a microscope, nor process enough data 
fast enough, to examine the required large populations of 
cells in a reasonable time. Also, I believed that flow 
measurements inherently gave better representations of the 
biophysical characteristics of cells. 

This became the basis for the second phase of 
development, analytical cytology by flow. Except for various 
instruments that simply counted total red or white blood 
cells, cytology automation did not succeed. We sought 
better ways to prepare cells and better markers differentiating 
cell types, but the markers never proved specific enough to 
yield acceptable false positive rates. Parameters such as 
DNA content, while of some clinical utility, did not fulfill 
their early promise as specific markers of cancer. Thus, 
although there are now flow cytometers in clinical 
laboratories, their applications remain limited by a lack of 
specific markers. It is my hope that the new techniques of 
biotechnology will provide new reagents which will bind to 
individual antigenic determinants with greater specificity, 
and other reagents which will hybridize to appropriate 
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specific gene sequences, and that this will somehow break 
this bottleneck. I am also hopeful that progress will result 
from the application of newer biophysical techniques, many 
of which originated during the second phase of 
development. 

I tend to look upon the late 1960's, which I define as the 
era of analytical cytology, as the golden age of flow 
cytometry. During this time, we began to understand the 
physical factors responsible for resolution and 
reproducibility of measurements, the effects of interactions 
of different cellular parameters upon signals, and the 
quantitative relationships between signal intensities and 
constituents or physical properties of cells. Fluorescence 
measurements replaced absorption measurements because of 
the linear relationship observed between fluorescence signal 
intensities and quantities of various constituents present in 
cells, and because artifacts due to light scattering could more 
readily be eliminated from fluorescence measurements using 
optical filters. This made it necessary to find new dyes and 
histochemical methods to replace such problematic 
techniques as the Feulgen reaction, and many dyes 
applicable to living and fixed cells came into use. Other 
properties of fluorescence were exploited to provide 
information relating to structure and finction, in addition 
to quantity, of cellular constituents. During this time, the 
application of Coons' fluorescent antibody technique to 
immunologically mark cells containing specific protein 
variants probably did more to revolutionize flow cytometry 
than did any other development, and vaulted the field into 
adolescence. 

During the 1970's, the do-it-yourself flow cytometry 
community sought after ultimate sensitivity and resolution 
as research goals. I believe that was desirable, but I also 
believe it was overdone. In addition, the emphasis shifted 
from analytical measurements to physical separation of cells 
by flow cytometers and the devices began to be called 
sorters. Having built and run sorters based on a variety of 

different principles, I learned of  the problems of paying for 
them and keeping them running and wrote trying to make 
arguments for other, more efficient bulk techniques for 
isolating cell populations, the results of which could be 
monitored by flow cytometry. I believe many biologists who 
bought sorters have used them only on rare occasions after 
understanding the parameters and quirks which affected 
their performance. The desire for sorting capacity whether 
or not it was actually needed, the mistaken belief that bigger 
lasers automatically produced better results, and the 
irrational demand for instruments to do everything anyone 
else had done at the time they were ordered led to an 
inflation of flow cytometers' complexity and cost which 
outpaced even the high rate of inflation of health care costs. 

I believe that there is much room for development of 
new methodologies to study the interactions of cells with 
light and, perhaps, with other energy fields; I believe some 
progress toward this may come through an understanding of 
principles described in this book. Technology has come a 
long way since 1963, when I discarded methods involving 
imaging and computer analysis because they couldn't be 
implemented with existing hardware. The equivalent 
hardware is now orders o f  magnitude faster andlor cheaper. 
It would be nice to develop a new generation of instruments 
which could use some of the principles of flow cytometry to 
answer questions in biology which cannot be addressed 
using flow cytometry. Among these are questions related to 
the kinetics of individual cell functions in heterogeneous 
populations and to cell-to-cell communication and control. 
I look forward to some readers going beyond the building 
and use of flow cytometers, to develop new methodologies 
which may solve a whole new range of biologic problems. 

Louis A. Kamentsky 
Cambridge, Massachusetts 
April, 1984 



PREFACE TO THE FIRST EDITION 

This book can tell you almost everything you need to 
know about flow cytometry: what it is, how it works, what 
you can do with it, and how to buy or build and use flow 
cytometers. A pretty tall order? Maybe, but I can deliver. 
Bear with me. 

If you’re perusing this book in hope of learning 
something about flow cytometry, you may know that flow 
cytometry and cell sorting have become useful to biomedical 
researchers and to workers in industrial and clinical 
laboratories. You may also know that many people who 
would like to use these techniques cannot afford commercial 
apparatus at present prices. 

Building flow cytometers was not considered a feasible 
alternative by most of these people because they thought it 
required sophisticated skills and extensive resources, and 
because the parts of many laboratory-built instruments are at 
least as costly as are some commercial instruments. 

Some years ago, I set out to develop a multiple illumi- 
nation beam, multiparameter flow cytometer with 
capabilities not then available on the market. I made an 
effort to make that system as simple as possible to build, 
maintain, and operate. I was surprised to find that a flow 
cytometer competitive with some of the most sophisticated 
instruments described at that time could be made from 
readily available, relatively inexpensive parts, using minimal 
electronic and machine shop facilities. I built one and 
taught a few others to build them. We named the 
instruments “Cytomutts”. 

Since we had already done the work, we followed 
standard procedure and applied for a grant to build and use 
a Cytomutt and compare its performance with that of some 
fancier apparatus. The reviewers decided that what we 
proposed to do couldn‘t be done, and didn‘t fund us. We 
then took a Cytomutt to a meeting and showed that it 
worked. Then we applied for a grant again, requesting 

money to make the results of our work available to interested 
parties. The reviewers, at least some of whom had seen the 
machine in operation, again decided it couldn’t be done. 

By that time, some other people were believers; I was 
spending more time than I wanted to building flow 
cytometers, teaching people how to build flow cytometers, 
and advising people lucky enough to get funded about 
which flow cytometers to buy. I had promised a few people 
some detailed technical information about the hardware and 
about flow cytometry in general, so I generated a privately 
printed volume called Building and Using Flow Cytometers. 
Knowing full well that that book would be handed to some 
electronikers who would be told to go build a flow 
cytometer without being told what a flow cytometer was, I 
included all the information about the history, operation, 
and uses of flow cytometers which I thought these 
uninitiated readers might need. 

I also put in really detailed instructions for building flow 
cytometers. It seemed to me that the people I had taught 
had learned by hanging around my laboratory, watching me 
build things and asking questions. It thus seemed logical to 
make the “how-to” book out of my side of the dialogue, 
including answers to questions I had been asked. The book 
was, therefore, written and illustrated in a very informal 
style, but it contained as many of the relevant details as I 
could think of. 

Quite a few people who saw Building and Using Flow 
Cytometers expressed interest in buying a similar book which 
would go into more detail about dyes, staining procedures, 
and clinical and research applications. They expressed even 
more interest in buying such a book for less than the price I 
was charging for Building and Using. It sounded good to 
me, and it sounded good to Paulette Cohen at Alan R. Liss, 
Inc., and so Practical Flow Cytometry was conceived. The 
book had a longer gestation period than I envisioned because 
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I wanted to begin at the beginning and work up to the state 
of the art for different groups of readers, all of whom would 
have to cross the boundaries of the disciplines in which they 
were originally trained. 

I think that the best way to deal with such disparate 
constituencies is to cover the fundamentals in detail and tell 
people where they can learn more if and when they need to. 
Accordingly, after the “Overture,” which introduces themes 
which will recur in the books main body, there is a Chapter 
on “Prerequisites,” covering what you may need to know to 
get started, and where to find the information. In that 
chapter, I list a few important papers which I think 
everybody doing flow cytometry ought to read. 

The book continues with a history of the field; this 
includes a lot of personal perspective because I think it is 
informative to understand why different people did or didn’t 
do things at various stages in the development of flow 
cytometry. I then go on to discuss how flow cytometers 
work, and the whys and hows of data analysis and cell 
sorting. 

The Chapter on “Parameters and Probes” includes 
detailed discussions of the cellular characteristics measurable 
by flow cytometry, the dyes and other reagents used for such 
measurements, and the results obtained. It is followed by an 
overview of the applications of flow cytometry in various 
areas of biological and medical research and in clinical 
medicine. 

The discussion of hardware begins by considering the 
merits of several commercial flow cytometers. Then we get 
down to the do-it-yourself manual; I say “we” because this is 
the part where you can, as it were, “sing along with 
Howard”. Since Building and Using Flow Cytometers was 
published, a number of people have built working 
Cytomutts from the plans it contained. You will learn how 
to build everything from a simple, microscope-based 
“Cytopup” to multistation Cytomutts, complete with 
multiparameter analyzers and computer interfaces. These 
inexpensive and efficient analyzers and interfaces can be used 
with commercial flow cytometers as well as with Cytomutts. 

At the back of the book, the Chapter on “Sources of 
Supply” tells you where to find not only parts for Cyto- 
mutts, but reagents, calibration particles, and accessories 
which may be useful for any flow cytometry laboratory. So, 
there you go. Soup to nuts. Take my book. Please. 
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1. OVERTURE 

This is a book about cyometry, in general, emphasizing 
flow cytometry, in particular. In it, I hope to tell you what 
cytometry is, how it works, why and how to use it, when 
you should favor one type of cytometry or another, and 
when cytometry won’t solve your problem. This chapter, 
like the overture to an opera or a musical, presents impor- 
tant themes from the body of the work, but may also stand 
alone. 

1.1 WHAT (AND WHAT GOOD) IS CYTOMETRY? 

Cytometry is a process in which physical and/or chemi- 
cal characteristics of single cells, or by extension, of other 
biological or nonbiological particles in roughly the same size 
range, are measured. In flow cytometry, the measurements 
are made as the cells or particles pass through the measuring 
apparatus, a flow cytometer, in a fluid stream. A cell sorter, 
or flow sorter, is a flow cytometer that uses electrical and/or 
mechanical means to divert and collect cells (or other small 
particles) with measured characteristics that fall within a 
user-selected range of values. 

Neither the cells nor the apparatus are capable of putting 
the process of cytometry in motion; the required critical 
element for that is a human interested in obtaining informa- 
tion about a cell sample and, in the case of sorting, extract- 
ing cells of interest from the sample. At the most basic level, 
a cytometer might be considered to be a “black box” with 
cells as “inputs” and numbers as “outputs”; the outputs of a 
cell sorter would include both numbers and cells. However, 
while some modern cytometers (and some modern users) 
can obtain the desired results while running unattended in 
“black box” mode, it is fair to say that most of the applica- 

tions, and all of the interesting applications, of cytometry 
call for some understanding and some intellectual effort on 
the part of the user. 

Tasks and Techniques of Cytometry 
From the time of van Leeuwenhoek and Hooke until 

1) whether cells were present in a specimen, 
2) how many were there, 
3) what kinds of cells were represented, and 
4 )  what their functional characteristics might be 

the mid-20th century, determining: 

required that a human observer interpret a microscope irn- 
age. The same tasks remain for modern cytometry. 

Although electrical and acoustic properties of, and nu- 
clear radiation emission from, single cells can be measured, it 

is fair to say that optical measurements are by far the most 
common in cytometry. A typical cytometer is thus a special- 
ized microscope; the degree of physical resemblance is dic- 
tated by the requirements of the measurement(s) to be made, 
which in turn are dictated by what the user needs to know 
about the cell sample. In successful applications of cytorne- 
try, electro-optics, electronics, and computers are employed 
to improve on what could be obtained “by eye,” although 
interpretation is required more often than not. The success- 
ful applications are many, increasing in number, and com- 
monplace in locales as diverse as clinical laboratories and 
breweries. 

Some Notable Applications 
Cytometry is currently used to obtain the helper T lym- 

phocyte counts needed to monitor the course and treatment 
of HIV infection, and to determine tumor cell DNA content 
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and proliferative activity, which may aid in assessing progno- 
sis and determining treatment for patients with breast cancer 
and other malignant diseases. The technology has also been 
used to crossmatch organs for transplantation, to isolate 
human chromosomes for the construction of genetic librar- 
ies, to separate X- and Y-chromosome bearing sperm for sex 
selection in animal breeding and in vitro fertilization in hu- 
mans, to identify the elusive hematopoietic stem cell and an 
expanding family of other stem cell types, and to reveal sev- 
eral widely distributed but previously unknown genera of 
marine microorganisms. 

Biological particles that have been subjected to cytomet- 
ric analysis range, in order of decreasing size, from multicel- 
Mar organisms (e.g., Drosophila embryos and adult Caenor- 
habditis elegans nematodes) through cell aggregates (eg., 
pancreatic islets and tumor cell spheroids), eukaryotic cells, 
cellular organelles (e.g., mitochondria), bacteria, liposomes, 
individual virus particles and immune complexes, down to 
the level of single molecules of proteins, nucleic acids, and 
organic dyes. Cytometers can also be used for sensitive 
chemical analyses involving the binding of suitably labeled 
ligands to solid substrates or to particles such as polystyrene 
beads. 

The first practical applications of flow cytometry, begin- 
ning in the 1940’s, were to counting blood cells in liquid 
suspension, on the one hand, and bacteria and other small 
particles in aerosols, on the other, based on measurements of 
light scattering or electrical impedance; these signals were 
also used to provide estimates of cell size. 

In the early 1360’s, light absorption measurements were 
used for quantitative flow cytometric analyses of cellular 
nucleic acid and protein. Flow cytometers in modern clinical 
hematology laboratories perform counts of red cells (erythro- 
cytes), white cells (leukocytes), and platelets (thrombocytes) 
in blood, as well as differential leukocyte counts, using com- 
binations of electrical impedance, light scattering, and light 
absorption measurements. 

However, many people who know the term “flow cy- 
tometer” tend to use it - incorrectly - to describe only in- 
srruments that measure fluorescence as well as light scatter- 
ing. The first fluorescence flow cytometers were built in the 
late 1360’s; although there are now well over 10,000 in use 
in clinical and research laboratories worldwide, they are still 
outnumbered by impedance and scattering-based hematol- 
ogy analyzers. So much for fluorescence chauvinism. 

What is Measured: Parameters and Probes 

The novice should not be intimidated by the jargon of 
cytometry; there are no native speakers, and he or she can 
soon enough become as fluent in it as the rest of us. The 
term parameter is, unfortunately, used in several different 
senses in our jargon. It can refer to a physical or chemical 
characteristic of a cell (eg. ,  cytoplasmic granularity or nu- 
clear DNA content) that is measurable by cytometry; it can 
also describe a physical property, measured by a sensor, 

defined broadly (e.g., light scattering or fluorescence), or 
more narrowly (e.g., orthogonal light scattering or red fluo- 
rescence), or a physical property of a cell-associated re- 
agent (e.g., propidium fluorescence). A fairly comprehensive 
list of measurable cellular parameters appears as Table 1-1 
on the facing page. 

I have characterized cellular parameters as intrinsic or 
extrinsic, depending upon whether they can or cannot be 
measured without the use of reagents, which are often re- 
ferred to in cytometric jargon as probes. Some parameters 
can, at least in principle, be measured either with or without 
probes; cellular DNA content, for example, can be estimated 
from ultraviolet (vv) absorption at 260 nm in unstained 
cells, but it’s much more practical to use a fluorescent dye 
probe such as propidium iodide. A deeper philosophical 
dilemma arises when considering fluorescence from Aequorea 
green fluorescent protein (GFP) or one of its genetically 
engineered offshoots, introduced by cloning into cells of 
other species to report gene expression; one could character- 
ize this as intrinsic or extrinsic, but I lean toward the latter. 

Parameters can also be defined as structural or func- 
tional, again with some ambiguity. For example, the glyco- 
protein efflux pump responsible for multidrug resistance in 
tumor cells can be detected, and the amount present in a cell 
quantified, using fluorescent antibodies, but such antibodies 
might also bind to an inactive mutant protein, and thus 
provide a measurement (in this case, inaccurate) based on 
structure. The function of the glycoprotein pump can be 
demonstrated by measurement of uptake or loss of fluores- 
cent drugs or dyes by cells over periods of time. 

In a kinetic measurement such as that just described, 
time itself can be used as a parameter. W e n  such analyses 
are done by flow cytometry, the dynamic behavior of a cell 
population must be inferred from observations of different 
cells at different times, because conventional flow cytometers 
cannot make successive measurements of a single cell over 
time periods exceeding a few microseconds. 

Both the novice and the expert in flow cytometry should 
be aware that almost every parameter that can be measured 
by flow cytometry can also be measured by alternative cy- 
rometric methods such as microspectrophotometry, confo- 
cal microscopy, image analysis, and scanning cytometry. 
These methods are often applicable where flow cytometric 
methods are nor, e.g., for true kinetic analyses involving 
repeated examination of the same cell or cells over a period 
of time, or for in situ analyses of cells growing in aggregates 
attached to solid substrates. In general, the fluorescent 
probes used for flow cytometry can be used with alternative 
measurement techniques. However, most dyes and other 
reagents that are commonly employed in absorption mi- 
crospectrophotometry are not readily usable in fluorescence 
flow cytometers. 

1.2 BEGINNINGS MICROSCOPY AND CYTOMETRY 
It recently (i.e., since the last time I wrote an introduc- 

tion to cytometry) occurred to me that the best way in 
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Table 1-1. Some parameters measurable by cytometry. 
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Figure 1-1. Interaction of light with a cell. 

which to introduce the subject might be to consider how 
cytometry developed from microscopy, emphasizing both 
the similarities and the differences between the two, and 
stressing how the information gets from the cells to the user. 
That is what I will try to do in the remainder of this chapter. 
I hope this will be helpful for the uninitiated reader, but, 
also, that it will be equally thought-provoking, informative, 
and at least moderately amusing to those who have been 
over the terrain one or many times before. 

The first order of business in both microscopy and cy- 
tometry is discriminating between the cells and whatever else 
is in the sample; the next is often discriminating among a 
number of different cell types that may be present. Optical 
microscopes first allowed cells to be discovered and de- 
scribed in the seventeenth century, and were refined in de- 
sign in the eighteenth and early nineteenth, but the capacity 
of microscopy to discriminate among different cell types 
remained limited by the relative difficulty of obtaining con- 
trast between cells and the background in microscope im- 
ages. 

A Little Light Music 
While all the senses can provide us with pleasure and 

discomfort, it is predominantly vision that shapes our per- 
ception of the world around us, and, without light, our vis- 
ual imagery is restricted to memories, dreams, and hallucina- 
tions. According to the Book of Genesis, the discrimination 
of light from darkness is the divine achievement of the first 
day of creation, and we humans, despite taming fire and 

inventing light bulbs and lasers, remain aware of and pro- 
foundly affected by the daily difference, not least during 
power outages. 

What most of us know as light is defined by physicists as 
electromagnetic radiation with wavelengths ranging be- 
tween about 400 and about 700 nanometers (nm). Other 
species can detect shorter and longer wavelengths, but most 
lack our ability to discriminate among wavelengths, i.e., 
color vision, and some of us have genetic deficiencies that 
restrict this capacity. 

When we look at the macroscopic world, most of our 
retinal images are formed by light that we say is reflected 
from objects around us, and an early concept of light was 
that of rays traveling in straight lines, and reflecting from a 
surface at the same angle at which they strike it. If we look at 
an object under water and attempt to grab it, we find that it 
is not exactly where it appears to be; this is explained by the 
concept of refraction, according to which light passing from 
one material medium into another is bent at an angle de- 
pending on a macroscopic property of the medium known 
as the refractive index, and on the wavelength of the light. 
The “white” light emitted by the sun and by incandescent 
and fluorescent bulbs comprises a range of visible wave- 
lengths; objects and materials that absorb some, but not all, 
wavelengths reflect others, and thus appear colored. 

As we turn our attention to smaller and smaller objects, 
the concepts of reflection and refraction become less and less 
useful, and we instead make use of the concept of light scat- 
tering. Figure 1-1 describes the interaction of light with a 
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cell in terms of scattering, absorption, and fluorescence. 
The last of these phenomena is not readily explicable in 
terms of either ray (geometrical) or wave optics, and can 
only be dealt with properly by the theory of quantum elec- 
trodynamics, which considers light as particles, or photons, 
which interact with electrons in atoms and molecules. The 
energy of a photon is inversely proportional to the corre- 
sponding wavelength; i.e., photons of short-wavelength, 400 
nm violet light have a higher energy content than photons of 
long-wavelength, 700 n m  red light. 

Scattering, which explains both reflection and refraction, 
typically involves a brief interaction between a photon and 
an electron, in which the photon is annihilated, transferring 
its energy to the electron, which almost immediately releases 
all of the energy in the form of a new photon. Thus, light 
scattered by an object has the same (or almost exactly the 
same) wavelength, or color, as the incident light. However, 
the new photon does not necessarily travel in the same direc- 
tion as the old one, so scattered light usually appears to be at 
an angle to the incident beam. 

In empty space, there are, by definition, no atoms or 
molecules, and there are thus no electrons available to inter- 
act with photons. Although, according to quantum electro- 
dynamics, a photon has a finite probability of going in any 
direction, when we actually calculate the probabilities that 
apply in the case of photons in empty space, we come up 
with what look like rays of light traveling in straight lines. 

As a general rule, the density of atoms and molecules in 
atmospheric air is fairly low, meaning that there are few op- 
portunities for light to be scattered as it appears to traverse 
distances of a few meters or tens of meters. However, we 
note the blue appearance of a cloudless sky, resulting from 
light scattering throughout the atmosphere; the color results 
from the fact that shorter wavelengths of light are more 
likely to be scattered than longer ones, with the intensity of 
scattering inversely proportional to the fourth power of the 
wavelength. 

The well-known laws of reflection and refraction emerge 
from quantum electrodynamics applied to objects substan- 
tially bigger than the wavelength of light. Materials that ap- 
pear transparent to the human eye, e.g., glass and water, still 
contain relatively high densities of atoms and molecules, and 
thus provide numerous opportunities for scattering. 

Some light appears to be reflected at the interfaces be- 
tween layers of different materials, with the angle of reflec- 
tion equal to the angle of incidence. The total amount of 
light reflected is found to be a function of the thickness of 
the layers and the wavelength of the incident light; that is, 
layers of different thicknesses reflect different colors of light 
to different extents. This interference effect, explained by 
the theory of wave optics, accounts for the patterns of color 
seen in peacock feathers, butterfly wings, diffraction gratings 
in spectrophotometers, on credit cards, and in cheap jewelry, 
and in opals in somewhat more expensive jewelry. It is ex- 
ploited in optical design, notably in the production of inter- 
ference filters used to select ranges of wavelengths to be 

observed and/or detected in microscopes and other optical 
instruments. Quantum electrodynamics comes up with the 
same results for interference and reflection as wave optics, 
even while taking into account that the phenomena are due 
to scattering throughout objects, not just from front and 
back surfaces. 

The apparent bending of light striking an interface be- 
tween two materials is described in classical optics with the 
aid of invented quantities, called refractive indices, which 
are characteristic of the materials involved. Light appears to 
travel more slowly through a material of higher refractive 
index than through a material of lower index, and a “ray” 
appears to “bend” toward the normal (is., toward a line 
perpendicular to the interface) when passing from a lower- 
index medium to a higher one, and away from the normal 
when passing from a higher-index medium to a lower one. 
The apparent velocity of light in a material is less than in 
empty space; the higher the refractive index, the lower the 
apparent velocity. Light of a shorter wavelength is “bent” 
more than light of a longer one, allowing a transparent ob- 
ject with surfaces that are not parallel (ix., a prism) to dis- 
perse light of different wavelengths in different directions. 

Armed with ray optics and the classical law of refraction, 
we can calculate how an object with appropriately curved 
surfaces, i.e., a lens, will “ b e n d  light originating from two 
points separated in space. If the surfaces are convex, diver- 
gent “rays” coming through the lens from two points a given 
distance apart on the “input” side can be made to converge 
at two points a greater distance apart on the “output” side; 
this provides us with a magnified image. A magnifying lens 
is, of course, the hndamental ingredient of a microscope. 

Not surprisingly, everything useful that classical optics 
tells us about refraction can be obtained using quantum 
electrodynamics. Although actually doing this usually in- 
volves a great deal of advanced mathematics, Richard Feyn- 
man, who received his Nobel Prize for work in the field, 
wrote a small book called QED64’, in which he used simple 
diagrams and concepts to make the subject accessible to a lay 
audience (which, in this context, includes me). What I am 
writing here paraphrases the master. 

The light scattering behavior of objects of dimensions 
near the wavelength of light is not predictable from ray op- 
tics. For spherical particles ranging in diameter from one or 
two wavelengths to a few tens of wavelengths, most of the 
light scattering occurs at small angles (0.5” to 5” )  to the in- 
cident beam; the intensity of this “small angle,” or “for- 
ward,” light scattering is dependent on the refractive index 
difference between the particle and the medium, and on 
particle size. However, the relationship between particle size 
and small angle scattering intensity is not monotonic, mean- 
ing that, although a particle 10 pm in diameter will probably 
produce a bigger signal than one of the same composition 5 
pm in diameter, a particle 5.5 pm in diameter might pro- 
duce a smaller signal than one 5 pm in diameter. It is thus 
wise to avoid thinking of the small angle scatter signal as an 
accurate measure of cell size. 
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Smaller particles scatter proportionally more light at lar- 
ger angles (15” to about 150O) to the incident beam; the 
amplitude of such signals, variously described as “side,” “or- 
thogonal,” “large angle,” “wide angle,” or “90”” light scat- 
tering, is, all other things being equal, larger for cells with 
internal granular structure, such as blood granulocytes, than 
for cells without it, such as blood lymphocytes. 

Ray optics and wave optics break down when we con- 
sider the process of light absorption. This comes down to 
photons and electrons, period. Quantum theory tells us that 
the electrons in a given atom or molecule can exist only in 
discrete energy states. The lowest of these is referred to as the 
ground state, and the absorption of a photon by an electron 
in the ground state raises it to a higher energy excited state. 
An electron in an excited state can absorb another photon, 
ending up in a still higher energy excited state. 

Like scattering, and all other quantum phenomena, ab- 
sorption is probabilistic. We cannot say that a particular 
electron will absorb a particular photon; the best we can do 
is calculate the probability that an electron in a particular 
energy state will absorb a photon of a particular energy, or 
wavelength. This probability increases as the difference in 
energy between the current energy state of the electron and 
the next higher energy state gets closer to the energy of the 
photon involved. 

In many molecules, the energy difference between states 
is greater than the energy in a photon of visible light. Such 
molecules may exhibit substantial absorption of higher en- 
ergy, shorter wavelength photons, e.g., those with wave- 
lengths in the ultraviolet (vv) region between about 200 
and 400 nm. Substances made up of such molecules appear 
transparent to the human eye; smearing them on exposed 
skin decreases the likelihood that ultraviolet photons will 
interact with electrons in DNA and other macromolecules of 
dermal cells, and reduces the likelihood of sunburn (yay!) 
and tanning (boo!). We’re not sure yet about skin cancer. 

For a molecule to absorb light in the visible region, the 
energy differences between electronic energy states have to 
be rather small. This condition is satisfied in some inorganic 
atoms and crystals, which have unpaired electrons in d and f 
orbitals, in metals, which have large numbers of “free” elec- 
trons with an almost continuous range of energy states, re- 
sulting in high absorption (and high reflectance) across a 
wide spectral range, and in organic molecules with large 
systems of conjugated n orbitals, including natural products 
such as porphyrins and bile pigments, and synthetic dyes 
such as those used to stain cells. 

The interaction of light with matter must obey the law 
of conservation of energy; the amount of light transmitted 
should therefore be equal to the amount of incident light 
minus the amount scattered and the amount absorbed. But 
what happens to the absorbed light? One would not expect 
the electrons involved in absorption to remain in the excited 
state indefinitely, and, indeed, they do not. In some cases, all 
of the absorbed electronic energy is converted to vibrational 
or rotational energy, and lost as heat. In others, some energy 

is lost as heat, but the remainder is emitted in the form of 
photons of lower energy (and, therefore, longer wavelength) 
than those absorbed. Depending on the details of the elec- 
tronic energy transitions involved, this emission can occur as 
fluorescence or as phosphorescence. Fluorescence emission 
usually occurs within a few tens of nanoseconds of absorp- 
tion; phosphorescence is delayed, and may continue for sec- 
onds or longer. As is the case with absorption, fluorescence 
and phosphorescence are inexplicable by ray and wave op- 
tics; they can only be understood in terms of quantum me- 
chanics. 

Making Mountains out of Molehills: Microscopy 
When we are not looking at luminous displays such as 

the one I face as I write this, most of our picture of the 
world around us comes from reflected light. Contrast be- 
tween objects comes from differences in their reflectivities at 
the same and/or different wavelengths. When ambient light 
levels are high, we utilize our retinal cones, which give us 
color vision capable of prodigious fears of spectral discrimi- 
nation (humans with normal vision can discriminate mil- 
lions of colors), at the expense of relatively low sensitivity to 
incident light. The high light levels bleach the visual pig- 
ments in our more sensitive retinal rods; if the light level is 
decreased abruptly, it takes some time for the rod pigment to 
be replenished, after which we can detect small numbers of 
photons, sacrificing color vision in the process. Thus, while 
we can perceive large numbers of 450 nm photons, 550 nm 
photons, and 650 nm photons, respectively, as red, green, 
and blue light, using our cones, we cannot distinguish indi- 
vidual photons with different energy levels as different col- 
ors. Night vision equipment typically utilizes monochro- 
matic green luminous displays because the rods are most 
sensitive to green light, but the cone system also exhibits 
maximum sensitivity in the green region, making the spot 
from a green laser pointer much more noticeable than that 
from a red one emitting the same amount of power. 

While the spectral discrimination capabilities of the un- 
aided human visual system are remarkable, its spatial dis- 
crimination power is somewhat limited. The largest biologi- 
cal cells, e.g., ova and large protists, are just barely visible, 
and neither the discovery of cells nor the appreciation of 
their central role in biology would have occurred had the 
light microscope not been invented and exploited. 

When unstained, unpigmented cells are examined in a 
traditional transmitted light, or bright field, microscope, 
light absorption is negligible; contrast between cells and the 
background is due solely to scattering of light by cells and 
subcellular components, and the only information we can 
get about the cells is thus, in essence, contained in the scat- 
tered light. Some of this is scattered out of the field of view; 
we must therefore rely on slight differences in transmission 
between different regions of the image to detect and charac- 
terize cells. We are working against ourselves by presenting 
our eyes (or the detector(s) in a cytometer) with a large 
amount of light that has been transmitted by the specimen. 
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Figure 1-2. Transmitted light (bright field) (top 
panel) and dark field (bottom panel) images of an 
unstained suspension of human peripheral blood 
leukocytes. The objective magnification was 40 x. 

As it happens, the maximum spatial resolution of a mi- 
croscope is achieved, i.e., the distance at which two separate 
objects can be distinguished as separate is minimized, when 
illuminating light reaches, and is collected from, the speci- 
men at the largest possible angle. The numerical aperture 
(N.A.) of microscope condensers and objectives is a measure 
of the largest angle at which they can deliver or collect light. 
However, when the illumination and collection angles in a 
transmitted light microscope are large, much of the light 
scattered by objects in the specimen finds its way back into 
the microscope image, increasing resolution, but decreasing 
contrast. The top panel of Figure 1-2 shows a bright field 
microscope image of a suspension of human peripheral 
blood leukocytes; the condenser was stopped down to in- 

crease contrast between the cells and background. The cyto- 
plasmic granules in the eosinophil and neutrophil granulo- 
cytes are not particularly well resolved, nor is it easy to dis- 
tinguish the nuclei from the cytoplasm. Increasing the level 
and angle of illumination might, as just mentioned, increase 
resolution, but this would not be useful, as contrast would 
not be increased. 

Modern microscopy exploits both differences in phase 
and polarization of transmitted light and the phenomenon 
of interference to produce increased contrast in bright field 
images. However, staining, which came into widespread use 
in the late 1800’s, largely due to the emergence of synthetic 
organic dyes, was the first generally applicable practical 
bright field technique for producing contrast between cells 
and the medium, and between different components of cells 
in microscope images. Paul Ehrlich, known for his later re- 
searches on chemotherapy of infectious disease, stained 
blood cells with mixtures of acidic and basic dyes of different 
colors, and identified the three major classes of blood granu- 
locytes, the basophils, eosinophils (which he termed aci- 
dophils), and neutrophils, based on the staining properties of 
their cytoplasmic granules. 

Stained elements of cells are visually distinguishable be- 
cause of their absorption of incident light, even when the 
refractive index of the medium is adjusted to be equal or 
nearly equal to that of the cell. The dyed areas transmit only 
those wavelengths they do not absorb, resulting in a differ- 
ence in spectrum, or color, between them and undyed areas 
or areas that take up different dyes. Absorption by pigments 
within cells, such as the hemoglobin in erythrocytes, also 
makes the cells more distinguishable from the background. 

Microscopy of opaque specimens, such as samples of 
minerals, obviously cannot use transmitted light bright field 
techniques. Instead, specimens are illuminated from above, 
and the image is formed by light reflected (i.e., scattered) 
from the specimen. In incident light bright field micros- 
copy, illumination comes through the objective lens, using a 
partially silvered mirror, or beam splitter, to permit light to 
pass between source and specimen and between specimen 
and eyepiece at the same time. In dark field microscopy, 
illumination is delivered at an oblique angle to the axis of 
the objective by a separate set of optics. The bottom panel of 
Figure 1-2 is a dark field image of the same cells as are 
shown in the top panel. In the dark field microscope, none 
of the illuminating light can reach the objective unless it is 
scattered into its field of view by objects in the specimen. 
The illumination geometry used in this instance ensured 
that the only light contributing to the dark field image was 
light scattered at relatively large angles to the illuminating 
beam. It has already been noted that this is the light repre- 
sented in the side scatter signal, and it can be seen that the 
lymphocyte, which would have the smallest side scatter sig- 
nal, appears dimmer than the neutrophil granulocytes and 
the eosinophil, which would have higher side scatter signals. 
Although the cytoplasmic granules within the granulocytes 
are not well resolved, the intensity of light coming from the 
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Figure 1-3. Transmitted light microscope images of 
an unstained smear of human peripheral blood. 
The picture in the top panel was taken with “white 
light” illumination; that in the bottom panel was 
taken with a violet (405 nm, 15 nm bandwidth) 
band pass optical filter, and demonstrates the 
strong absorption of intracellular hemoglobin in 
this wavelength region. Objective: 40 x. 

cytoplasm provides an indication of their presence; indeed, it 
is much easier to resolve nucleus from cytoplasm in the 
granulocytes in the dark field image than in the bright field 
image. Thus, we can surmise that it may be possible to get 
information about subcellular structures from a cytometer 
operating at an optical resolution that would be too low to 
allow them to be directly observed as discrete objects. In 
fact, using dark field microscopy, one can observe light scat- 
tered by, and fluorescence emitted from, particles well below 
the limit of resolution of an optimally aligned, high-quality 
optical microscope; the dark field “ultramicroscope” of the 
1920’s allowed researchers to see and count viruses, although 
it was obviously impossible to discern any structural detail. 

Absorption measurements are bright field measurements, 
and they work best, especially for quantification, when the 
absorption signal is strong. The material being looked for 
should have a high likelihood of absorbing incident light, as 
indicated by a high molar extinction coefficient, and there 
should be a lot of it in the cell. Figure 1-3 shows the absorp- 
tion of hemoglobin in the cytoplasm of unstained red blood 

cells. Note that the “white light” image in the top panel 
gives little hint of strong absorption, which is restricted to 

the violet region known as the Soret band; the “white” light 
used here, which came from a quartz-halogen lamp, contains 
very little violet, and the exposure time used for the picture 
in the bottom panel was about 100 rimes as long as that for 
the picture in the top panel. 

Fluorescence microscopy is inherently a dark field 
technique; even in a “transmitted light” fluorescence micro- 
scope, optical filters are employed to restrict the spectrum 
of the illuminating beam to the shorter wavelengths used for 
fluorescence excitation, and also to allow only the longer- 
wavelength fluorescence emission from the specimen to 
reach the observer. As is the case in dark field microscopy, 
fluorescent cells (ideally) appear as bright objects against a 
dark background. 

Most modern fluorescence microscopes employ the opti- 
cal geometry shown in Figure 1-4. Excitation light is usually 
supplied by a mercury or xenon arc lamp or a quartz-halogen 
lamp, equipped with a lamp condenser that collimates the 
light, i.e., produces parallel “rays.” These components are 
not shown, but would be to the left of the excitation filter in 
the figure. The excitation filter passes light at the excitation 
wavelength, and reflects or absorbs light at other wave- 
lengths. The excitation light is then reflected by a dichroic 
mirror, familiarly known simply as a dichroic, which trans- 
mits light at the emission wavelength. The microscope 
objective is used for both illumination of the specimen and 
collection of fluorescence emission, which is transmitted 
through both the dichroic and the emission filter. 

In any microscope, a real image of the specimen is 
formed by the objective lens; the eyepiece and the lens of the 
observer’s eye then project an image of this image onto the 
retina of the observer. Light falling on sensitive cells in the 
retina produces electrical impulses that are transmitted along 
the optic nerves. What happens next is the province of neu- 
rology, psychology, and, possibly, psychiatry. 

It has already been noted that humans are very good at 
color discrimination, and we also know that humans, with 
some training, can get pretty good at discriminating cells 
from other things. With more training, we can become pro- 
ficient at telling at least some kinds of cells from others, usu- 
ally on the basis of the size, shape, color, and texture of cells 
and their components in microscope images; it is not always 
easy to program computers to make the same distinctions on 
the same basis. 

The human visual system can detect light intensities that 
vary over an intensity range of more than nine decades: in 
other words, the weakest light we can perceive is on the or- 
der of one-billionth the intensity of the strongest perceptible 
light. However, we can’t cover the entire range at once; as 
previously mentioned, we need dark-adapted rods to see the 
least intense signals, and do so only with monochromatic 
vision. And we aren’t very good at detecting small changes in 
light intensity. This has forced us to invent instruments to 
make precise light intensity measurements to meet the needs 
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Figure 1-4. Schematic of a fluorescence microscope. 

of science, technology, medicine, and/or art (remember 
when the light meter was not built into the camera?). It was 
this process that eventually got us from microscopy to cy- 
tometry. 

Why Cytometry? Motivation and Machinery 
In the 1930’s, by which time the conventional his- 

tologic staining techniques of light microscopy had already 
suggested that tumors might have abnormalities in DNA 
and RNA content, Torbjorn Caspe~sson’~, working at the 
Karolinska Institute in Stockholm, began to study cellular 
nucleic acids and their relation to cell growth and function. 
He developed a series of progressively more sophisticated 
rnicrospectrophotometers, which could make fairly precise 
measurements of DNA and RNA content based on the 
strong intrinsic W absorption of these substances near 260 
nm, and also found that W absorption near 280 nm, due 
to aromatic amino acids, could be used to estimate cellular 
protein content. When Caspersson began working, it had 
not yet been established that DNA was the genetic material; 
he helped move others toward that conclusion by establish- 
ing, through precise measurement, that the DNA content of 
chromosomes doubled during cellular reproduction’. 

A conventional optical microscope incorporates a light 
source and associated optics that are used to illuminate the 
specimen under observation, and an objective lens, which 
collects light transmitted through and/or scattered, reflected 
andlor emitted from the specimen. Some means are pro- 
vided for moving the specimen and adjusting the optics so 
that the specimen is both properly illuminated and properly 
placed in the field of view of the objective. In a microscope, 
a mechanical stage is used to position the specimen and to 
bring the region of interest into focus. 

A microspectrophotometer was first made by putting a 
small “pinhole” aperture, or field stop, in the image plane of 

a microscope, restricting the field of view to the area of a 
single cell, and placing a photodetector behind the field stop. 
The diameter of the field stop could be calculated as the 
product of the magnification of the objective lens and the 
diameter of the area from which measurements were to be 
taken. If a 40x objective lens were used, measuring the 
transmission through, or the absorption of, a cell 10 pm in 
diameter would require a 400 pm diameter field stop. 

Using a substantially smaller field stop, it would be pos- 
sible to measure the transmission through a correspondingly 
smaller area of the specimen; for example, a 40 pm field stop 
would permit measurement of a 1 pm diameter area of the 
specimen. By moving the specimen in the x and y directions 
(i.e., in the plane of the slide) in the raster pattern now so 
familiar to us from television and computer displays, and 
recording and adding the measurements appropriately, it was 
possible to measure the integrated absorption of a cell, 
and/or to make an image of the cell with each pixel corre- 
sponding in intensity to the transmission or absorption 
value. This was the first, and, at the time, the only feasible 
approach to scanning cytometry. 

The use of stage motion for scanning made operation 
extremely slow; it could take many minutes to produce a 
high-resolution scanned image of a single cell, and there 
were no computers available to capture the data. Somewhat 
higher speed could be achieved by using moving mirrors, 
driven by galvanometers, for image scanning, and limiting 
the tasks of the motorized stage to bringing a new field of 
the specimen into view and into focus; this required some 
primitive electronic storage capability, and made measure- 
ments susceptible to errors due to uneven illumination 
across the field, although this could be compensated for. 

Since the late 1940’s and early 1950’s had already given 
us Howdy Doody, Milton Berle, and the Ricardos, it might 
be expected that somewhere around that time, someone 
would have tried to automate the process of looking down 
the microscope and counting cells using video technology. 
In fact, image analyzing cytometers were developed; most of 
them were not based on video cameras, for a number of rea- 
sons, not the least of which was the variable light sensitivity 
of different regions of a camera tube, which would make 
quantitative measurements difficult. There was also the 
primitive state of the computers available; multimillion dol- 
lar mainframes had a processor speed measured in tens of 
kilohertz, if that, and memory of only a few thousand kilo- 
bytes, and this made it difficult to acquire, store, and process 
the large amount of data contained even in a digitized image 
of a single cell. 

By the 1960’s, a commercial version of Caspersson’s mi- 
crospectrophotometer had been produced by Zeiss, and sev- 
eral groups of investigators were using this instrument and a 
variety of laboratory-built scanning systems in attempts to 
automate analysis of the Papanicolaou smear for cervical 
cancer screening, on the one hand, and the differential white 
blood cell count, on the otheP2’43s52,53,.5740. It was felt that both 
of these tasks would require analysis of cell images with reso- 
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lution of 1 pm or better, to derive measures of such charac- 
teristics as cell and nuclear size and shape, cytoplasmic tex- 
ture or granularity, etc., which could then be used to de- 
velop the cell classification algorithms needed to do the job. 
Although it was widely recognized that practical instruments 
for clinical use would have to be substantially faster than 
what was then available, this was not of immediate concern 
in the early stages of algorithm development, and few people 
even bothered to calculate the order of magnitude of 
improvement that might be necessary. 

Flow Cytometry and Sorting: Why and How 
Somewhat simpler tasks of cell or particle identification, 

characterization, and counting than those involved in Pa- 
panicolaou smear analysis and differential white cell count- 
ing had attracted the attention of other groups of researchers 
at least since the 1330's. During World War 11, the United 
States Army became interested in developing devices that 
could rapidly detect bacterial biowarfare agents in aerosols; 
this would require processing a relatively large volume of 
sample in substantially less time than would have been pos- 
sible using even a low-resolution scanning system. The appa- 
ratus that was built in support of this p r o j e ~ ? ~ ~ ~ '  achieved the 
necessary rapid specimen transport by injecting the air 
stream containing the sample into the center of a larger 
(sheath) stream of flowing air, confining the particles of 
interest to a small region in the center, or core, of the 
stream, which passed through the focal point of what was 
essentially a dark-field microscope. Particles passing through 
the system would scatter light into a collection lens, eventu- 
ally producing electrical signals at the output of a 
photodetector. The instrument could detect at least some 
Bacillus spores, objects on the order of 0.5 pm in diameter, 
in specimens, and is generally recognized as having been the 
first flow cytometer used for observation of biological cells; 
similar apparatus had been used previously for studies of 
dust particles in air and of colloidal solutions. 

By the late 1940's and early 1950's, the same principles, 
including the use of sheath flow, as just described, for keep- 
ing cells in the center of a larger flowing stream of fluid, 
were applied to the detection and counting of red blood cells 
in saline solutions48. This paved the way for automation of a 
diagnostic test notorious for its imprecision when performed 
by a human observer using a counting chamber, or hemocy- 
tometer, and a microscope. 

Neither the bacterial counter nor the early red cell 
counters had any significant capacity either for discriminat- 
ing different types of cells or for making quantitative meas- 
urements. Both types of instrument were measuring what we 
would now recognize as side scatter signals; although larger 
particles would, in general, produce larger signals than 
smaller ones composed of the same material, the correlations 
between sizes and signal amplitudes were not particularly 
strong. In the case of the bacterial counter, a substantial frac- 
tion of the spores of interest would not produce signals de- 
tectable above background; the blood cell counters had a 

similar lack of sensitivity to small signals, which was advan- 
tageous in that blood platelets, which are typically much 
smaller than red cells, would generally not be detected. 
White cells, which are larger than red cells, would be 
counted as red cells; however, since blood normally contains 
only about 1/1000 as many white cells as red cells, inclusion 
of white cells in the red cell count would not usually intro- 
duce any significant error. 

An alternative flow-based method for cell counting was 
developed in the 1950's by Wallace Coulte?. Recognizing 
that cells, which are surrounded by a lipid membrane, are 
relatively poor conductors of electricity as compared to the 
saline solutions in which they are suspended, he devised an 
apparatus in which cells passed one by one through a small 
(< 100 pm) orifice between two chambers filled with saline. 
A constant electric current was maintained across the orifice; 
when a cell passed through, the electrical impedance (simi- 
lar to resistance, which is the inverse of conductance) in- 
creased in proportion to the volume of the cell, causing a 
proportional increase in the measured voltage across the 
orifice. The Coulter counter was widely adopted in clinical 
laboratories for blood cell counting; it was soon established 
that it could provide more accurate measurements of cell size 
than had previously been a~a i l ab le~~ .~ .  

In the early 1960's, investigators working with Leitz" 
proposed development of a hematology counter in which a 
fluorescence measurement would be added to the light scat- 
tering measurement used in red cell counting. If a fluores- 
cent dye such as acridine orange were added to the blood 
sample, white cells would be stained much more brightly 
than red cells; the white cell count could then be derived 
from the fluorescence signal, and the raw red cell count from 
the scatter signal, which included white cells, could, in the- 
ory, be corrected using the white cell count. It was also 
noted that acridine orange fluorescence could be used to 

discriminate mononuclear cells from granulocytes. However, 
it does not appear that the device, which would have repre- 
sented a new level of sophistication in flow cytometv, was 
ever actually built. 

A hardwired image analysis system developed in an at- 
tempt to automate reading of Papanicolaou smears had been 
tested in the late 1950's; although it was nowhere near accu- 
rate enough, let alone fast enough, for clinical use, it showed 
enough promise to encourage executives at the International 
Business Machines Corporation to look into producing an 
improved instrument. 

Assuming this would be some kind of image analyzer, 
IBM gave technical responsibility for the program to Louis 
Kamentsky, who had recently developed a successful optical 
character reader. He did some calculations of what would be 
required in the way of light sources, scanning rates, and 
computer storage and processing speeds to solve the problem 
using image analysis, and concluded it couldn't be done that 
way. 

Having learned from pathologists in New York that cell 
size and nucleic acid content should provide a good indica- 
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tor of whether cervical cells were normal or abnormal, 
Kamentsky traveled to Caspersson’s laboratory in Stockholm 
and learned the principles of microspectrophotometry. He 
then built a flow cytometer that used a transmission meas- 
urement at visible wavelengths to estimate cell size and a 260 
nm UV absorption measurement to estimate nucleic acid 
content’. 65.  

Subsequent versions of this instrument, which incorpo- 
rated a dedicated computer system, could measure as many 
as four cellular  parameter^^^. A brief trial on cervical cytology 
specimens indicated the system had some ability to discrimi- 
nate normal from abnormal cells77; it could also produce 
distinguishable signals from different types of cells in blood 
samples stained with a combination of acidic and basic dyes, 
suggesting that flow cytometry might be usable for differen- 
tial leukocyte counting. 

Although impedance (Coulter) counters and optical flow 
cytometers could analyze hundreds of celMsecond, provid- 
ing a high enough data acquisition rate to be useful for clini- 
cal use, scanning cytometers offered a significant advantage. 
A scanning system with computer-controlled stage motion 
could be programmed to reposition a cell on a slide within 
the field of view of the objective, allowing the cell to be 
identified or otherwise characterized by visual observation; it 
was, initially, not possible to extract cells with known meas- 
ured characteristics from a flow cytometer. Until this could 
be done, it would be difficult to verify any cell classification 
arrived at using a flow cytometer, especially where the diag- 
nosis of cervical cancer or leukemia might be involved. 

This problem was solved in the mid 1960’s, when both 
Mack F~lwyler~~,  working at the Los Alamos National Labo- 
ratory, and Kamentsky, at IBM6, demonstrated cell sorters 
built as adjuncts to their flow cytometers. Kamentsky‘s sys- 
tem used a syringe pump to extract selected cells from its 
relatively slow-flowing sample stream. Fulwyler’s was based 
on ink jet printer technology then recently developed by 
kchard SweetG8 at Stanford; following passage through the 
cytometer’s measurement system (originally a Coulter ori- 
fice), the saline sample stream was broken into droplets, and 
those droplets that contained cells with selected measure- 
ment values were electrically charged at the droplet breakoff 
point. The selected charged droplets were then deflected into 
a collection vessel by an electric field, while uncharged drop- 
lets went, as it were, down the drain. 

Fluorescence and Flow: Love at First Light 

Fluorescence measurement was introduced to flow cy- 
tometry in the late 1960’s as a means of improving both 
quantitative and qualitative analyses. By that time, Van Dilla 
et al” at Los Alamos and Dittrich and GOhdeg3 in Germany 
had built fluorescence flow cytometers to measure cellular 
DNA content, facilitating analysis of abnormalities in tumor 
cells and of cell cycle kinetics in both neoplastic and normal 
cells. Kamentsky had left IBM to found BioPhysics Sys- 
tems, which produced a fluorescence flow cytometer that 
was the first commercial product to incorporate an argon ion 

laser; Gohde’s instrument, built around a fluorescence mi- 
croscope with arc lamp illumination, was distributed com- 
mercially by Phywe. 

Leonard Herzenberg and his colleague?, at Stanford, re- 
alizing that fluorescence flow cytometry and subsequent cell 
sorting could provide a usefkl and novel method for purify- 
ing living cells for further study, developed a series of in- 
struments. Although their original apparatu?, with arc lamp 
illumination, was not sufficiently sensitive to permit them to 
achieve their objective of sorting cells from the immune sys- 
tem, based on the presence and intensity of staining by fluo- 
rescently labeled antibodies, the second versiona6, which used 
a water-cooled argon laser, was more than adequate. This 
was commercialized as the FACS in 1974 by a group at 
Becton-Dickinson (B-D), led by Bernard Shoor. 

By 1979, B-D, Coulter, and Ortho (a division of John- 
son & Johnson that bought BioPhysics Systems) were pro- 
ducing flow cytometers that could measure small- and large- 
angle light scattering and fluorescence in at least two wave- 
length regions, analyzing several thousand cells per second, 
and with droplet deflection cell sorting capability. DNA 
content analysis was receiving considerable attention as a 
means of characterizing the aggressiveness of breast cancer 
and other malignancies, and monoclonal antibodies had 
begun to emerge as reagents for dissecting the stages of de- 
velopment of cells of the blood and immune system. In- 
struments with two lasers were used to detect staining of 
cells by different monoclonal antibodies conjugated with 
spectrally distinguishable dyes. 

Image cytometers existed; they were much slower and 
even less user-friendly than the early flow cytometers, 
weren’t easily adapted for immunofluorexence analysis, and 
couldn’t sort. Meanwhile, the early publications and presen- 
tations based on flow cytometry and sorting created a large 
demand for cell sorters among immunologists and tumor 
biologists. By the early 1980’s, when a mysterious new dis- 
ease appeared, best characterized - using flow cytometry and 
monoclonal antibodies - by a precipitous drop in the num- 
bers of circulating T-helper lymphocytes, clinicians, as well 
as researchers, had become anxious to obtain and use fluo- 
rescence flow cytometers - and, often, to avoid sorting! 

In the decades since, confocal microscopes, scanning la- 
ser cytometers, and image analysis systems have come into 
use. They can do things flow cytometers cannot do; they 
typically have better spatial resolution and can be used to 
examine cells repeatedly over time, but they cannot analyze 
cells as rapidly, and there are many fewer of them than there 
are flow cytometers. They are also, unlike flow cytometers, 
not subject to: 

Shpiro’s First Law of Fhw Cytomtry: 
A 51 pm Tartick CLOGS a 51 prn On@! 

That notwithstanding, in these first years of the 21st cen- 
tury, most cytometry is flow cytometry, and, for almost all 
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applications except clinical hematology analysis, flow cy- 
tometry involves fluorescence measurement. 

Fluorescence and flow are made for each other for several 
reasons, but primarily because fluorescence, at least from 
organic materials, is a somewhat ephemeral measurement. 
Recall that fluorescence occurs when a photon is absorbed 
by an atom or molecule, raising the energy level of an associ- 
ated electron to an excited state, after which a small amount 
of the energy is lost as heat, and the remainder is emitted in 
the form of a longer wavelength photon, as fluorescence. 
However, there is a substantial chance that a photon at the 
excitation wavelength will not excite fluorescence but will, 
instead, photobleach a fluorescent molecule, producing a 
nonfluorescent product by breaking a chemical bond. In 
general, you can expect to get only a finite number of cycles 
of excitation and emission out of each fluorescent molecule 
(fluorophore) before photobleaching occurs. 

If you look at a slide of cells stained with a fluorescent 
dye under a fluorescence microscope, you are likely to notice 
that, each time you move to a new field of view, the fluores- 
cence from the cells in the new field is more intense than the 
fluorescence from the field that you had been looking at 
immediately before, which has undergone some photo- 
bleaching. This effect makes it difficult to get precise quanti- 
tative measurements of fluorescence intensity from cells in a 
static or scanning cytometer if you have to find the cells by 
visual observation before making the measurement, because 
the extent of photobleaching prior to the measurement will 
differ from cell to cell. In a flow cytometer, each cell is ex- 
posed to excitation light only for the brief period during 
which it passes through the illuminating beam, usually a few 
microseconds, and the flow velocity is typically nearly con- 
stant for all the cells examined. These uniform conditions of 
measurement make it relatively easy to attain high precision, 
meaning that one can expect nearly equal measurement val- 
ues for cells containing equal amounts of fluorescent mate- 
rial; this is especially desirable for such applications as DNA 
content analysis of tumors, in which the abnormal cells’ 
DNA content may differ by only a few percent from that of 
normal stromal cells. 

A basis for the compatibility between fluorescence meas- 
urements and cytometry in general is found in the dark field 
nature of fluorescence measurements. It has already been 
noted that precise absorption measurements are best made 
when the concentration of the relevant absorbing material is 
relatively high. When one is trying to detect a small number 
of molecules of some substance in or on a cell, this condition 
is not always easy to satisfy. In the 1930’s, unsuccessful at- 
tempts were made to detect antibody binding to cellular 
structures by bright field microscopy of the absorption of 
various organic dyes bound to antibodies. In 1941, Albert 
Coons, Hugh Creech, and Norman Jones successfully la- 
beled cells with an antibody containing a fluorescent organic 

enabling structures binding the antibody to be 
visualized clearly against a dark background. In general, fluo- 
rescence measurements, when compared to absorption meas- 

measurements, offer higher sensitivity, meaning that they 
can be used to detect smaller amounts or concentrations of a 
relevant analyte; this is of importance in attempting to detect 
many cellular antigens, and also in identifying genetic se- 
quences and/or fluorescent protein products of transfected 
genes present in small copy numbers. 

It is also usually easier to make simultaneous measure- 
ments of a number of different substances in cells, a process 
referred to as multiparameter cytometry, by fluorescence 
than by absorption, and the trend in recent years in both 
flow and static cytometry has been toward measurement of 
an increasingly large number of characteristics of each cell 
subjected to analysis, as can be appreciated from Table 1-1, 
way back on page 3. 

Conflict: Resolution 
When I first got into cytometry in the late 1960’s, and 

for the next twenty years or so, there was a “farmer vs. 
rancher” feud going on between the people who did image 
analysis and the people who did flow, especially in the areas 
of development of differential white cell counters and Pap 
smear analyzers. 

The first automated differential counters to hit the mar- 
ket were, in fact, image analyzers that scanned blood smears 
stained with the conventional Giemsa’s or Wright’s stains. 
Most of them are gone, now; modern hematology counters, 
which produce total red cell, reticulocyte (immature red 
cell), white cell, and platelet counts and red cell and platelet 
size (and, in at least one case, red cell hemoglobin) distribu- 
tions, in addition to the differential white cell count, are 
typically flow based. Various instruments may measure elec- 
trical impedance (AC as well as DC), light absorption, scat- 
tering (polarized or depolarized), extinction, and/or fluores- 
cence. None of them uses Giemsa’s or Wright’s stain. 

Of course, with hundreds of monoclonal antibodies 
available that react with cells of the blood and immune sys- 
tem in various stages of development, we can use fluores- 
cence flow cytometry to count andlor classify stem cells and 
other normal and abnormal cells in bone marrow, peripheral 
blood, and specimens from patients with leukemias and 
lymphomas, taking on tasks in hematology that few of the 
pioneers seriously believed could be approached using in- 
struments. However, while the hematology counters run in a 
highly automated mode and produce numbers that can go 
directly into a hospital chart, most of the more sophisticated 
fluorescence-based analyses require considerable human in- 
tervention at stages ranging from the selection of a panel of 
antibodies to be used to the performance of the flow cy- 
tometric analysis and the interpretation of the results. This 
may facilitate reimbursement for the tests, but it leaves some 
of us unfulfilled, although perhaps better paid. 

Cytometric apparatus that facilitated the performance 
and interpretation of the Papanicolaou (Pap) smear reached 
the market much later than did differential white cell count- 
ers. The first improvements were limited to automation of 
sample preparation and staining: there are now several image 
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analysis based systems approved for clinical use in aiding 
screening (locating cells and displaying images of them to a 
human observer), and at least one approved for performing 
screening itself. All use the traditional Papanicolaou stain, a 
witches’ brew of highly nonspecific acidic and basic dyes 
known since the 19th century and blended for its present 
purpose before the middle of the 20th. 

Why the difference? What made the Pap smear survive 
the smear campaign and the Wright’s stained blood smear 
go with the flow? The answer is simple. Both Pap smear 
analysis and blood smear analysis on slides depend heavily 
on morphologic information about the internal structure of 
cells. Criteria for cell identification in these tasks may in- 
clude cell and nuclear size and shape, cytoplasmic granular- 
ity or texture, and, especially in deali,ng with abnormal blood 
cells, finer details such as whether nucleoli or intracellular 
inclusions are present. 

Some of these characteristics, e.g., cytoplasmic granular- 
ity (which, as has already been noted, is a major contributor 
to a side scatter signal), can be determined using flow cy- 
tometers. While the fluorescent antibodies used for such 
tasks as leukemia and lymphoma classification using flow are 
highly specific (although not, in general, specific to a single 
cell type), most of the instruments that perform the differen- 
tial leukocyte count do not need to use particularly specific 
reagents. In fact, it is possible, using only a combination of 
polarized and depolarized light scattering measurements, to 
do a differential white cell count with no reagents other than 
a diluent containing a lysing agent for red cells. 

In the case of differential leukocyte counting, we have 
learned to substitute measurements that can be made of 
whole cells in flow, requiring only low-resolution optics, for 
those that would, if we were dealing with a stained smear, 
require that we make and analyze a somewhat higher- 
resolution image of each cell. Flow is faster, simpler, and 
cheaper, and, although morphologic hematologists still look 
at stained smears of blood and bone marrow from patients in 
whom abnormal cells have been found, we no longer need to 
look at a stained smear by eye or by machine to perform a 
routine white cell differential count. Although there may be 
combinations of low-resolution flow-based measurements 
that could provide a cervical cancer screening test compara- 
ble in performance to Pap smear analysis, none have yet 
been clinically validated; we therefore still rely on image 
analysis in approaches to automation of cervical cancer cy- 
tology and on visual observation where automation is not 
available. 

Researchers face problems similar to those faced by clini- 
cians. If you want to select and sort the 2,000 cells out of 
10,000,000 cells in a transfected population that express the 
most green fluorescent protein (GFP), you will probably use 
a flow cytometer with high-speed sorting capability and set- 
tle for a low-resolution optical measurement that detects all 
of the GFP in or on the cell without regard to its precise 
location. If you have arranged for the GFP to be coexpressed 
with a particular structural protein involved, say, in :he for- 

mation of the septum in dividing bacterial cells, you will 
very likely want to look at images of those cells at as high a 
resolution as you can achieve in order to get the informa- 
tion you need from the cells. There are, of course, tradeoffs. 

It is January 1, 2002, as I write this, and therefore par- 
ticularly appropriate to continue this New Year’s resolution 
discussion. In the age of the personal computer and the digi- 
tal camera and camcorder, there is little need to introduce 
the concepts of digital images and their component pixels 
(the term originally came from “picture elements”); most of 
us are exposed to at least 1024 x 768 almost 24/7. In this 
instance, the familiar 1024 x 768 figure describes the pixel 
resolution of an image acquisition or display device, with 
the image made up of 768 rows, each containing 1,024 pix- 
els (or of 1,024 columns, each containing 768 pixels). How- 
ever, the pixel resolution of the device doesn’t, in itself, tell 
us anything about the image resolution, i.e., the area in the 
specimen represented by each pixel. 

This depends to a great extent on what’s in the image. In 
an image from the Hubble Space Telescope, each pixel could 
be light-years across; in an image from an atomic force mi- 
croscope, each pixel might only be a few tenths of a nanome- 
ter (hgstroms) across. But the image resolution also de- 
pends on the combination of hardware and s o b a r e  used to 
acquire and process the image. We are free to collect a 
transmitted light microscope image of a 10.24 pm by 7.68 
pm rectangle (close quarters for a single lymphocyte) some- 
where on a slide containing a stained smear of peripheral 
blood, using a digital camera chip with 1024 x 768 resolu- 
tion, but we are not free to assume that each of the pixels in 
the image represents an area of approximately 0.01 by 0.01 
pm. In this instance, the optics of the light microscope will 
limit our effective resolution to somewhere between 0.25 
and 0.5 pm, and using a camera with a high pixel resolution 
won’t help resolve smaller structures any more than would 
projecting the microscope image on the wall. Either strategy 
provides what microscopists have long known as empty 
magnification; the digital implementation, by allowing us 
to collect many more bits worth of information than we 
need or can use, slows down the rate at which we can proc- 
ess samples by a factor of at least several hundred, and is best 
avoided. 

So what do we do when we really need high-resolution 
images? As it turns out, one of the physical factors that limits 
resolution in a conventional fluorescence microscope, in 
which the entire thickness of the specimen is illuminated, is 
fluorescence emission from out-of-focus regions of the 
specimen above and below the plane of what we are trying to 
look at. In a confocal microscope, the illumination and 
light collection optics are configured to minimize the con- 
tributions from out-of-focus regions; this provides a high- 
resolution image of a very thin slice of the specimen. Resolu- 
tion is improved further in multiphoton confocal micros- 
copy, in which fluorescence is excited by the nearly simulta- 
neous absorption of two or more photons of lower energy 
than would normally be needed for excitation. The illumina- 
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tion in a multiphoton instrument comes from a rightly fo- 
cused high-energy pulsed laser, and it is only in a very small 
region near the focal spot of the laser that the density of low 
energy photons is sufficient for multiphoton excitation to 
occur. This produces an extremely high-resolution image 
(pixel dimensions of less than 0.1 pm are fairly readily 
achieved), and also minimizes bleaching of fluorescent probe 
molecules and photodamage to cells. 

As usual, we pay a price for the higher-resolution images. 
We are now loolung at slices of the specimen so thin that we 
need to construct a three-dimensional image from serial 
slices of the specimen to fully visualize many cellular struc- 
tures. Instead of two-dimensional pixels, we must now think 
in terms of three-dimensional voxels, or volume elements. 
Let’s go back to the single lymphocyte which, on the blood 
smear discussed on the previous page, was confined in a iwo- 
dimensional, 10.24 pm by 7.68 pm, rectangular area. For 
three-dimensional imaging, we would prefer that the cell not 
be flattened out, especially if we want to look at it while it is 
alive, so we will assume it to be roughly spherical, and im- 
prison it in a cube 10 pm on a side. If we used a mul- 
tiphoton microscope with each voxel representing a cube 0.1 
pm on a side, building a 3-D image of that single cell would 
require us to collect data from 100 x 100 x 100 voxels, or 
106 voxels, and, even if it only took one microsecond to get 
data from each voxel, it would take a second just to collect 
the data. 

This is a perfectly acceptable time frame for an investiga- 
tor who needs information about subcellular structures; even 
with the computer time required for image processing, one 
can examine hundreds, if not thousands, of cells in a work- 
ing day. However, even this is feasible only if the experi- 
menter and/or the hardware and s o h a r e  in the instrument 
first scan the specimen at low resolution to find the cells of 
interest. 

1.3 PROBLEM NUMBER ONE FINDING THE CELL(S) 
Continuing with the scenario just described, suppose we 

have cells at a concentration of 106/mL, dispersed on a slide 
in a layer 10 pm thick. A 1 x 1 cm area of the slide will con- 
tain 10,000 of the 10 pm cubicles in which we could cache a 
lymphocyte. Recalling that 10 pm is 1/1,000 cm, and that 1 
cm3 is 1 mL, we can calculate the aggregate volume of these 
10,000 little boxes as 1/1,000 mL. If the cell concentration 
is 106/mL, we can only expect to find about 1,000 cells in 
1/1,000 mL, and it would take us 16 minutes, 40 seconds to 
scan all of them at high resolution. However, if we adopted 
the brute force approach and did 3-D scans over the entire 1 
x 1 cm area, instead of finding the locations of the cells and 
restricting the high-resolution scanning to those regions, we 
would waste 9,000 seconds, or 2 hours and 15 minutes, 
scanning unoccupied cubicles. 

There’s another problem; although we may arbitrarily 
divide the 1 x 1 cm x 10 pm volume into 10 pm cubicles, 
we have not created actual physical boundaries on the slide, 
and we can expect the cells to be randomly distributed over 

the surface, which means that parts of the same cell could lie 
in more than one cubicle. If we deal with a specimen thicker 
than 10 pm or so, the positional uncertainty extends to a 
third dimension, further compounding the problem of find- 
ing the cells, which gets even more difficult if we are trying 
to get high-resolution images of specific cell types in a tissue 
section, or in a small living organism such as a Drosophih 
embryo or a C. elegans worm. 

When I first got into the cytometry game, in the late 
196O’s, my colleagues and I at the National Bureau of Stan- 
dards and the National Institutes of Health built a state-of- 
the art computerized microscope, with stage position and 
focus, among other things, under computer contr01’~. The 
instrument could be operated in an interactive mode, which 
allowed an experimenter to move the stage and focus the 
microscope using a small console that included a keypad and 
a relatively primitive joystick; the actual motion remained 
under computer control at all times. This made it possible to 
scan a slide visually, find cells of interest, store their locations 
in the computer, and have the instrument come back and do 
the high-resolution scans (resolution, in this instance, was 
better than 0.25 pm) needed for an experiment. 

We didn’t have a computer algorithm for finding cells 
automatically; since scanning the area immediately sur- 
rounding a cell took us not one second, but two minutes, 
there would have been little point to automating cell find- 
ing. The actual scanning time required to collect integrated 
absorption measurements of the DNA content of 100 cells, 
stained by the Feulgen method, was 3 hours, 20 minutes. 
We could find the cells that interested us by eye in a few 
minutes; scanning the slide looking for them might have 
taken days. 

We were able to make life a little easier for ourselves by 
developing an algorithm to remove objects from the periph- 
ery of an image. A typical microscope field would contain a 
cell of interest, which we had positioned in the center of the 
field, surrounded by other cells, parts of cells, or dirt and/or 
other junk. Since the algorithm was relatively simple- 
minded, our visual selection process required us to exclude 
cells that touched or were overlapped by other cells. Figure 
1-5, on the next page, shows the results of applying the algo- 
rithm. 

The figure also shows how difficult it might be to de- 
velop algorithms to find cells. Even among the few cells pre- 
sent in the image shown, there are substantial differences in 
size and shape, and there are marked inhomogeneities in 
staining intensity within cells. Humans get very good very 
fast at finding cells and at discriminating cells from junk, 
even when cell size, shape, and texture vary. If staining (or 
whatever else produces contrast between the cell and the 
background) were relatively uniform, recognizing a cell by 
computer would be fairly easy; one would only have to find 
an appropriately sized area of the image in which all the 
pixel values were above a certain threshold level. This simple 
approach clearly won’t work with cells such as those shown 
in the figure. 
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Figure 1-5. Top panel: scanned image of Feulgen- 
stained lymphoblastoid cells. In the middle panel, a 
boundary drawn around the cell of interest is 
shown; the bottom panel shows results of applying 
an algorithm to remove all objects except the cell 
of interest. 

Before we developed the procedure for removing un- 
wanted material from images, we had the option of picking 
out the cell of interest by drawing a boundary around it us- 
ing a light pen, as shown in the middle panel of Figure 1-5. 
Many researchers working with cell images still find it con- 
venient to locate cells and define boundaries for analysis in 
this fashion, and essentially the same procedure is used to 
draw the boundaries of regions of interest in two-parameter 
data displays from flow cytometers. This sidesteps the issue 
of automated cell finding (or of automated cluster finding, 
in the case of data displays). The boundary drawing is now 
commonly done using a personal computer and a mouse; in 
1970, there were no mice, at least not the computer kind, 
and the interactive display and light pen we used cost tens of 
thousands of dollars, and had to be attached to the main- 
frame computer we needed to do the image processing. Very 
few laboratories could have afforded to duplicate our appara- 
tus; today, you can introduce your children and grandchil- 
dren to the wonders of the microscopic world using a digital 
video microscope that costs less than $100 and attaches to 

your computer’s USB port. But, although your computer is 
probably hundreds of times faster than the one we used and 
has thousands of times the storage capacity, which could 
allow it to be used to implement cell finding algorithms of 
which we could only dream, it still takes a long time to cap- 
ture high-resolution cell images, and the detail in those im- 
ages makes it more difficult for those algorithms to define 
the boundaries of a cell or a nucleus than it would be if the 
images used for cell finding were of lower resolution. 

A cell 10 pm in diameter occupies thousands of contigu- 
ous pixels in a high-resolution image with 0.1 x 0.1 pm 
pixels, such as might be obtained from a multiphoton con- 
focal microscope, but fewer than 100 contiguous pixels in a 
lower-resolution image with 1 x 1 pm pixels, such as might 
be obtained from a scanning laser cytometer. The high- 
resolution image may contain many pixels with intensity 
near that of the background (as is the case with the image 
shown in the top panel of Figure 1-5), making it necessary 
to do fairly convoluted analyses of each pixel in the context 
of its neighbor pixels to precisely define the area of a cell or 
an internal organelle. However, each of the 1 x 1 pm pixels 
of the lower-resolution image can be thought of as represent- 
ing contributions from a hundred 0.1 x 0.1 pm areas of the 
cell, and, since it is unlikely that all of these are at back- 
ground intensity, it is apt to be easier to define an area as 
composed of contiguous pixels above a certain intensity level 
if one uses larger pixels. 

When one is working with isolated cells, it becomes at- 
tractive to attempt to confine them to defined areas of a slide 
rather than to have to scan the entire surface to find cells 
distributed at random. By the 1960’s, it had occurred to 
more than one group of investigators that depositing cells in 
a thin line on a glass or plastic tape would allow an auto- 
mated cytology instrument to restrict stage motion to one 
dimension instead of two, potentially speeding up process- 
ing. The concept is illustrated in Figure 1-6 (next page). 
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Figure 1-6. One-dimensional scanning of cells depos- 
ited in a narrow line (between dotted lines) on a 
slide or tape simplifies finding cells in a specimen. 
Black dots represent cells deposited in the line, gray 
dots represent cells deposited at random, and the 
small rectangle shows the field of view. 

I‘OU can actually try this trick at home, if you happen to 
keep a microscope there, or in the lab, if you don’t. Simulate 
the ‘‘cells” with dots in different colors made by a permanent 
marker with a fine or extra fine point; make dots in one 
color, corresponding to the black dots in the figure, along a 
straight edge placed parallel to the long edge of a slide, and 
make dots of another color (or enlist a [much] younger asso- 
ciate to do so), corresponding to the gray dots in the figure, 
all over the slide. Put the slide under the microscope, using a 
low- ( l o x  or lower) power objective; place one of the “black 
dots in the center of the field of view. Stop down the sub- 
stage iris diaphragm until you get a field a few times the 
diameter of the ‘‘cell.” Then move only the horizontal stage 
motion control. You should note that, although the “black 
cells you encounter as you scan along the slide in one di- 
mension remain entirely in the field of view (up to a point; if 
the line along which you scribed wasn’t exactly parallel to 
the edge of the slide, there will be some drift), you will al- 
most certainly find “gray” cells cut off at the edges of the 
field of view. Now, looking at Figure 1-7, we can consider 
what a photodetector ‘‘looking’’ at the field of view would 
‘‘see’’ if the slide in Figure 1-6 were scanned. We can regard 
this signal as a series of images, each made up of a single 
pixel that is considerably larger than the cells of interest. 

Threshold f SIGNAL AMPLITUDE Doublet Level 
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Figure 1-7. Idealized plot of signal amplitude vs. time 
representing a scan at constant speed along the cell 
deposition line of Figure 1-6; only signals corre- 
sponding to the “black” cells in that figure are 
shown. 

TIME 

For the moment, we can make believe the “gray” cells in 
Figure 1-6 aren’t there; the simulated detector signal shown 
in Figure 1-7 only goes above threshold when it scans a 
“black cell. This would actually happen if, for example, the 
slide were illuminated with blue light, and the “gray” and 
“black cells were, respectively, unstained and stained with a 
green fluorescent dye. Figure 1-7 could then represent the 
electrical signal from a photodetector with a green filter in 
front of it. 

When we look at the slide by eye, we don’t scan very 
rapidly, and we almost never scan at uniform speed, so we 
don’t instinctively relate what we see to the exact time at 
which we see it. When we scan with a cytometer, it is at least 
an advantage, and often an imperative, to scan at a constant 
speed, putting the times at which signals from objects appear 
at the detector output(s) in a fixed and precise relation to the 
positions of the objects in space. 

In constructing Figure 1-7, the assumption was made 
that both the illumination intensity in the field of view and 
the scanning rate remained constant. If we look at the signal 
amplitude in the figure, it remains at a relatively low base- 
line level most of the time, and there are eight pulses during 
which the amplitude rises to a higher level and rerurns to the 
baseline value after a brief interval. If we glance up from 
Figure 1-7 to Figure 1-6, we notice that the positions of the 
pulses in time correspond to the positions of the black cells 
on the slide. 

Flow Cytometry: Quick on the Trigger 
The signal(s) used to detect cells’ presence in the field of 

view (also called the measurement point, region, station, 
or zone, or the analysis point, interrogation zone or 
point, or observation point) of a cytometer is (are) called 
trigger signal(s). The amplitude of a trigger signal must be 
substantially different in the cases in which a cell is and is 
not present at the observation point; in other words, it must 
be possible to define a threshold level above which the am- 
plitude will invariably rise when a cell is present. If we pick a 
threshold level indicated by the dotted horizontal line in 
Figure 1-7, we see that the signal shown in the figure can 
serve as a trigger signal; its amplitude is well above the 
threshold level whenever a cell or cells are present in the field 
of view, and comfortably below that level when the field of 
view contains no cells. 

Now, suppose that, instead of scanning cells deposited in 
a line on a slide or tape, we confine cells to the center of a 
flowing stream, and look at that through a microscope. We’ll 
get rid of the gray cells this time, and only consider the black 
ones. And, if we want to draw a schematic picture of this, 
what we get is Figure 1-6, except that the gray cells aren’t 
there, and the arrow indicates “Flow Direction” instead of 
“Scan Direction.” Instead of defining the boundaries of the 
cell deposition area, the dotted lines define the diameter of 
the core stream containing the cells. We have snealuly built 
ourselves a flow cytometer. 
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Of course, if we were actually looking at the stream of 
cells in a flow cytometer, it would probably be flowing fast 
enough so that we couldn’t distinguish the individual cells as 
they went by; remember that the visual system makes a 
“movie” out of images displayed at rates of 25-3O/second 
(/s). Most photodetectors don’t have this problem; they can 
respond to changes in light intensity that occur in nanosec- 
onds (ns). So we could get a signal pretty much like the sig- 
nal in Figure 1-7 out of a photodetector in a flow cytometer; 
the major difference would be in the time scale. 

When scanning a slide by eye, we are apt to take at least 
100 milliseconds (ms) to examine each cell; slide-scanning 
apparatus is substantially faster, producing pulse durations of 
hundreds of microseconds (ps) or less. Flow cytometers are 
faster still; most current commercial instruments produce 
pulses with durations in the range between 0.5 and 12 ps. 
Thus, the hardware and software responsible for detecting 
the presence of a cell need to do their job in a relatively short 
time, particularly in cell sorters, where the cell must be de- 
tected and analyzed, and the decision to sort it or not made 
and implemented, in the space of a few microseconds. If the 
signal in Figure 1-7 were coming from a detector in a flow 
cytometer, we could use it as a trigger signal. 

Many of the signals of most interest to users of flow cy- 
tometers are of very low amplitude. Routine immuno- 
fluorescence measurements often require detection of only a 
few thousand fluorescently labeled antibody molecules 
bound to a cell surface. In such cases, the signal from the 
fluorescence detectors may be only slightly above back- 
ground or baseline levels, and their use as trigger signals is 
likely to result in an unacceptably high level of false trigger- 
ing, resulting in accumulation of spurious data values, due 
to the influences of stray light and electronic noise fluctua- 
tions. Even in cases when relatively weak fluorescence signals 
can be used as trigger signals to indicate the presence of 
stained cells, they will be of no help in detecting unstained 
cells. It has thus become customary to use a small-angle 
(forward) light scattering signal as the trigger signal when 
measuring immunofluorescence; all cells scatter light. 

When none of the pulses from cells of interest are ex- 
pected to be of high amplitude, requiring that a threshold 
level be set close to the baseline, discrimination of cells from 
background noise may be improved by using multiple trig- 
gers, requiring that two or more signals go above threshold 
at the same time to indicate a cell’s presence. I almost always 
use forward light scattering and fluorescence as dual trigger 
signals when working with bacteria. 

The Main Event 
Looking back at Figures 1-6 and 1-7, though, we can see 

that there is another catch to triggering; it is not Catch-22, 
but Catch-2. Two of the black cells in Figure 1-6 are stuck 
together, and delineated as a “doublet” in that figure; the 
corresponding pulse, similarly delineated in Figure 1-7, is, 
though wider than the other pulses, still only a single pulse. 
Since cells going through a flow cytometer (or cells depos- 

ited on a slide) arrive (or appear) at more or less random 
intervals, there is always the chance that two or more cells 
will be close enough in space, and their corresponding out- 
put signals close enough in time, so that they produce only a 
single pulse at the detector output. Note that the cells do not 
have to be physically stuck together for such coincidences to 

occur, they must simply be close enough so that the detector 
signal does not fall below the threshold value between the 
time the first cell enters the measurement region and the 
time the second (or last, if there are more than two) cell 
leaves it. 

When we get technical about what we are really measur- 
ing in a flow cytometer (and now is one of those times), 
rather than saying that a pulse above threshold level repre- 
sents a cell, we say that it represents an event, which might 
correspond to the passage of one cell, or multiple cells, or 
one or more pieces of noncellular junk capable of generating 
an equivalent opticaUelectronic signal, through the system, 
or which might result from stray light and/or electronic 
noise or some other glitch in the apparatus. 

The Pulse Quickens; The Plot Thickens 
There are ways of identifying pulses that result from co- 

incidences; the height, width, and/or area of such pulses 
idare typically different from those resulting from the transit 
of single cells, and, with the aid of appropriate hardware 
and/or software, it is possible to identify coincidences and 
correct counts. And now is probably an opportune time for 
me to confess that the pulses of Figure 1-7 are highly ideal- 
ized, in that all of the pulses from single cells look pretty 
much the same; that definitely isn’t the way things really are. 

In fact, all of the information about a cell that can be 
gotten from flow cytometers is contained in, and must be 
extracted from, the height, or amplitude, the area, or inte- 
gral, and the width and shape of the pulses produced at the 
detector(s) as the cell passes through the measurement re- 
gion(s). Generally spealung, there isn’t much point to doing 
flow cytometry if you expect all of the cells you analyze to 
look alike; the usual purpose of an experiment is the charac- 
terization of heterogeneity within a cell population, and the 
rest of this book is intended to help you make sure that the 
differences in pulses you see from cell to cell represent bio- 
logical differences you are looking for, rather than reflecting 
vagaries of apparatus, reagents, and technique. 

And now, at last, we have gotten our fingers on the pulse 
of flow cytometry. For the fact is that, while the information 
in scanning and imaging cytometers ultimately makes its 
way into the processing electronics in the form of a series of 
pulses, often referred to as a pulse train, it is only in flow 
cytometers and in the lowest resolution scanning devices 
that all of the information a detector gets about a cell (or, 
more accurately, an event) is contained in a single pulse. 
This was recognized early on as an important and distinctive 
characteristic of flow cytometry; before the term “flow 
cytometry” itself was coined in the 197O’s, many workers in 
the field referred to it as pulse cytophotometry. 
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1.4 FLOW CYTOMETRY PROBLEMS, PARAMETERS, 
PROBES, AND PRINCIPLES 
Since the 1970’s, it has become possible for users bliss- 

fully unconcerned with the nuts and bolts (or the atoms and 
bits) of instrumentation to buy flow cytometers capable of 
extracting more and more pulses from an increasingly di- 
verse variety of objects, ranging downward from eukaryotic 
cells and microorganisms to organelles and large molecules, 
and upward to pancreatic islets, C. eltgans, Drosophila em- 
bryos, and multicellular plankton organisms. 

From reading the manufacturers’ brochures and visiting 
their Web sites, interested researchers and clinicians can 
learn that it is possible to analyze and sort over a hundred 
thousand cells per second, to identify rare cells that represent 
only one of every ten million cells in mixed populations, to 
simultaneously measure light scattering at two or three an- 
gles and fluorescence in twelve or more spectral regions, to 
measure fluorescence with a precision better than one per- 
cent, and to detect and quantify a few hundred molecules of 
fluorescent antibody bound to a cell surface. It is somewhat 
harder to discern that it may be difficult or impossible to 
accomplish rwo or three of these amazing feats at once. If 
you’re contemplating pushing the envelope, you definitely 
need to look at the problem(s) you’re trying to solve, the 
measurement parameters and probes with which you can 
extract the necessary information from the cells, and the 
principles that may allow you to get your answers - or pre- 
vent you from getting them. I will take this approach in con- 
sidering how the technology has gotten to its present state, 
starting with relatively simple problems and the relatively 
simple systems for solving them. 

Since flow cytometers are designed to analyze single cells 
in suspension, it is not surprising that their development and 
evolution have been directed in large part by workers in the 
fields of hematology and immunology, who deal primarily 
with cells that are either in suspension, as is the case in blood 
samples, or relatively easy to get into suspension, as is the 
case when it is necessary to examine cells from bone marrow 
or lymphoid tissues or tumors. 

In addition to being conveniently packaged, cells from 
the blood and immune system provide us with a number of 
models for fundamental biological processes. With the 
analysis of the genome behind us, we still need the details of 
differentiation that allow politically sensitive fertilized ova to 
develop through the politically sensitive embryonic stem cell 
stage into multicellular organisms who, after some years, can 
be dropped from the welfare rolls with the blessings of the 
same legislators who so staunchly defended them at smaller 
cell numbers. Cells in the blood and immune system de- 
velop from a single class of stem cells, which were hypothe- 
sized about and sought for years, and were finally identified 
with the aid of flow cytometry, and we now traffic in blood 
stem cells for patients’ benefit as well as studying the cells’ 
development in the interest of science. Differentiation gone 
wrong, with the aid of somatic mutation, produces leuke- 
mias and lymphomas, and we use flow cytometry both to 

clarify the biology of neoplasia and to determine the progno- 
sis and treatment in individual instances. The processes of 
clonal selection underlying both cellular and humoral im- 
mune responses provide a picture of evolution at work, as 
well as examples of a wide variety of mechanisms of inter- 
and intracellular signaling. 

Counting Cells: Precision 1 (Mean, S.D., CV) 

The simplest flow cytometers, and the first to be widely 
used, solved the problem of providing precise counts of the 
number of cells per unit volume of a sample, without explic- 
itly characterizing the cells otherwise. Such instruments have 
only a single detector, and, because they measure an intrin- 
sic parameter, typically light scattering or extinction or 
electrical impedance, do not require that the cells be 
treated with any reagent, or probe. 

The sample used for cell counting may be taken directly 
from the specimen containing the cells, or may be an ali- 
quot of that specimen diluted by a known amount, or dilu- 
tion factor. If, for example, the specimen is diluted 1:2O to 
produce the sample, the dilution factor is 20. 

The principle of operation of a cell counter is almost 
embarrassingly simple. An electronic counter is set to zero at 
the beginning of each run. Next, sample is passed through 
the system at a known, constant flow rate. As cells go 
through the measurement system, they produce pukes at the 
detector output; the count is increased by one whenever the 
output from the detector goes above the threshold level. 
Those cells that produce pulses with amplitudes above 
threshold are counted; those that do not are not. Any parti- 
cle other than a cell that produces a signal above threshold is 
counted as a cell; any transient electrical disturbance or noise 
that causes the sensor output to go above threshold is also 
counted as a cell. 

Although this sounds like a very simple-minded ap- 
proach, it usually works, can be implemented using relatively 
primitive electronics, and can deal with thousands of cells 
per second. And, as will be amply illustrated later in this 
section, it is relatively easy to get from this point to a flow 
cytometer that makes one or several additional measure- 
ments of cells. The principal requirement is that, in addition 
to (or instead 00 being used to increase the number in the 
counter, the trigger signal(s) initiate($ the capture and re- 
cording of information about the height, area, and/or width 
of pulses from one or more detectors. 

In the late 1950’s and 1960’s, the first optical and elec- 
tronic (Coulter) cell counters reached the market. They were 
designed to count blood cells; I have already noted that red 
cell counts were done by setting a threshold high enough to 
prevent platelets from triggering, and that white cells were 
counted with red cells, but did not normally introduce sig- 
nificant inaccuracy into the red cell count because of their 
relatively low numbers. White cell counts were done on 
samples in which the red cells had been lysed by addition of 
a chemical such as saponin or one of a number of detergents 
to the diluent. 
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Before counters became available, people did cell counts 
by examining diluted blood (or another cell sample) in a 
hemocytometer under a microscope. A hemocytometer is a 
specially designed microscope slide with a ruled grid that 
defines square or rectangular areas, each fractions of a milli- 
meter on a side, and with ridges on either side of the ruled 
area that insure that the thickness of the layer of diluted 
blood under the cover slip will be constant (usually 0.1 
mm). For a white cell count, blood is typically diluted 1:20 
with a solution that lyses red cells and stains white cells; the 
number of cells in four 1 x 1 mm squares is counted. The 
total volume of diluted blood counted is therefore 0.4 mm’, 
or 0.4 pL. To obtain the count of white cells/mm3 (the old- 
fashioned unit used when I was a medical student), one di- 
vides this number by 0.4 (the volume counted) and multi- 
plies the result by 20 (the dilution factor). Because red cells 
are so much more numerous than white cells, blood is di- 
luted 1:2OO for red cell counts (without lysis, obviously), 
and a smaller area of the slide is used for counting. 

Poisson Statistics and Precision in Counting 

So what’s wrong with hemocytometer counts, apart from 
the fact that they used to be done by slave labor (for which 
read medical students, or at least those of my generation)? 
The problem is with the precision of the counts. Precision, 
as was noted on p. 12, refers to the degree to which replicate 
measurements agree with one another. The precision of a 
measurement is often characterized by a statistic called the 
coefficient of variation (CV), which, expressed as a per- 
centage, is 100 times the standard deviation (S.D.) divided 
by the mean (and by mean I mean the arithmetic mean, or 
average, i.e., the sum of the individual measurements di- 
vided by the number of measurements). Well, you might 
say, “What mean and standard deviation? The count is only 
done once; how much time do you think those overworked 
medical students can spare?” 

Enter another Student; not a 1960’s medical student, 
this time, but a man of an earlier generation named William 
Sealy Gossett, who published his basic statistical works as 
“Student” because his employers at the Guinness Brewery 
worried that their competitors might improve their positions 
by using statistics if they discovered his identity. He showed 
in 1907*’” that, if one actually counted n cells in a hemocy- 
tometer (that’s before the division and multiplication steps), 
one should expect the standard deviation of the measure- 
ment to be the square root of n (I will use the notation n”* 
rather than dn for this quantity for typographic reasons), 
meaning that the coefficient of variation, in percent, would 
be 10O/n”*. We would now say that the statistics of counts 
conform to the Poisson distribution, which was described 
by Sirneon Poisson in 1 837*”*, but “Student” was apparently 
unaware of Poisson’s work, and reached his conclusions in- 
dependently. In fact, the Poisson distribution was only given 
that name seven years after Gossett’s paper appearedZ319. We 
will encounter the Poisson distribution in several other con- 
texts related to cytometry, flow and otherwise. 

- 

Now, if we consider looking at a sample with a white cell 
count of 5,000/mm3, which is in the normal range, the 
number of cells you would actually have counted in the 
hemocytometer to obtain that value would be 5,000 divided 
by the dilution factor (20) and multiplied by the volume (in 
mm’) counted (0.4), which works out to 100 cells. The 
standard deviation would therefore be the square root of 
100, or 10; the CV would be 10 percent. If you were dealing 
with an abnormally low white cell count, say one that you 
read as 1,250/mm3, you would only have counted 25 cells; 
the standard deviation would be 5, and the CV would be 20 
percent. And all of this assumes that the counting process is 
perfect; we know that it isn’t, and we also know that other 
factors, such as dilution and pipetting errors, will further 
decrease precision. So the precision of a hemocytometer 
white cell count in the normal range is barely acceptable. 
Getting a CV of 1 percent, which is more than respectable, 
would require that you count 10,000 objects, which would 
be 100 hemocytometers’ worth if you were dealing with our 
original white cell count of 5,000/mm3. Nobody is going to 
sit there and do that by eye, but it’s a piece of cake for an 
electronic or optical counter. 

A typical hematology counter uses a constant volume 
pump, such as a syringe pump, to deliver sample at a con- 
stant flow rate. ’The flow rate is the volume of sample ana- 
lyzed per unit time; dividing the number of cells counted per 
unit time by the flow rate gives the number of particles per 
unit volume. Blood specimens are usually diluted before 
being run in a counter, so the raw value must be multiplied 
by the dilution factor to get the particle count per unit vol- 
ume of blood. For example, if the counter’s sample flow rate 
is 1 pL/s, and a blood sample is diluted 1:20 (with a solution 
that lyses red cells) to count white cells, and running the 
counter for 40 seconds yields a raw count of 10,000 cells, 
the white cell count in the blood is: 

10,000 (# of cells counted in 40 s) x 20 (dilution) 
40 (# of pL counted in 40 s) 

or 5,OOO/pL. Since the raw count is 10,000, the standard 
deviation is 100, and the CV is 1 percent. 

Rare Event Analysis: The Fundamental Things 
Apply as Cells Go By 

Many of the tasks in modern cytometry are examples of 
rare event analysis. Examples are looking for primitive stem 
cells, leukemic cells or cancer cells in blood or bone marrow, 
for fetal cells in maternal blood, or for transfected cells pre- 
sent at low frequency in a culture. In comparing different 
samples, it is frequently necessary to determine the statistical 
significance of small differences between large numbers. 
Some people seem to think that counting hundreds of thou- 
sands or millions of cells lets them beat the Poisson statistics; 
what’s important, however, is the number of cells of interest 
you count, not the total. Suppose, for example, that you find 
your cells of interest present at a frequency of 0.04% posi- 
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tives in one sample of 200,000 cells and 0.15% in another. 
Simple arithmetic tells you that 0.01% of 200,000 is 20 
cells, so the first sample has 80 cells of interest and the sec- 
ond has 300. The Poisson standard deviations for the num- 
bers of cells of interest counted would be about 9 for the 80 
cells in the first sample and about 18 for the 300 cells in the 
second. The two values are thus separated by several stan- 
dard deviations, which is to say that there is a statistically 
significant difference between them. However, the statistics 
provide no information as to the source of the difference. If 
the cells came from the same pot, one would suspect instru- 
mental factors related to data collection and/or analysis, 
unless there is reason to believe that a process such as differ- 
ential settling of the rare cell type would change the compo- 
sition of a sample aliquot with time. A mild degree of para- 
noia is probably an asset when dealing with rare event analy- 
sis. 

Poisson statistics apply to counting anything, from cells 
to photons and photoelectrons, and even to votes. Digress- 
ing briefly from rare event analysis to not-so-current event 
analysis, if 3,000,000 votes are counted, one expects a Pois- 
son standard deviation of 1,732 votes, or roughly 6 parts in 
10,000, meaning that if the vote counting process is suppos- 
edly even less reliable or accurate than Poisson statistics 
would predict (Florida’s was said to be 99.9% reliable, or 
accurate to 10 parts in 10,000), neither candidate had a 
strong claim to having won the state’s Presidential vote. 

We have a little more control over cell counting than 
over vote counting. If you count enough cells, you can accu- 
rately discriminate between, say, .O1% and .02%. If you 
only count 10,000 cells total, you‘d expect to find one cell 
(and a CV of 100%) in the sample with .O1% and 2 cells 
(CV of 70.7%) in the sample with .02%; so 10,000 cells 
total is too small a sample to let you discriminate. If you 
count 1,000,000 cells total, you end up with 100 cells in the 
.O1% sample (10% CV) and 200 cells (7.1% CV) in the 
.02% sample, and this difference will be statistically signifi- 
cant. 

Count Constant Numbers for Constant Precision 

The best way to do counts, although almost nobody does 
them this way, is to always count the same number of cells 
of interest, which gives you equal precision no matter what 
the value is. Normally, we do absolute counts by analyzing a 
fixed volume of blood (or other sample) and percentage 
counts by analyzing a fixed number of cells. The alternative 
is to decide on the level of precision you want - suppose it is 
5%. Then you have to count 400 cells (the square root of 
400 is 20, and 100/20 = 5). What you do is measure the 
volume of sample (in the case of absolute counts), or the 
total number of cells (in the case of percentage counts), 
which has to be analyzed to yield 400 of the cells of interest. 
If the cells of interest are at .O1%, you’ll have to count 
4,000,000 cells total to find your 400 cells of interest; if they 
are at 1%, you’ll only have to count 40,000 cells, but, in- 
stead of the .O1% value being much less precise than the 1% 

value, both will have the same 5% precision. The down side 
of doing things this way is that it may require some repro- 
gramming of the apparatus, and probably uses more reagent, 
but, if you want good numbers, there is simply no better 
way to get them. 

Alternative Counting Aids: The Venerable Bead 

As it happens, most fluorescence flow cytometers do not 
use constant volume pumps for sample delivery, nor do they 
provide an alternative means of measuring the sample vol- 
ume flow rate with sufficient precision to allow calculation 
of cell counts per unit volume by the method described 
above. Carl Stewart, being a leukocyte biologist, must have 
felt deprived of one of the major tools of his trade when he 
arrived at Los Alamos National Laboratory many years ago 
and discovered that the very fancy fluorescence flow cytome- 
ters built there did not provide a cell count. He and John 
Steinkamp solved that problem by adding fluorescent beads 
at known concentrations to cell samples1539. If you have a 
bottle full of beads that contains a known number of beads 
per unit volume, adding a known volume of bead suspen- 
sion (and it had better be well-mixed bead suspension) to a 
known volume of cell sample allows you to calculate the 
number of beads per unit volume in the sample. You can 
then run the sample for an arbitrary length of time, tallying 
the total numbers of beads and cells counted. The cell count 
per unit volume is then given by: 

# of cells counted x # of beads per unit volume 
# of beads counted 

and the number of cells per unit volume in the original ma- 
terial from which the cells were taken can be obtained by 
multiplying by the dilution factor, as in previous examples. 

There are a few caveats here. If the determination of the 
concentration of beads per unit volume is done by a rela- 
tively imprecise method (Stewart and Steinkamp used a 
hemocytometer), the precision of the cell count cannot be 
improved by counting large numbers of cells and beads. One 
must also take into account the frequency of clumps and 
coincidences among both cells and beads, which affect the 
accuracy of the count, i.e., the degree to which the meas- 
ured value agrees with the “true” value. And, of course, the 
cytometer must be capable of accurately identifying and 
counting both cells and beads. 

Addition of beads to the sample is now widely practiced 
in the context of counting CD4 antigen-bearing (CD4- 
positive, or CD4+) T lymphocytes in HIV-infected indi- 
viduals. The identification of these cells is most often done 
by staining with fluorescently labeled monoclonal anti-CD4 
antibody (and, usually, at least one other monoclonal anti- 
body labeled with a different fluorescent label). Before 
counting beads became available, the standard procedure 
was the so-called “two-platform’’ method, in which a hema- 
tology counter with a constant volume sample feed is used to 
obtain both the total white cell count per unit volume of 
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blood, and the differential white cell count, which includes 
the percentage of lymphocytes among the white cells; the 
number of lymphocytes per unit volume is then calculated. 
The fluorescence flow cytometer is used to define the lym- 
phocyte population and the fraction of that population rep- 
resented by CD4+ T-cells, allowing calculation of the num- 
ber of these cells per unit volume. Using counting beads, the 
procedure can be done on a single platform, ix., the fluores- 
cence flow cytometer, and this appears to improve accuracy. 

And Now to See with Eye Serene the Very Pulse of 
the Machine: Display, Digitization, and Distributions 

In general, people who use flow cytometry want to know 
more about their samples than how many cells are contained 
in each milliliter, and that translates into getting more in- 
formation about the signal pulses than whether their ampli- 
tudes exceed the threshold level. In a single-parameter elec- 
tronic (Coulter) counter, the heights of pulses are propor- 
tional to the volumes of the cells passing through. However, 
whereas only relatively simple circuitry, triggered by the rise 
above threshold in the signal, is required to increment and 
store the cell count, more complex hardware and software 
are needed to capture and store measured values of the vol- 
umes of cells. Information about the measured particle may 
be extracted from the peak amplitude (height), the integral 
(area), the duration (width), and the shape of signal pulses. 

The earliest electronic counters did not come equipped 
with the means to collect and display distributions, i.e., 
histograms, or bar graphs, of cell volumes; investigators 
interested in such information acquired it by feeding the 
pulse train from a counter into a gadget called a pulse 
height analyzer, a hardwired digital computer originally 
used by nuclear physicists to measure and discriminate 
among gamma ray energies. 

The prerequisite to pulse height analysis, and to just 
about anything else that one might want to do in the way of 
data analysis in cytometry, is the conversion of information 
from an analog form, usually a voltage representing one of 
the pulse characteristics mentioned above, to a digital form, 
ix., a number, using a device appropriately named an 
analog-to-digital converter (ADC) . Digital processing in 
the flow cytometers of the early 1970’s was pretty much 
restricted to the use of pulse height analyzers, which had the 
disadvantage that their single ADCs (ADCs were expensive 
in those days) could only provide information on one meas- 
ured quantity, or parameter, at a time. It was, however, pos- 
sible to use live display and storage oscilloscopes, without 
benefit of digitization, to provide simple dot plots showing 
the interrelation of two parameters. 

The pulses produced during a cell’s passage through the 
measurement system typically last for only a few microsec- 
onds at most (making them veritable “phantoms of de 
light”), and, until recently, the only ADCs that could practi- 
cally be used in flow cytometers required more time than 
this to digitize signals. As a result, it was necessary to use 
hybrid circuits, which combine analog and digital electron- 

ics, to store the appropriate analog values for long enough to 
permit analog-to-digital conversion. These peak detector, 
integrator, and pulse width measurement circuits must be 
reset as each particle passes through the illuminating beam, 
allowing new analog signal levels to be acquired; it is then 
necessary to hold their outputs at a constant level until dig- 
itization is complete. The ‘‘reset’’ and “hold” signals must be 
delivered to the analog storage circuits at the proper times 
by additional hybrid “front end” electronics, which com- 
pare one or more trigger signal levels with preset threshold 
values to determine when a cell is present. 

Luckily, a flow cytometer is an example of what is 
known as a low duty cycle device. Even when a sample is 
being run, cells pass the sensors rather infrequently; what 
goes by the sensors, most of the time, is the water or saline 
suspending medium, meaning that a certain amount of dead 
time, during which the pulse measurement circuits are oc- 
cupied with data from one cell and cannot respond to signals 
from a second, is tolerable. Because cells arrive at random 
times, rather than at fixed intervals, coincidences, when a 
second cell arrives before processing of signals from the first 
is complete, are inevitable. The probability of coincidences 
can be calculated from - guess what - the Poisson distribu- 
tion, and, while they cannot be eliminated entirely, it is 
possible to reduce them to acceptable levels by limiting the 
number of cells analyzed per unit time in accordance with 
the instrument’s dead time. 

Once held signals have been digitized, further analysis is 
accomplished with a digital computer, which, in modern 
instruments, is typically either an Intel/Microsofi-based or 
Apple Macintosh personal computer. The necessary software 
is now available from both flow cytometer manufacturers 
and third parties, in some cases at no cost. In recent years, as 
inexpensive, fast, high-resolution ADCs have become avail- 
able (due largely to the needs of the consumer electronics 
and telecommunications markets), digital signal processing 
(DSP) hardware and software have replaced analog and hy- 
brid circuits for peak detection, integrazion, and pulse width 
measurement, and for some other common tasks in flow 
cytometry, such as fluorescence compensation and loga- 
rithmic conversion of data. There will be a great deal more 
said about this further on in the book; for now, however, we 
will go back to another old problem, its old and newer solu- 
tions, and their implications for science, medicine, and soci- 

ety. 

DNA Content Analysis: Precision II  (Variance) 
Most users of flow cytometers and sorters have at least a 

passing acquaintance with measurements of the DNA con- 
tent of cells and chromosomes, which can be done rapidly 
and precisely by flow cytometry using a variety of fluorescent 
stains. 

As a rule, all normal diploid cells (nonreplicating or Go 
cells and those in the G, phase of the cell cycle) in the same 
eukaryotic organism should have the same DNA content; 
this quantity is usually expressed as 2C. DNA syn- 
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Figure 1-8. Ideal (A) and “real” (B) DNA content distri- 
butions, with the same ratios of (C,+C,)/S/(C,+M) cells 
represented in both. 

thesis during the S phase of the cell cycle results in an in- 
crease in cellular DNA content, which reaches 4C at the end 
of S phase and remains at this value during the G, phase and 
during mitosis (M phase), at the completion of which the 
original cell has been replaced by two daughter cells, each of 
which has a DNA content of 2C. The haploid germ cells 
have a DNA content of approximately C; there are approxi- 
mately equal populations of sperm with DNA content 
slightly greater than and slightly less than C due to differ- 
ences in the DNA content of male and female sex chromo- 
somes. 

An idealized DNA content distribution, that is, a bar 
graph or histogram of values of DNA content that would 
be expected to be observed in a population of cells, some or 
all of which were progressing through the cell cycle, is shown 
in panel A of Figure 1-8, above. A “real” distribution, actu- 
ally synthesized by a mathematical model, but more like 
those actually obtained from flow cytometry, appears in 
Panel B. Real (really real) DNA content distributions always 
exhibit some variance in the G,/G, peak, which may be due 
to staining procedures, to instrumental errors, and/or to cell- 
to-cell differences in DNA content. The belief in the con- 
stancy of DNA content in diploid cells has been strength- 
ened by the observation that the variances have diminished 
in magnitude with improvements in preparative and staining 
techniques and in instrumentation since the first DNA con- 
tent distributions were published in the 1960’s. 

When I used the word “variance” in the paragraph 
above, I meant it, and you probably took it, to denote vari- 
ability from measurement to measurement. However, the 
term also has a defined (and related) meaning in statistics; 
the variance of a set of measurements is the sum of squares 
of the differences between the individual measurements and 

the arithmetic mean, or average, divided by one less than 
the number of measurements. In fact, the statistical variance 
is the square of the standard deviation, or, to put it more 
accurately, the standard deviation is the square root of the 
variance, and is calculated from it instead of the other way 
round. For purposes of this discussion, and in most of the 
rest of the book, I will try to use “variance” to mean the sta- 
tistical entity unless I tell you otherwise. I may slip; word 
processors have spelling checkers and grammar checkers, but 
not intention checkers. 

The Normal Distribution: Does the Word 
“Gaussian” Ring a Bell? 
Although the number of cells counted does have some 

effect on the observed variance of a set of measurements, we 
are not dealing with Poisson statistics here; the variance of a 
Poisson distribution is not independent of the mean, but is 
always equal to it. The peak representing the G, and G I  
phase cells of a real DNA content distribution is generally 
considered to be best approximated by what statisticians 
define as a normal or Gaussian distribution, sometimes 
popularly known as a bell curve. The normal distribution is 
symmetric; the arithmetic mean, the median (the value 
separating the upper and lower halves of the distribution), 
and the mode (the highest point, or most common value) 
coincide. The coefficient of variation (CV) (which, you may 
recall, is expressed in percentage terms as 100 times the S.D. 
divided by the mean) remains a valid measure of precision, 
but there is an obvious problem in calculating the CV for a 
GJG, peak in a DNA content distribution. The peak falls 
off as one would expect on the left (low) side, but, on the 
right (high) side, it merges into the part of the distribution 
made up of S phase cells, and there isn’t a convenient way to 
decide where the GJG, cells leave off and the S cells begin. 

Because the anatomy of the normal distribution is well 
known and predictable, we have a statistical trick available to 
us. The width of the distribution between the two points on 
the curve at half the maximum (modal, mean, median) 
value, often referred to as the full width at half maximum 
(FWHM), is 2.36 standard deviations, and the width be- 
tween the two points at 0.6 times the maximum value is very 
nearly two standard deviations. 

Binned Data: Navigating the Channels 
The process of analog-to-digital conversion that occurs 

in a pulse height analyzer or in a modern flow cytometer‘s 
computer-based data acquisition and analysis system puts 
data into bins, to which we frequently refer as channels. 
These binned data are used to compile distributions of 
measured values of cellular parameters. The distributions in 
Figure 1-8 are broken into 256 channels, which, by conven- 
tion, are numbered from 0 to 255. That is the number of 
bins, or channels, into which an 8-bit ADC distributes its 
output; an ADC with m bits resolution will have 2” possible 
outputs, which, by convention, would be described as chan- 
nels 0 to 2“-’. Although the outputs of ADCs are often the 
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same unsigned binary numbers between 0 and 2”-‘ that de- 
note the channel numbers, ADCs with outputs in different 
binary formats are not uncommon. For our purposes, it is 
safest to think in terms of channel numbers, and leave the 
raw binary formats to the engineers and computer people. 

Suppose that the maximum value, i.e., the largest num- 
ber of cells, in the G,/G, peak of such a distribution is 500 
cells, occurring at channel 100, and that channels 97 and 
103 each contain 300 cells (that is, 0.6 times the maximum 
number, 500). It is assumed here that each of the channels 
between 98 and102 contains 300 or more cells, and that 
each of the channels below 97 and above 103 contains fewer 
than 300 cells. The width of the distribution at 0.6 times the 
maximum value, representing two standard deviations, is 
then 7 channels, one standard deviation is 3.5 channels, and 
the CV, expressed as a percentage, is 100 x (3.5/100), or 3.5 
percent. It is obviously easier for most people to calculate a 
CV in their heads using the width at 0.6 times maximum 
than it is using the width at half maximum, and a real piece 
of cake if you set the gain so that the maximum value ends 
up at channel 100, but we’ve all got calculators, anyway. 

So what’s the big deal about precision in DNA content 
measurement? T o  appreciate this, we go back to the 1960’s 
again. The first cell counters had become available, and they 
were being used for counting and sizing blood cells. The 
1960’s also saw a great deal of progress in the field of tissue 
culture, resulting in substantial numbers of investigators 
having ready supplies of cells other than blood cells that 
were either in suspension or could conveniently be put into 
suspension. People became interested in the details of the 
cell cycle in cells derived from healthy tissues and from tu- 
mors, and in the effect of drugs on the cell cycle. 

Once it became convenient to culture cells, it was possi- 
ble to observe enough mitotic figures to establish that hu- 
mans had 46 chromosomes, and not 48, as had once been 
believed, and to establish that cells from many tumors had 
more or fewer chromosomes, whereas cells from others had 
what appeared to be chromosomal deletions and transloca- 
tions. This would mean that the amount of DNA in G,/G, 
cells from a tumor could be different from the amount in 
GJG, cells from the normal stromal elements found in the 
tumor, potentially providing at least a means of identifying 
the tumor cells, and, possibly, an objective measurement 
with prognostic implications. 

The catch here is that, as the difference you are trying to 
detect between two populations becomes smaller, you need 
better and better precision (lower CVs) in the measurement 
process. Generally speaking, two populations are resolvable if 
their means are a few standard deviations apart. If a tumor 
cell has one or two small chromosomes duplicated, adding, 
say, two percent to its G,/G, DNA content, you would need 
a measurement process with a CV well under one percent to 
resolve separate G,/G, peaks, although you might get a hint 
of the existence of two populations in a tumor specimen by 
observing broadening and/or skewness (asymmetry) in the 
peak of a distribution measured with a less precise process. A 

triploid tumor population, with 50% more DNA than was 
found in stromal cells, could, of course, be resolved using 
very imprecise measurements. 

DNA Content: Problem, Parameter, Probes 

So, the problem became one of measuring DNA content 
with reasonably high precision. It was then necessary to find 
a suitable measurement parameter to solve it. Although 
Caspersson, in his microspectrophotometers, and Kament- 
sky, in his early flow cytometers, had used absorption at 260 
nm for nucleic acid content measurement, the absorption 
measurements were difficult to make (among other things, 
they required special, very expensive quartz optics, because 
the UV wavelength used is strongly absorbed by glass), and 
not precise enough to detect small differences. 

In the 1920’s, Fe~lgen’~  developed a staining method 
that coupled a dye to the backbone of the DNA molecule, 
allowing DNA content in cells to be quantified by measur- 
ing absorption of visible light, but some fundamental prob- 
lems with absorption measurements still limited the preci- 
sion of DNA analysis. However, in one of the first publica- 
tions describing fluorescence flow cytometry, in 1969, Van 
Dilla et al, at Los Alamos National Laboratory, reported the 
use of a modified Feulgen procedure, with fluorescent 
stains (acriflavine and auramine 0) and an argon laser source 
flow cytometer, to produce DNA content distributions with 
a coefficient of variation of 6% for the G,/G, cell peak”. The 
Feulgen staining procedure was relatively technically inten- 
sive, due to its requirement for fairly elaborate chemical 
treatment of the cells, and the search for dyes that were eas- 
ier to use began almost immediately. The  first step in this 
direction was taken in 1969, when Dittrich and Gohde pub- 
lished a relatively sharp DNA content distribution obtained 
using their arc source flow cytometer to measure the fluores- 
cence of fixed cells stained with ethidium bromide”. Thus, 
fluorescence became the parameter of choice for DNA 
content measurement. 

Ethidium, which increases its fluorescence about thirty- 
fold when intercalated into double-stranded DNA or RNA, 
quickly replaced the fluorescent Feulgen stains as the probe 
of choice, and was then largely supplanted by a close chemi- 
cal relative, propidium’”, which remains widely used as a 
DNA stain. Both dyes require that the cell be fixed, or that 
its membrane be permeabilized, in order to achieve good 
stoichiometric staining: they are frequently used to stain 
nuclei released from cells by treatment with one of a variety 
of nonionic detergents, such as Nonidet P-40 or Triton X- 
lOO*”. Precise measurement of DNA in whole cells, and the 
best precision measurements in nuclei, require treatment of 
the sample with W A s e  to remove any residual double- 
stranded RNA. 

Once cell sorters became available, in the 1970’s, it was 
realized that a dye that could enter living cells and stain 
DNA stoichiometrically would make it possible to sort cells 
in different phases of the cell cycle and analyze their subse- 
quent biological behavior andlor their chemical composi- 
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tion. Several bir-benzimidazole compounds originally syn- 
thesized as antiparasitic drugs by Hoechst AG turned out to 
meet these requirements238; the one that has been most 
widely used, by far, is Hoechst 33342”’. This dye, like the 
other Hoechst dyes, has two characteristics that limit its use 
in some situations. Ultraviolet light is required to excite its 
blue fluorescence, preventing its use in the majority of 
fluorescence flow cytometers, which are equipped only with 
a 488 nm (blue-green) argon ion laser as a light source. And, 
although Hoechst dye staining is highly specific for DNA, 
the dyes, which do not intercalate but instead bind to the 
minor groove of the macromolecule, are selective for se- 
quences of three adenine-thymine (A-T) base pairsz6*. The 
latter characteristic is disadvantageous for such applications 
as DNA content determination in plants, which is widely 
used as an aid in classification of species, because the 
Hoechst dyes would yield different results for two species 
having the same amount of DNA but different base compo- 
sitions, i.e., different ratios of A-T and G-C (guanine- 
cytosine) base pairs. However, the base specificity of the 
Hoechst dye is an advantage in other circumstances; the 
combination of the A-T-selective Hoechst 33258 and G-C 
selective, DNA-specific dyes such as chromomycin A, and 
mithrarnycin2?’, has been used to stain chromosomes from 
humans and other species, enabling chromosomes with simi- 
lar total DNA content but different base composition to be 
distinguished and sorted separately278. High-speed sorting 
of dual-stained human chromo~omeS90~ provided a valuable 
set of DNA libraries in the early phases of the Human Ge- 
nome Project, but I’m getting ahead of myself. We can’t get 
into that until we take at least a first look at one- and two- 
parameter data displays. 

One-Parameter Displays: Pulse Height Distributions 
The cells represented in Figures 1-9 are from the CCRF- 

CEM T-lymphoblastoid line. They were incubated with 
Hoechst 33342, which, as has already been mentioned, 
stains DNA stoichiometrically (neglecting, for the moment, 
differences in base composition). The cells were also exposed 
to fluorescein diacetate (FDA), a nonfluorescent ester of 
fluorescein, which should more properly be called diace- 
rylfluorescein but which almost never is. Both compounds 
are taken up by living cells; once inside cells, FDA is hydro- 
lyzed by nonspecific esterases to fluorescein, which exhibits 
intense green fluorescence when excited with blue or blue- 
green light, and which, because of its anionic character, is 
retained in cells for minutes to hours. The cells were meas- 
ured in a flow cytometer with two separated laser beams; 
they were first illuminated by a W laser beam, and the blue 
fluorescence of Hoechst 33342 (panel A of Figure 1-9) ex- 
cited by this beam was used as the trigger signal. The cells 
then passed through the 488 nm beam of a second laser, 
which provided excitation for the fluorescein fluorescence 
signal (panel B of Figure 1-9). The histograms of the distri- 
butions were collected at different times during a single sam- 
ple run, using a multichannel pulse height analyzer. The 

horizontal axis of each histogram indicates fluorescence in- 
tensity, on a 5 12-channel scale; the vertical axis of each his- 
togram represents the number of cells with the correspond- 
ing fluorescence intensity. This, by the way, is not a histori- 
cally informed modern performance on period instruments; 
the histograms are from around 1980, when one pulse 
height analyzer and a storage oscilloscope (see Figure 1 - 1  1) 
were all I had to work with for data capture and analysis. 

Figure 1-9. Two single parameter histogram displays 
from the oscilloscope screen of a multichannel 
pulse height analyzer. A Fluorescence of the 
stoichiometric DNA stain Hoechst 33342. B Fluo- 
rescence of intracellular fluorescein. Cells from the 
same sample are represented in the two histograms. 

That said, the data are pretty respectable; their quality is 
determined primarily by the design and the state of align- 
ment of the flow cytometer optics and fluidics. The CV of 
the GJG, peak of the histogram is about 3%, which is excel- 
lent for live cells stained with Hoechst 33342. 

I have often described sharp peaks, such as the GJG, 
peak of a DNA content distribution, as being shaped like a 

needle. Such distributions are not common in flow cytome- 
try data, unless one happens to be analyzing populations of 
objects that have been intentionally designed to be highly 
homogeneous, such as the fluorescent plastic microspheres 
used for instrument alignment and calibration. Although 
nuclei stained for DNA content, which exemplify one of the 
best of nature’s own quality control processes, yield needles, 
the shapes of the distributions of most cellular parameters 
are closer to that of the fluorescein fluorescence distribution 
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in panel B of Figure 1-9, which resembles a haystack, in 
which it will be unlikely to find a needle. 

The pulse height analyzer used to accumulate and dis- 
play the histograms shown in Figure 1-9 is a specialized 
computer system that also incorporates some of the features 
of a flow cytometer’s front end electronics and a peak detec- 
tor. It can accept as input signal a train of pulses ranging in 
height from 0 to 10 V, using the input signal or another 
pulse train as a trigger signal, with a threshold set by the 
operator. Once a signal above threshold is encountered, the 
peak height is captured by the peak detector, and the signal 
is digitized by an ADC that, in this instance, produces a 9- 
bit output, i.e., a number between 0 and 51 1. 

The pulse height analyzer stores its histograms in 512 
memory locations. The program, or, more accurately, the 
procedure, or algorithm, for calculating a histogram is fairly 
simple. First, set the contents of all memory locations to 
zero. Then, every time a new numerical value emerges from 
the A-D converter, add one to the contents of the memory 
location corresponding to that numerical value. Stop when 
the total number of cells reaches a preset value. 

This particular analyzer actually had several options on 
when to stop: at a preset value for the total number of cells, 
or for the number of cells in a single channel or memory 
location, or for the number of cells in a region of interest, a 
range of contiguous channels settable by the operator. It also 
had some refinements in its display; it would show the chan- 
nel location of a cursor (CH) and the number of counts in 
that channel (CTS), as well as the total number of counts in 
the region of interest (INT). The histogram, sans numbers, 
could also be drawn on an X-Y plotter; several could be 
compared by eye in overlays using different color pens. 

Pretty much the same algorithm is used for histogram 
computation today as was used in the analyzer. The differ- 
ence is that in 1973, when the pulse height analyzer was 
built, a small startup company called Intel had just begun to 
ship samples of the first 4-bit microprocessor, and computer 
memory costs were on the order of 10 cents a byte. The 
smallest minicomputers available cost around $10,000. The 
pulse height analyzer didn’t have a central processing unit, 
couldn’t process alphanumeric data, couldn’t calculate a sine 
or a logarithm; it used special-purpose hardware to imple- 
ment the algorithm, and, even at that and even then, it sold 
for about $5,000. I’m not sure you can even buy a stand- 
alone pulse height analyzer today; instead, there are boards 
containing the necessary front end electronics that plug into 
standard personal computers. But, even if I could have af- 
forded a second pulse height analyzer in 1980, it wouldn’t 
have helped me do correlated analyses of two parameters. 

Mathematical Analysis of DNA Histograms: 
If It’s Worth Doing, It’s Worth Doing Well 
It was noted on p. 22 that, when one looks at a DNA 

content histogram, there isn’t a convenient way to decide 
where the G,/G, cells leave off and the S cells begin; there 
also isn’t a convenient way to decide where the S cells leave 

off and the G,/M cells begin, or identify debris and cell ag- 
gregates in a sample, and things get worse in tumor samples. 

Figure 1-10. Use of a mathematical model to deter- 
mine fractions of DNA-aneuploid breast cancer 
cells and normal stromal cells in different cell cycle 
phases in a sample from a tumor. Chicken and 
trout erythrocytes are added to the sample to pro- 
vide standards with known DNA content. Contrib- 
uted by Verity Software House. 

Although tumor cells with abnormal numbers of chro- 
mosomes are correctly described as aneuploid, a tumor in 
which the neoplastic and stromal GJG, cells have different 
DNA contents is, by c~nvention’~’, referred to as DNA 
aneuploid. Mathematical models for DNA histogram analy- 
sis have been developed over the years, first, to estimate the 
fractions of cells in different cell cycle phases in an otherwise 
homogeneous population, and, later, to determine cell cycle 
distributions of both stromal cells and DXA aneuploid tu- 
mor cells. Further refinements allow for modeling of cellular 
debris and cell aggregates, enabling them to be largely ex- 
cluded from analysis. An example of the application of one 
of the more sophisticated such models (ModFit LTTM, from 
Verity Software House) appears in Figure 1- 10. 

The earliest publications on fluorescence flow cytome- 
try79’83 dealt with DNA analysis, and cancer researchers and 
clinicians began to use the technique almost immediately to 
attempt to establish the prognostic significance of both 
DNA aneuploidy and the fraction of cells in S phase in tu- 
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mors. The development of a method for extracting nuclei 
from paraffin-embedded tissue for flow cytometric analysis 
of DNA c ~ n t e n Q ’ ~ ’ ~ ’ ~  allowed these issues to be approached 
by retrospective as well as by prospective studies. By the 
early 1990’s, DNA analysis of breast cancer had come into 
reasonably widespread clinical use as a prognostic tool. 
However, in 1996, the American Society of Clinical Oncol- 
ogy recommended against the routine use of flow cytometry 
in breast cancer2320, and the volume of specimens analyzed 
has declined substantially since then. Bagwell et a1232’ have 
recently demonstrated, based on reanalysis of data from sev- 
eral large studies of node-negative breast cancer, that, after 
application of a consistent method of analysis and adjust- 
ment of some previously used criteria, DNA ploidy and S 
phase fraction again become strong prognostic indicators. 
This is nor the only publication that shows that how and 
how well a laboratory test is done can profoundly affect its 
clinical significance, and that message is important whether 
or not flow cytometric DNA analysis comes back into 
vogue. 

Linear Thinking 
Noncycling cells with known DNA content, such as 

chicken and trout erythrocytes, can be added to a sample to 
serve as standards, as was done in the sample shown in Fig- 
ure 1-10. Such standards are useful in establishing the line- 
arity of the instrument and data acquisition system. A sys- 
tem is said to be linear when a proportional change in its 
input changes its output by the same proportion. In a simple 
DNA histogram, if the system is linear, and the mean or 
mode of the Go /GI peak, representing cells with 2C DNA 
content, is at channel n, the mean or mode of the G,/M 
peak, representing cells with 4C DNA content, will be at 
channel 272, or, because of the inherent error of ADCs, 
within one channel of channel 272. In practice, somewhat 
larger degrees of nonlinearity can be tolerated and corrected 
for, provided the nonlinearities are stable over time. 

Lineage Thinking: Sperm Sorting 
Since X- and Y-chromosomes in most species do not 

contain the same amount of DNA, one would expect a 
highly precise fluorescence flow cytometer to be able to dis- 
tinguish them. The necessary precision has been achieved in 
high-speed sorters by modifications to flow chamber geome- 
try and light collection optics, and sperm vitally stained with 
Hoechst 33342 have been successfully sorted by sex chromo- 
some type and used for artificial insemination and/or in vitro 
fertilization in animals and, more recently and with a great 
deal more attention from the media, in h u m a n ~ ~ ~ * ~ - ~ .  Gender 
selection in humans using sorted sperm, while still under 
attack from some quarters, is now deemed preferable to 
other methods that involve determination of the sex of pre- 
implantation embryos. Gender selection in animals using the 
same methodology appears not to have generated as much 
controversy as has introducing a foreign gene or two into 
tomatoes, and may yet become big 

Two-Parameter Displays: Dot Plots and Histograms 

Histograms of the individual parameters do not provide 
any indication of correlations between Hoechst 33342 and 
fluorescein fluorescence values on a cell-by-cell basis. In 
modern flow cytometers, computer-based data acquisition 
and analysis systems make it trivial to capture, display, and 
analyze correlated multiparameter data from cells, but, until 
the 1980’s, many instruments could only obtain correlated 
data on two parameters in the form of a display on an oscil- 
loscope. Such a display was called a cytogram by Kamentsky 
and is now more commonly known as a dot plot. One 
showing both Hoechst 33342 and fluorescein fluorescence 
values for the cells from the same sample analyzed to pro- 
duce Figure 1-9, appears in Figure 1-1 1, below. 

Figure 1-11. Dot plot (cytogram) of Hoechst 33342 
fluorescence (x-axis) vs. fluorescein fluorescence (y- 
axis) for CCRF-CEM cells from the same sample 
shown in Figure 1-9. Cells in the box are dead; the 
dotted line is explained below. 

Dot plots were the first, and remain the simplest, multi- 
parameter displays in cytometry, and, as we shall presently 
see, tell us more than we could find out simply by looking at 
single-parameter histograms. In order to demonstrate this 
point, we should keep the histograms of Figure 1-9 in mind 
as we proceed. 

In order to appreciate why two parameters are better 
than one, we need only look at the dot plot in Figure 1-1 1. 
One of the first things we notice is that cells with higher 
Hoechst dye fluorescence intensities, i.e., cells containing 
more DNA, show higher fluorescein fluorescence intensities. 
This shouldn’t be surprising; if cells didn’t get bigger during 
the process of reproduction, they’d eventually vanish, and it 
would seem logical that the amounts of FDA cells would 
take up, and the amounts of fluorescein they would produce 
and retain, would be at least rough‘ly proportional to cell 
size. The horizontal dotted line across the dot plot defines 
two ranges of fluorescein fluorescence values that almost 
completely separate the diploid and tetraploid populations. 

Even more significant, but less obvious to the untrained 
eye, are the cells represented in the box near the bottom of 
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the cytogram. These exhibit Hoechst 33342 fluorescence, 
but not fluorescein fluorescence; they are dead cells, or 
would be so defined by the criteria of a dye exclusion test. 
Such tests actually detect a breach in the cell membrane, 
which allows dyes such as propidium iodide and Trypan 
blue, which normally do not enter intact cells, to get in. In 
this case, the hole in the membrane allows the fluorescein 
produced intracellularly to leak out very rapidly. As a result, 
the dead cells exhibit little or no fluorescein fluorescence; 
their Hoechst dye fluorescence intensities remain indicative 
of their DNA content. 

Dot plots, then, could readily generate an appetite for 
multiparameter data analysis capability which, given the 
state of instrumentation and computers in the early days of 
flow cytometry, was not readily satisfied. A few people could 
afford what were called two-parameter pulse height ana- 
lyzers. These devices could produce distributions tabulating 
the number of events (cells, in this case) corresponding to 
each possible pair of values for two variables. They were 
about ten times the price of single-parameter pulse height 
analyzers; they also didn’t have great resolution, due to the 
high cost of memory. Even if the two variables were digitized 
to only 6 bits’ precision, with each yielding a number be- 
tween 0 and 63, storage of the two-parameter, or bivariate, 
distribution would require 64 x 64, or 4,096, memory loca- 
tions. However, much of the information contained in 
bivariate distributions could be obtained, at much lower 
cost, by adding relatively simple gating electronics to the 
circuitry used to generate dot plots. 

Multiparameter Analysis Without Computers: 
Gates Before Gates 
Multiparameter analysis and gating may be the most 

important concepts in flow cytometry. Overall progress in 
the field was undoubtedly slowed during the 1970’s and 
early 1980’s because many of the people studying the really 
interesting biological problems didn’t have either informa- 
tion about or access to the tools needed to implement even 
relatively simple multiparameter analysis and gating, let 
alone the sophisticated schemes that are now commonplace. 

A dot plot, made using an oscilloscope, and demonstrat- 
ing simple electronic gating, is shown in Figure 1-12. In 
order to understand how the gating works, we need first to 
consider how the dot plot is generated. An oscilloscope, like 
a television set, is built around a cathode ray tube. Elec- 
trons are accelerated toward a screen coated with a phosphor 
by the electric field generated by a high voltage applied be- 
tween the cathode and the screen. The electrons are focused 
into a beam by a magnetic field. The trajectory of the beam, 
i.e., the horizontal and vertical locations at which it will hit 
the screen, is determined by voltages applied to pairs of 
deflection plates inside the tube. A modulation voltage 
may be applied to control how much of the beam reaches 
the screen. Electrons that do reach the screen are absorbed 
by the phosphor, which subsequently emits some of the ab- 
sorbed energy as light, by the process of phosphorescence. 

Figure 1-12. Gating regions for counting or sorting 
set electronically and drawn electronically on an 
oscilloscope display of a dot plot of DNA content 
(Hoechst 33342 fluorescence, shown on the x-axis) 
vs. RNA content (pyronin Y fluorescence, shown 
on the y-axis) in CCRF-CEM cells. 

The dot plot above displays Hoechst 33342 fluorescence 
on the horizontal or x-axis, and the fluorescence of pyronin 
Y, which stains RNA, on the vertical or y-axis. To generate 
it, the output from the Hoechst dye fluorescence peak detec- 
tor was connected to the horizontal deflection plate drive 
electronics, and the output from the pyronin fluorescence 
peak detector was connected to the vertical deflection plate 
drive electronics. The peak detector outputs are both analog 
signals; when applied to the deflection plates, they determine 
the x- and y- coordinates of the point at which the electron 
beam will hit the oscilloscope screen. Whether or not an 
intensified spot, representing the Hoechst 33342 and py- 
ronin fluorescence values associated by the cell, is produced 
on the screen is determined by the oscilloscope’s modulation 
voltage, which, in this instance, is controlled by what is 
called a strobe signal, generated by the same front end elec- 
tronics that send the reset and hold signals to the peak detec- 
tors. 

The strobe signal is a digital signal, or logic pulse, 
meaning that its output voltage values are in one of two nar- 
row ranges, or states. In this case, voltages at or near about 5 
volts (V) represent a “(logical) 1,” or “on,” or “true” output 
state, and voltages at or near 0 V, or ground, represent a 
“(logical) 0,” or “off,” or “false” output condition. The 
transitions between those two voltage ranges are made rap- 
idly, which, in this instance, means within a small fraction of 
a microsecond; the interval required is known as the rise 
time. 

Some systems use a positive going or positive true 
strobe signal, i.e., the strobe output is at ground when the 
strobe is “off or “false” and at 5 V when the strobe is “on” 
or “true”; others use a negative going or negative true 
strobe signal, with the output at 5 V when the strobe is off 
and at ground when the strobe is on. The strobe signal de- 
scribed above is positive true. 
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The front end electronics are designed so that the strobe 
signal does not start until the analog signal value in the peak 
detectors, which can vary continuously between ground and 
10 V, has stabilized, and the hold signal is applied to the 
peak detectors to keep this value from changing during the 
time the strobe is “on.” 

When a computer is used for data acquisition and analy- 
sis, the beginning, or leading edge, of the strobe signal is 
used to start analog-to-digital (A-D) conversions of the data 
in the peak detectors; when a dot plot is generated on an 
oscilloscope, no computer is used, and no digitization is 
done. The modulation electronics are set so that the beam 
will reach the screen when the strobe is on and not reach the 
screen when the strobe is off. Thus, every strobe signal re- 
ceived by the modulation electronics causes a dot to appear 
on the screen in a position corresponding to the values of the 
parameters represented on the x- and y-axes. 

Early flow cytometers often used analog storage oscillo- 
scopes, which incorporated special tubes, with long- 
persistence phosphors, and associated circuitry that could 
keep any region of the screen already intensified by the beam 
“on” until the screen was cleared, or erased, by the user. 
When an oscilloscope without such storage capacity was 
used, the dot plot could be recorded by taking a time expo- 
sure photograph of the screen. 

A dot plot, whether it is recorded on an oscilloscope or 
using a digital computer (and today’s oscilloscopes are in- 
creasingly likely to be special-purpose digital computers), 
does not contain as much information as a bivariate distri- 
bution. When you see a dot at a given position on the dis- 
play, you know only that at least one cell in the sample had 
values of the two measured parameters corresponding to the 
position of the dot; and you can’t get a better estimate of the 
actual number of cells that shared those values. That’s where 
gating comes in. The strobe signal itself can be connected to 
a digital electronic counter, which will store a count and 
increase the count by one each time a strobe pulse is re- 
ceived. If the value in the counter is set to zero before analy- 
sis of a sample begins, the counter will maintain a tally of the 
total number of cells counted during the analysis. 

Now, suppose we were interested in finding out how 
many of the cells in our dot plot had Hoechst dye fluores- 
cence signals in the range between 3.5 and 4.75 V and py- 
ronin fluorescence signals between 2.5 and 7 V. We could 
do this if we connected the relevant peak detector signals to 
an electronic circuit called a window comparator. 

A comparator is a circuit element with two analog in- 
puts, termed positive and negative, and a digital, or logic 
level (e.g., ground for “0” or “off‘; 5V for “1” or “on”) out- 
put. The digital output is on when the voltage at the positive 
input is higher than the voltage at the negative input, and off 
otherwise. Comparators are used in the analog front end 
circuitry of‘ a flow cytometer to determine when the trigger 
signal (positive input) rises above the threshold level (nega- 
tive input); one comparator is required for each trigger signal 
used. 

A window comparator is made by connecting the logical 
outputs of four comparators together in a logical “AND” 
configuration. The inputs to the the individual comparators 
are appropriate combinations of the two input signals and 
two sets of upper and lower limits such that the combined 
output is “on” only when both signals fall within the limits. 
The limits would typically be set by turning the knobs of 
variable resistors, or potentiometers, which are best known 
in their roles as volume controls in relatively unsophisticated 
and older radios and television sets. 

Gating is accomplished by connecting the digital output 
of the window comparator to one input, and the digital 
strobe signal to the other input, of a purely digital circuit 
called an AND gate. The output of an AND gate is on only 
when both inputs are on; in this case, the output of the 
AND gate will be a pulse train containing only the strobe 
pulses from those cells with parameter values falling between 
the set limits. 

While one counter, working off the strobe signal, is 
counting all the cells in the sample, another counter, con- 
nected to the output of the AND gate, accumulates a count 
of the cells falling within the gating region. The output of 
the AND gate can also be used as an input to the electronics 
that control cell sorting, allowing the cells with values within 
the set limits to be physically separated from the rest of the 
sample. 

By incorporating a few other bits of analog and digital 
circuitry into the window comparator modules of my earliest 
“Cytomutt” flow cytorneters, I could, at the press of a but- 
ton, draw the boundaries of rectangular gating regions on 
the oscilloscope, as is shown in Figure 1-12; this greatly fa- 
cilitated setting the upper and lower boundaries of the gating 
regions. Early commercial instruments had similar features. 
Of course, they were still limited to rectangular gating re- 
gions, and there were clearly situations when one could not 
separate the cells one wanted to count or sort from the un- 
wanted cells using rectangular gates. 

It was possible, by adding still more analog electronics to 
generate sums and differences of signals from two parame- 
ters, and feeding the sums and differences, rather than the 
original signals, into a window comparator, to define a gat- 
ing region that corresponded to a parallelogram or other 
quadrilateral, rather than a rectangle, in the two-dimensional 
measurement space. This feature was incorporated in the 
instruments Kamentsky built at BioPhysics Systems in the 
early 1970’s. 

Kamentsky also described, but did not put into produc- 
tion, a clever alternative counting/sort control circuit made 
by placing opaque black tape over all of an oscilloscope 
screen except the area corresponding to the gating region, 
and mounting a photodetector in front of the screen. The 
gating region defined in this manner could be any arbitrary 
shape, or even a set of disconnected arbitrary shapes, limited 
in size and scope only by the user’s dexterity with scissors or 
a knife blade and black tape. Every time a cell lying within 
the region was encountered, the uncovered portion of the 
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screen was intensified, generating an output pulse at the 
photodetector that could be sent to a counter and/or used to 

initiate sorting. In the era of Bill Gates, we describe freeform 
gating regions of this type, implemented with mice and 
computers rather than blades and tape, as one type of bit- 
mapped (or bitmap) gates. 

Well, most of the above is all ancient history, right? 
You must be wondering why I’ve devoted so much time to 
searching the souls of old machines when we do everything 
with computers now. 

There are two reasons. The fitst is that the computers, in 
most cases, are doing the same things we did with hatdwired 
electronics years ago, and if you understand how things 
worked then, you’ll understand how they work now. The 
second is that there were, and still are, a few advantages to 
the old-fashioned electronics, especially for time-critical 
tasks. 

I should mention that, then and now, nothing precluded 
or precludes us from defining a one-dimensional gating re- 
gion, using either a simpler window comparator or a com- 
puter, and I did note that one-dimensional gating capability, 
allowing definition of a “region of interest,” was typically 
built into pulse height analyzers. One-dimensional gating 
was widely used to control cell sorting in the earliest cell 
sorters, a logical choice when one considers that they typi- 
cally measured only one relevant parameter. 

Two-Parameter Histograms: Enter the Computer 
As I wrote in 1994 for the 3rd Edition of this book, 

“Digital computers are extremely versatile. The same note- 
book computer on which I am writing this book with the 
aid of word processing software can be, and has been, used 
to acquire and analyze data from my flow cytometer. All I 
have to do is load and start a different program; I can even 
continue writing while I wait for the cytometer to get data 
from a new sample. Using additional telecommunications 
hardware and software, I can, and have, set gates on the cy- 
tometer, which is in Massachusetts, from a conference room 
in Maryland. However, while the computer’s overall speed 
and its ability to switch rapidly between tasks make it appear 
as if it’s doing many things at once, this is an illusion. About 
the only thing a computer can really do while it is running 
whatever program is occupying its attention is read or write 
data from or to a single source. Otherwise, digital computers 
do one thing at a time, even if they do that one thing really 
fast.” 

It’s all still pretty much true. Of  course, the notebook 
computer on which the 3rd Edition was written cost nearly 
$5,000, weighed about seven pounds, had a 50 MHz 80486 
processor, at most a couple of MB of RAM, a 500 MB disk 
drive, and a 640 by 480 pixel screen, and the one I use now 
cost about $2,000, weighs three pounds, has a 750 MHz 
Pentium I11 processor, 256 MB of RAM, a 30 GB disk 
drive, and a 1024 by 768 pixel screen. The operating system 
and word processing software have also supposedly been 
improved. Last time around, my telecommunications were 

limited to what I could do over standard telephone lines 
using a 9,600 baud modem; now, I gripe when my cable 
modem or DSL connections slow to even fifty times that 
speed. So, what I or you can do with a single computer can 
be done faster than what could be done eight years ago. But 
there’s more: cytometry today can take advantage of both 
digital signal processing and multiprocessor systems in ways 
that, while obvious, were simply infeasible then. 

A window comparator implemented in electronics is 
really making four comparisons at the same time, and they 
are accomplished in well under a microsecond. If you build a 
sorter using two window comparators to control deflection 
into left and right droplet streams, the two comparators 
work simultaneously. If you want to use a digital computer 
for sort control in a brute force kind of way, the computer 
has to fetch the value of the x-axis parameter for the left gat- 
ing region, check it against the lower and upper bounds for 
that region, fetch the value of the y-axis parameter, check it 
against both bounds, and repeat the same steps for the right 
gating region. Obviously, the computation for a particular 
gating region can be stopped as soon as a parameter value is 
found to be out of bounds, but, if you think about it, the 
full four comparisons for one gating region or another have 
to be done for any cell that falls in either region, and, until 
they get done, no signal can be sent to initiate droplet de- 
flection. 

In droplet cell sorting, a sort decision has to be made 
within the few dozen microseconds it takes at most for a cell 
to get from the observation point to the point at which 
droplets break off from the cell stream. Up to 10 ps may be 
required for the signals from the peak detectors (or integra- 
tors) to become stable. When hatdwired electronics, e.g., 
window comparators, are used to control sorting, the sort 
decision signal is sent within a microsecond or so after this 
time. When a digital computer is used to control sorting, 
another time interval of at least a few ps is required for A-D 
conversion before the computer can process the data. And, 
although the computers have gotten faster, the emergence of 
high-speed sorting has made it necessary for them to respond 
within even shorter time intervals. 

Until the late 1970’s, even minicomputers weren’t really 
fast enough to be competitive with hardwired electronics for 
sort control. Today’s much faster personal computers can 
easily accomplish the computations required for the window 
comparison described above well within the time period in 
which a sort decision must be made. The same computers, 
however, might not be able to get through a more complex 
computation, which, say, involved calculating four loga- 
rithms and solving quadratic equations to determine 
whether a cell falls in an elliptical gating region, in time to 
issue a sort signal, largely because while modern computer 
hardware is extremely fast, often requiring less than 1 ns to 
execute a machine instruction, the real time response of the 
hardware is literally slowed to a crawl by the design of the 
graphical user interface (GUI) based operating systems (vari- 
ous versions of Microsofr‘s Windowsm, Linux with GUI 
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extensions, and Apple’s MacintoshTM 0s) now in most 
widespread use. The sorting problems are now solved by 
using some combination of external analog and digital elec- 
tronics, frequently including one or more digital signal proc- 
essors, or DSP chips, to implement time-critical processes 
such as sorting decisions, taking the load off the personal 
computer’s central processing unit (CPU), leaving it free to 
do what it does best, namely, display the data informatively 
and attractively. 

For plain old flow cytometric data analysis, in which 
there is no need to initiate action within a few microseconds 
after a cell actually goes through the beam, computers have 
always been better than hardwired electronics. That’s why 
Kamentsky used one in his original instrument at IBM. 
Computers for the rest of us only came along as we could 
afford them. A few lucky souls, myself included, had com- 
puters on their cytometers in the mid-1970’s; they were 
minicomputers, and they were expensive. Now, it’s virtually 
impossible to buy a flow cytometer that doesn’t have at least 
one computer external to the box; most have one or more 
inside, as well. 

Figure 1-13 is a histogram, collected, displayed, and an- 
notated using my own competent, if ancient, MS-DOS- 
based 4Cytem data acquisition software, showing 90” (side) 
scatter values from a human leukocyte population. The data 
are plotted on a linear scale. The sample was prepared by 
incubating whole blood with fluorescently labeled antibodies 
to the CD3, CD4, and CD8 antigens, and lysing the eryth- 
rocytes by addition of an ammonium chloride solution. The 
“Cytomutt” cytometer used 488 nm excitation from an air- 
cooled argon ion laser, and measured forward and side scat- 
ter and fluorescence in 30 nm bands centered at 520 nm 
(green; principally fluorescence from anti-CD4 antibody 
labeled with fluorescein), 580 nm (yellow, principally fluo- 
rescence from anti-CD8 antibody labeled with the phyco- 
biliprotein, phycoerythrin), and 670 nm (red, principally 
fluorescence from anti-CD3 antibody labeled with a tan- 
dem conjugate of phycoerythrin and the cyanine dye 
Cy5). The forward scatter signal was used as the trigger sig- 
nal. 
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Figure 1-13. Histogram of 90” (side) scatter from 
leukocytes in lysed whole blood stained with fluo- 
rescent antibodies to lymphocyte antigens. 

Modern Multiparameter Analysis: List Mode 

The histograms and dot plots appearing in Figures 1-9, 
1-1 1, and 1-12 are preserved for posterity only in the form 
of photographs. Figure 1-9A was photographed after the 
Hoechst dye fluorescence signal was connected to the pulse 
height analyzer and some 17,000 cells were run through the 
cytometer. The analyzer’s memory was then cleared, the 
input was connected to the fluorescein fluorescence signal, 
and another 50,000 cells from the same sample were run 
through the instrument to generate the histogram of Figure 
1-9B. The dot plots are taken from photos of the screen of 
an analog storage oscilloscope. I don’t suppose the fact that 
we and a lot of other people stopped buying all of that Po- 
laroid black-and-white film for our oscilloscope cameras 
loomed large in the company’s eventually going bankrupt, 
but you never know. In the context in which we were using 
it, the film was a highly unsatisfactory archival medium. 

The data represented in the histogram of Figure 1-13 
were acquired in list mode, meaning that values of all pa- 
rameters from all cells were stored in the computer’s mem- 
ory and, subsequently, on disk. List mode data acquisition 
doesn’t preclude generating histograms, dot plots, or multi- 
variate distributions while a sample is being run, and it does 
offer the user the considerable advantage of being able to 
reanalyze data well after they were acquired. The histogram 
in Figure 1-13 was generated months after the data were 
taken. Years ago, even after people had gotten used to having 
computers attached to their flow cytometers, they used to 
make a big fuss about acquiring data in list mode. There 
may have been some flimsy excuse for that attitude before 
mass storage media such as recordable CDs became avail- 
able; today, there is simply no reason not to collect data 
from every run in list mode. Period. All currently available 
instruments have the necessary software for list mode data 
storage, and can write files compliant with one or another 
revision of the Flow Cytometry Standard (FCS) estab- 
lished by the Data File Standards Committee of the 
International Society for Analytical Cytology (ISAC), an 
organization to which most serious flow cytometer users 
either belong or should. The standard makes it possible for 
analysis software from both cytometer manufacturers and 
third parties to read data from any conforming instrument. 

As to the actual data in Figure 1-13, we notice that the 
histogram, like the DNA histograms in Figures 1-8B and 
1-9A, is multimodal, meaning not that it has multiple iden- 
tical maxima, but that it contains multiple peaks. Only one 
of these, that to the far left, would even be suspected of be- 
ing a needle rather than a haystack. From the labels in Figure 
1-13, it can be surmised that there is good reason to suspect 
that the peaks at increasingly higher values of 90” scatter 
represent lymphocytes, monocytes, and granulocytes; we can 
even go back to page 7 and look at Figure 1-2 to convince 
ourselves that rhis is the case. However, just as we can’t read- 
ily separate the GJG, cells from the S cells, or the S cells 
from the G,/M cells, by looking at a DNA histogram alone, 
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we can't readily separate the lymphocytes from the mono- 
cytes and the monocytes from the granulocytes by looking 
only at the histogram of 90" scatter. 

Figure 1-14. Bivariate distribution of anti-CD3 anti- 
body fluorescence intensity vs. 90" (side) scatter for 
the same leukocyte population shown in Figure 1-13. 

The picture gets a lot clearer when we look at the bivari- 
ate distribution, or two-parameter histogram, shown in 
Figure 1-14. The raw data in this distribution came from the 
same list mode file used to compute the histogram of 90" 
scatter shown in Figure 1-13; meaning that, thanks to the 
ready availability of computers and data storage media, we 
are able to look at the same cells from many different points 
of view. Figure 1-14 shows clearly identifiable clusters of 
cells; it provides a much clearer separation of lymphocytes, 
monocytes, and granulocytes than one could obtain using 
90" scatter alone, and it also clearly separates the lympho- 
cytes into those that bind the anti-CD3 antibody, i.e., the T 
cells, and those that do not, most accurately identified as 
"non-T lymphocytes. 

While a similar separation of cell clusters would be dis- 
cernible on a dot plot, the bivariate distribution provides a 
more detailed picture of the relationship between two meas- 
ured parameters, because the distribution provides an indica- 
tion of the number of cells and/or the fraction of the cell 
population sharing the data values corresponding to each 
point in the two-dimensional measurement space, whereas 
the dot plot only indicates that one or more cells share the 
data values corresponding to a point in that space. 

A bivariate distribution is computed by setting aside nz 
storage locations, where n is the number of bits of resolution 
desired for the data. Obviously, n cannot be greater than the 
number of bits of resolution available from the ADC; in 
practice, a lower value is typically used, for two reasons. 
First, the memory requirements are substantial. If each pa- 
rameter has values ranging from 0 to 1,023, it is necessary to 
use 1,048,576 storage locations for a single distribution; this 
requires 2 megabytes if each location uses two bytes, or 16 
bits, which would allow up to 65,535 cells or events to be 
tallied in any given location. If each location uses four bytes, 
or 32 bits, 4 megabytes of storage are required, but the 

maximum number of cells that can be tallied in a location is 
increased to over 4 billion. 

While the issue of memory requirements for distribution 
storage would seem moot at a time when a computer can be 
equipped with a gigabyte of RAM for a couple of hundred 
dollars, a second consideration remains. When a two- 
parameter histogram is computed at high resolution, it is 
usually necessary to include a very large number of events in 
order to have more than a few events in each storage loca- 
tion; computing at a lower resolution may actually make it 
easier to appreciate the structure of the data from smaller cell 
samples. 

For a relatively long time, it was common to compute 
two-parameter histograms with a resolution of 64 x 64; these 
require 4,096 storage locations per histogram, which was a 
manageable amount of memory even in the early days of 
personal computers. Now, resolutions of 128 x 128 (16,384 
storage locations) and 256 x 256 (65,536 storage locations) 
are widely available. The distribution displayed in Figure 
1-13 has 64 x 64 resolution; values on a 1,024-channel scale, 
such as would be produced by a 10-bit ADC, would be di- 
vided by 16 to produce the appropriate value on a 64- 
channel scale, while the 8-bit (256 channels) values yielded 
by the lower-resolution converters found in older instru- 
ments would be divided by 4. 

The data presentation format used in the display of Fig- 
ure 1-14 is that of a gray scale density plot; the different 
shades of gray in which different points are displayed denote 
different numbers of cells sharing the Corresponding data 
values. There is an alternative display format for density 
plots in which different frequencies of occurrence are repre- 
sented by different colors instead of different shades of gray; 
this type of plot is described as a chromatic or color density 
plot. One can think of the gray levels or different colors in 
density plots as analogous to the scales that indicate different 
altitudes on topographical maps. Unfortunately, although 
the altitude scale is displayed on almost every published to- 
pographical map, the analogous scale of cell numbers or 
frequencies rarely finds its way into print alongside cytomet- 
ric density plots. 

Since computers now used for flow cytometric data 
analysis have color displays and color printers, chromatic 
plots are more common than gray scale plots. However, al- 
though color pictures are eye-catching and useful for presen- 
tations and posters, they can cost you money when included 
in publications. Those of us who run on lower budgets can 
almost always use a well-chosen gray scale for published dis- 
plays without losing information; those lucky enough to not 
have to think about the cost of color plates might want to 
choose color scales thar will not become uninformative when 
viewed by readers with defects in color vision. 

Figure 1-15 (next page) displays the two-parameter his- 
togram data of Figure 1-14 in an isometric plot, or three- 
dimensional projection, also commonly called a peak-and- 
valley plot; Figure 1-16 (next page) shows the same histo- 
gram as a contour plot. 
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Figure 1-15. The two-parameter histogram of Figure 
1-14 shown as an isometric o r  “peak-and-valley” 
plot. 

In a peak-and-valley plot, a simulated “surface” is cre- 
ated; the apparent “height,” or z-value, corresponding to any 
pair of x- and y-coordinates is made proportional to the fre- 
quency of occurrence of the corresponding paired data val- 
ues in the sample. In a contour plot, a direct indication of 
frequency of occurrence is not given for each point in the x- 
y plane. Instead, a series of contour lines, or isopleths, are 
drawn, each of which connects points for which data values 
occur with equal frequency. A contour plot, like a density 
plot, resembles a topographic map; a peak-and valley plot is 
more like a relief map. The fact is, though, that there is 
really no more information in one type of bivariate histo- 
gram display than in another. Take this as a mantra. 
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Figure 1-16. The two-parameter histogram of Figures 
1-14 and 1-15 displayed as a contour plot. 

Peak-and-valley plots seem to have largely fallen out of 
favor; none too soon, say I. One of their major disadvantages 
lies in the apriori unpredictability of where peaks and valleys 
will turn up. Big peaks in the simulated “front” block the 
view of smaller peaks in the simulated “back,” unless you use 
the 3-D graphics capabilities of your computer display to tilt 
and rotate the display. I suspect it’s the dedicated computer 
garners who are saving peak-and-valley plots from extinction. 

Contour plots require more computation than either 
chromatic or peak-and-valley plots. Although contour plots 
may appear to have higher resolution, this appearance is 
deceiving, resulting as it does from the necessity to smooth 
the data, i t . ,  average over neighboring points, in order to 
get the plot to look respectable. Contour plots also do not 
normally show single occurrences, although these can be 
superimposed as dots on a contour plot; some such adapta- 
tion is essential when dealing with rare events. I think people 
tend to use contour plots in publications because they look 
more detailed than dot plots and often reproduce better than 
gray scale density plots. 

I have always favored density plots, using chromatic plots 
for primary computer output and presentations, and, as a 
rule, gray scale plots for publication. I routinely use a binary 
logarithmic intensity scale, with one color or gray level 
indicating single occurrences, the next 2-3 occurrences, and 
subsequent colors indicating 4-7, 8-1 5, 16-31, 32-63, 63- 
127, and more than 127 occurrences. This makes it very 
easy to spot cells that occur with frequencies of less than one 
in 10,000. 

Although commercially available flow cytometers are 
now equipped to display sixteen or more parameters (which 
would typically include light scattering at two angles and 
fluorescence in twelve spectral regions, with the balance pos- 
sibly made up of different characteristics of the same pulses, 
such as width or height and area, and/or of ratios of the 
heights or areas of two signals from the same cell), almost all 
analysis is done using two-dimensional histograms or dot 
plots of two parameters in various combinations. 

Three-Dimensional Displays: Can We Look a t  
Clouds from Both Sides? No. 
Humans aren’t very good at visualizing spaces of more 

than three dimensions, but you’d certainly expect that, with 
everybody doing five- and six-parameter measurements in 
flow cytometry, three-dimensional displays would be com- 
monplace. Some sofnvare packages produce a “three- 
dimensional dot plot,” which I have called a cloud plot (see 
Figure 5-11, p. 241). Cloud plots have the same disadvan- 
tage as peak-and-valley plots; when one cloud gets in front of 
another, you have to recompute and change the viewing 
angle to see what’s where. A few people have gone so far as 
to generate stereo pair images to improve the three- 
dimensional quality of the displays; they may be the same 
folks who have kept peak-and valley plots alive. 

Three-parameter histograms are problematic for several 
reasons. First, even a 64 x 64 x 64 3-parameter histogram 
requires 262,144 storage locations, although there are some 
tricks that can reduce the storage requirements. Once you 
do, though, there’s still a problem with how to display the 
data. Isometric plots would require four dimensions, which 
is out, and contour and chromatic plots demand x-ray vision 
on the part of the observer. As a result, what people have 
generally done when they need to represent something 
analogous to a 3-parameter histogram is show 2-parameter 
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histograms in “slices,” with the resolution along the “sliced” 
axis often lower than that of the 2-parameter histograms, so 
that there might be four to sixteen 64 x 64 histograms rather 
than sixty-four. “Slicing” a histogram, if you stop to think 
about it, is exactly equivalent to defining a series of rectangu- 
lar gating regions along the z-axis. And, speaking of gating 
regions, the slicing technique just mentioned is about the 
only practical way of setting gates in a three-dimensional 
space. 

There’s a lot of information to deal with when you’re 
just looking at two-parameter displays; three-parameter dis- 
plays could quickly get you to the point of information over- 
load. If we are dealing with n parameters, the number of 
possible two-parameter displays, counting those showing the 
same two parameters with the x- and y-axis switched, and 
omitting those in which the same parameters are on both 
axes, is n x (n-l), while the number of possible three- 
parameter displays, counting those showing the same three 
parameters with axes switched and omitting those with the 
same parameter on two or three axes, is n x (8-1) x (n-2). 
For the five-parameter data we have been looking at, we have 
20 possible two-parameter displays and 60 possible three- 
parameter displays; for 16-parameter data, we would have 
240 possible two-parameter displays, which is frightening 
enough, and a mind-boggling 3,360 three-parameter dis- 
plays. It could take months to run an analysis on a single 
tube if we had to look at all of them. So, as usual, it is best 
to get our heads out of the clouds. 

Identifying Cells in Heterogeneous Populations: Lift Up 
Your Heads, Oh Ye Gates! 

Most of the interesting applications of flow cytometry 
involve identifying cells in heterogeneous populations; what 
varies from case to case is the basis of the heterogeneity. We 
have already noted several varieties of heterogeneity in our 
brief examination of DNA content analysis. Cells in a pre- 
sumably pure, clonally derived, unsynchronized culture will 
contain different amounts of DNA because they are in dif- 
ferent stages of the cell cycle. A DNA aneuploid tumor con- 
tains strornal and tumor cells with different GJG, DNA 
contents, and both stromal and tumor cells may be in differ- 
ent cell cycle phases. Sperm differ in DNA content depend- 
ing on which sex chromosome is present. Heterogeneous 
populations of microorganisms such as are encountered in 
seawater contain many different genera and species, each 
with its characteristic genome size. In all of the above cases, 
it is possible to identify cell subpopulations based on differ- 
ences in DNA content. 

In the widely studied heterogeneous cell populations that 
comprise blood, the majority of cells are neither DNA ane- 
uploid nor progressing through the cell cycle. Thus, when 
the problem is the identification of different cell types in 
blood, DNA content is generally not a parameter of choice. 
Figure 1-17, on the next page, illustrates the use of several 
better suited parameters and of multiple gating methods in 
one of the most common clinically relevant applications of 

flow cytometry, the identification of T lymphocytes bearing 
CD4 and CD8 antigens in human peripheral blood. 

If we simply stained cells with a combination of differ- 
ently colored acidic and basic dyes, as Paul Ehrlich, who 
developed the basic technique, did in the late 18OO’s, we 
would be able to use transmitted light microscopy (with 
relatively strongly absorbing dyes at high concentrations) or 
fluorescence microscopy (with fluorescent dyes, probably at 
lower concentrations) to do a classical differential white 
blood cell count. The presence or absence of cytoplasmic 
granules would let us distinguish the granulocytes from the 
mononuclear cells (monocytes and lymphocytes). The rela- 
tive amount of staining of those granules by the acidic and 
the basic dye would allow us to identify eosinophilic (aci- 
dophilic to Ehrlich), basophilic, and neutrophilic granulo- 
cytes. The size of the cells, amount of cytoplasm, and nu- 
clear shape would allow us to distinguish most of the mono- 
cytes from most of the lymphocytes. But that’s about as far 
as we would get. A typical peripheral blood lymphocyte is a 
small, round cell with a relatively thin rim of cytoplasm sur- 
rounding a compact, round nucleus. The nucleus, like the 
nuclei of all cells, stains predominantly with the basic dye 
(one of the methylene azure dyes in a typical Giemsa or 
Wright’s stain), which is attracted to the acidic phosphate 
groups of the nuclear DNA. The basic cytoplasmic proteins 
attract some of the acidic dye (eosin in the mixtures com- 
monly used for staining blood), but RNA in the cytoplasm 
also attracts the basic dye. And the staining pattern of most 
peripheral blood lymphocytes is pretty much the same, 
whether they are B lymphocytes or T lymphocytes, and, if T 
lymphocytes, whether they bear the CD4 or the CD8 anti- 
gen (although both antigens are present on developing T 
lymphocytes in the thymus, almost all of the T lymphocytes 
present in the peripheral blood have lost one or the other). 

The optical flow cytometers used for differential white 
cell counting in hematology laboratories, which typically 
measure forward and side scatter, can distinguish lympho- 
cytes from monocytes and granulocytes using these meas- 
urements alone, but cannot thereby distinguish different 
types of lymphocytes. However we have already seen from 
Figures 1-13 through 1-16 that the combination of side 
scatter measurements and measurements of fluorescence of 
cell-bound antibodies allows us to distinguish T lympho- 
cytes from other lymphocytes. It should therefore come as 
no surprise that the probes, or reagents, that allow us to 
define lymphocyte subpopulations, and most other sub- 
classes of cells in the blood, bone marrow, and organs of the 
immune system, are antibodies, and that we detect antibod- 
ies bound to cells by the fluorescence of labels attached, 
usually covalently, to the antibody molecules. Flow cytome- 
try greatly facilitated the development of monoclonal anti- 
body reagents, and flow cytometry has since been indispen- 
sable for defining the specificities of these reagents and, 
thereby, allowing their routine use for cell classification in 
clinical and research laboratories. 
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CD45 PerCP CD45 PerCP CD4 APC 

Figure 1-17. Identification of human peripheral blood T lymphocytes bearing CD4 and CD8 antigens. Data 
provided by Frank Mandy; analysis and displays done by Jennifer Wilshire using FlowJo software (Tree 
Star, Inc.). 

The displays in Figure 1-17 show an older and a newer 
gating method for defining a lymphocyte population. The 
gates are drawn with the aid of a mouse or other pointing 
device. Flow cytometric s o h a r e  typically provides for sev- 
eral types of bitmap gating, which allows the user to define 
more or less arbitrarily shaped gating regions on a dot plot or 
two-parameter histogram. Almost all programs allow the 
user to draw polygons to define the boundaries of gating 
regions; most also allow definition of regions bounded by 
rectangles, ellipses, or free-form curves. While most cell 
sorters make use of no more than four gating regions at any 
given time, data analysis s o h a r e  typically provides for a 
larger number, to facilitate deriving counts of a reasonable 
number of cell subpopulations in heterogeneous samples 
such as are obtained from blood. 

Cluster Headaches 
The objective of gating is the isolation, in the measure- 

ment space, of a cluster of cells. The term cluster is used in 
flow cytometry (and in multivariate data analysis in general) 
to denote any relatively discernible, reasonably contiguous 
region of points in a bivariate display; that may sound im- 
precise, but there isn’t any more precise definition. You’re 
supposed to know a cluster when you see one. 

In panel A of Figure 1-17, a polygonal gate is drawn 
around a cluster of cells with intermediate values of forward 
scatter and low values of side scatter; it was established by 
sorting experiments in the 1970’s that most of the cells in 

such a cluster were lympho~ytes’~~, and lymphocyte gating 
was incorporated into analysis of lymphocyte subsets at a 
fairly early stage in the game175-6. However, there was some 
concern that cells other than lymphocytes might be found in 
the gate. If one were interested only in T lymphocytes, it 
would be possible, as Mandy et al demonstrated in the early 
1 9 9 0 ’ ~ ’ ~ * ~ ,  to define a well isolated cluster of these cells on a 
display of anti-CD3 antibody fluorescence vs. side scatter 
(look back at Figures 1-13 to 1-16). This did not satisfy the 
HIV immunologists, who wanted to know not only the ab- 
solute number of CD4-bearing T cells per unit volume of 
blood, but also what percentage of total lymphocytes the 
CD4-bearing T cells represented. The current practice for 
defining a lymphocyte cluster uses a two-dimensional display 
of anti-CD45 antibody fluorescence vs. side scatter, as 
shown in panel B of Figure 1-17, talung advantage of the 
fact that lymphocytes have more CD45 antigen accessible on 
their surfaces than do monocytes and gran~locytes l~~~.  

Painting and White- (or Gray-) Washing Gates 
The gates in panels A and B of Figure 1-17 have been 

painstakingly drawn so that each includes 23.3 percent of 
the total number of events (where events include cells, dou- 
blets, debris, and the counting beads added to the sample). 
We have decided to accept the CD45lside scatter gate in 
panel B as the “true” lymphocyte gate; the question then 
comes up as to whether the forward scattedside scatter gate 
in Panel A contains cells that would not fit into this gate. 
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In order to answer this question, we need a way of find- 
ing the cells in the forward scattedside scatter gate on a dis- 
play of CD45 vs. side scatter. Most modern data analysis 
programs incorporate the means to do this; the user can as- 
sociate a different color with each gate set, thus allowing cells 
falling within that gate to be distinguished on plots of pa- 
rameters other than those used to set the gates. Becton- 
Dickinson’s “Paint-A-Gate’’ program was one of the first to 
provide this facility. 

When you are working on a low budget, and restricted 
to monochrome displays, you can always emulate Whistler 
and use shades of gray instead of colors, as has been done in 
panels D and E of Figure 1-17. In this instance, the cells 
from the gates in panels A and B have, respectively, been 
shown in black in panels D and E; all of the other cells ap- 
pear in light gray. The panel D and E displays also use a 
convenient feature found in the FlowJo program; the dots 
can be, and here are, made larger. This can be useful when 
one tries to show very small subpopulations in dot plots, 
and, indeed, we see that there are a few cells from the for- 
ward scattedside scatter gate of panel A that show up in 
panel D outside the “true” lymphocyte gate as defined using 
CD45/side in panel B. Of course, the cells from the gate in 
panel B remain in the same positions in panel E; since we 
started out assuming that the gate in panel B was the true 
gate, you can’t really call that a whitewash. 

Moving right along, in this case to panel C, we will look 
only at the cells from the lymphocyte gate defined in panel 
B, on a plot of anti-CD3 antibody fluorescence vs. side scat- 
ter. We can now draw a rectangular gate around those that 
bear the CD3 antigen; these are the T cells. 

The Quad Rant: Are  You Positive? Negative! 

In panel F, the T cells defined by the gate in panel C are 
shown on a plot of anti-CD4 antibody fluorescence vs. anti- 
CD8 antibody fluorescence. This plot is broken into quad- 
rants, i.e., four rectangular gating regions that intersect at a 
single central point. The percentages of events that fall in 
each of the quadrants are indicated. There are clear clusters 
of events with high levels of CD8 and low levels of CD4 and 
of events with high levels of CD4 and low levels of CD8, a 
small but respectable number of events with low levels of 
both, and a few events with high levels of both. At first, it 
seems as if all’s right with the world. But maybe there’s a 
problem with our world view. 

Dividing measurement spaces into quadrants is, in part, 
a throwback to the old days of flow cytometry without com- 
puters, when gates were implemented using hardware, and it 
was much easier to make them rectangular than it was to 
make them any other shape. Quadrants work best when the 
data fall neatly into rectangular regions, and when cells ei- 
ther have a lot of a particular antigen or other marker, mak- 
ing them positive, or very little or none, making them nega- 
tive. The CD4-CD8 distribution of peripheral blood lym- 
phocytes is about as good an example of this situation as can 
be found, but, even here, we see that, while the events divide 

clearly into positives and negatives on the CD4 axis, there 
are some events with intermediate levels of CD8. 

If we were looking at cells from the thymus, quadrants 
wouldn’t work well at all, because there are a lot of imma- 
ture T cells in the thymus that have both CD4 and CD8, 
some of which are acquiring the antigens and some of which 
are losing them, and where one draws the quadrant bounda- 
ries is pretty much arbitrary. But problems with immuno- 
fluorescence data go beyond that, and beyond quadrants. 

Deals with the Devil: Logarithmic Amplifiers 
and Fluorescence Compensation 

The need and desire to measure immunofluorescence 
have motivated much of the development of modern flow 
cytometry. However, two problems associated with im- 
munofluorescence measurement, and the less than satisfac- 
tory techniques applied to their solution, have been frustrat- 
ing to beginners and experts alike. 

The first problem is that of making and representing the 
results of measurements encompassing a large dynamic 
range. The first flow cytometers used to make immunofluo- 
rescence measurements weren’t very sensitive. The green 
fluorescent dye fluorescein was used to label antibodies, and 
fluorescence was measured through color glass long pass 
filters, which, in addition to fluorescein fluorescence, let 
through cellular autofluorescence, probably due primarily 
to intracellular flavins. The filters themselves also emitted 
some fluorescence when struck by stray laser light. This 
made it impossible to detect fewer than several thousand 
antibody-bound fluorescein molecules on an unstained cell. 
However, since the maximum number of antibody-bound 
fluorescein molecules present on a cell might be a million or 
more, it was desirable, even before sensitivity was increased, 
to have some useful way of expressing results that varied over 
the three decade range between 1,000 and 1,000,000. 

One obvious technique was to report and display results 
on a logarithmic s d e .  You can see examples of this in Fig- 
ure 1-17, if you look at the numeric values and the positions 
of the tick marks on the axes of panels B, C, D, E, and F. 
Although the linear scales shown for forward and side scatter 
measurements (as in panel A) are accurate, the logarithmic 
scales may only be approximate. When analog data are digi- 
tized to relatively high resolution (16 to 20 bits), it is possi- 
ble to convert signals accurately from a linear to a four dec- 
ade (range 1 to 10,000) logarithmic scale and back using a 
digital computer; some modern cytometers employ this 
technique. However, in the 1970’s and 1980’s, the high- 
resolution ADCs needed to implement this procedure sim- 
ply weren’t available. The stopgap solution, which is still in 
use by some manufacturers, was to employ logarithmic am- 
plifiers, commonly if not affectionately known as log amps. 

A log amp is an analog electronic circuit that, in princi- 
ple, puts out a voltage or current proportional to the voltage 
or current at its input. So far, so good. The bad news is that 
the proportionality constant may vary with time, tempera- 
ture, input voltage, and, I suspect, the experimenter’s astro- 
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logical sign. A log amp isn’t a log table, or even approxi- 
mately like one. The worse news is that nobody much cared 
how bad log amps were until the late 1980’s, when people 
got interested in trying to make quantitative measurements 
of immunofluorescence and got really screwed up trying to 
convert from logarithmic to linear scales and back. We can 
expect the trend toward digital processing will continue, 
allowing logarithmic amplifiers to be replaced or, alterna- 
tively, monitored and calibrated; either approach should 
result in increased accuracy of representation of measure- 
ments on logarithmic scales. 

A different set of complications was introduced by the 
development of antibody labels that enabled flow cytometers 
with a single illuminating beam (488 nm) to be used to 
make simultaneous measurements of immunofluorescence 
from several cell-bound antibodies. The first of these labels 
was the yellow fluorescent phycoerythrin (PE), a protein 
found in the photosynthetic apparatus of algae. By attaching 
dyes to this molecule, making what are called tandem con- 
jugates, it is possible to obtain fluorescence emission at 
longer wavelengths. When the rhodamine dye Texas red is 
attached to phycoerythrin, the resulting conjugate emits in 
the orange spectral region (620 nm); phycoerythrin with the 
indodicarbocyanine dye Cy5 attached emits in the red (670 
nm). Tandem conjugates of phycoerythrin with the cyanine 
dyes Cy5.5 and Cy7 emit even farther in the red or near 
infrared, at 700 and 770 nm. Some flow cytometers now in 
commercial production can be used to make simultaneous 
measurements of cells labeled with fluorescein, phyco- 
erythrin, and all of the tandem conjugates just mentioned; 
most allow fluorescence in at least three spectral regions to 
be measured. The raw measurements, however, will not 
leave us in a state of conjugate bliss; we still have to contend 
with the problem of compensation for fluorescence emis- 
sion spectral overlap between the labels, which only gets 
worse as the number of labels excited at a single wavelength 
increases. Figures 1-18 and 1-19 (pages 37 and 38) should 
provide some understanding of the problem and its solution. 

Most fluorescent materials emit over a fairly broad range 
of wavelengths. When we describe fluorescein as green fluo- 
rescent, what we really mean is that if you look at it under a 
fluorescence microscope, the fluorescence looks green, and 
that if you measure the spectrum in a spectrofluorometer, 
the emission maximum is in the green spectral region. When 
we try to measure fluorescein fluorescence in a flow cytome- 
ter, we typically use a detector fitted with a green filter that 
passes wavelengths between 515 and 545 nm. However, as 
can be seen in Figure 1-18, the emission spectrum of fluo- 
rescein doesn’t start abruptly at 5 15 nm and stop abruptly at 
545 nm; it extends out well beyond 600 nm, although the 
fluorescence at the longer wavelengths is considerably less 
intense. There’s quite a bit of emission from fluorescein in 
the 560-590 nm spectral region that we call yellow, and in 
which the emission maximum of phycoerythrin lies. That 
means that if we were to stain cells or other particles with 
fluorescein and nothing else, and measure them in a flow 

cytometer with both green and yellow detectors, we’d pick 
up a strong signal in the green detector, and also detect some 
signal in the yellow detector. 

The phycoerythrin emission spectrum also extends well 
beyond the 560-590 nm yellow wavelength range we use for 
measurements of phycoerythrin fluorescence. There is some 
emission below 560 nm, in the 515-545 nm green region, 
and considerably more above 580 nm. If we put cells stained 
with phycoerythrin and nothing else into the cytometer, 
we’d get the strongest signals from the yellow detector, and 
some signals from the green, orange, and possibly the red 
detectors as well. The same argument holds for the orange 
and red fluorescent tandem conjugates; each of these will 
definitely be detectable in the detector intended to measure 
the other, and signals from the orange conjugate will show 
up at the yellow detector as well, and possibly also in the 
green one. 

If we put a cell sample stained with antibodies labeled 
with fluorescein, phycoerythrin, and the orange and red PE- 
Texas red and PE-Cy5 conjugates into the machine, the 
signal we get from the green detector is going to be com- 
prised mostly of fluorescein fluorescence, with a smaller con- 
tribution from phycoerythrin fluorescence, possibly a wee bit 
from the orange conjugate, and some from cellular autofluo- 
rescence. The signal from the yellow detector will represent 
mostly phycoerythrin fluorescence, with substantial contri- 
butions from fluorescein and the orange conjugate, possibly 
some from the red conjugate, and some from autofluores- 
cence. And so on for the signals from the orange (600-620 
nm) and red (660-680 nm) detectors. Now, how much is 
“some,” “a substantial contribution,” or “a wee bit”? 

That will depend on the gain settings used for the vari- 
ous detectors. Once these are set, it is fairly simple to quan- 
t i 6  the degree of spectral overlap. For example, suppose we 
measure cells or beads stained only with fluorescein, and 
they produce signals with a mean intensity (peak height or 
area) of 5 V from the green detector and signals with a mean 
intensity of 1 V from the orange detector. If we were then to 
measure cells stained with fluorescein and phycoerythrin, 
and we wanted to remove the fluorescein contribution from 
the orange detector signal, we could subtract 1/5 of the 
green signal intensity. If a doubly stained cell yielded a signal 
of 1 V from the green detector, we’d subtract 0.2 V from the 
orange signal, no matter what the value of the orange signal 
was; if the cell yielded a 4 V signal from the green detector, 
we’d subtract 0.8 V from the orange signal, and so on. Well, 
actually, we’d also have to do the reciprocal calculations to 
figure out how much of the orange signal to subtract from 
the green signal to remove the contribution due to phyco- 
erythrin. In principle, though, we could figure out the whole 
business using high school algebra, by solving simultaneous 
linear equations. Linear equations.. . aye, there’s the rub. 

All of the operations involved in fluorescence compensa- 
tion must be performed on linear signals. You have to make 
the measurements on a linear scale to determine the fractions 
of fluorescence signal at each detector due to each fluores- 
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Figure 1-18. Why fluorescence compensation is necessary. The emission spectra shown are for equal concentra- 
tions (mg antibodylml) of mouse anti-human IgG directly conjugated with fluorescein (FL), phycoerythrin (PE), 
and tandem conjugates of phycoerythrin with Texas red (PE-TR) and Cy5 (PE-Cy5), with excitation at  490 nrn. 
Boxes demarcate the passbands of the green (530 nm), yellow (575 nm), orange (610 nm), and red (670 nrn) 
filters used on the fluorescence detectors. Spectra are corrected for PMT responsivity differences at different 
wavelengths. 

cent label, and the subtractions needed to make the neces- 
sary corrections also have to be done in the linear domain. 
But, as you remember, we usually tend to feed signals from 
immunofluorescence measurements through logarithmic 
amplifiers. How, then, do we introduce the fluorescence 
overlap compensation? 

What happens in most older flow cytometers is that yet 
another analog circuit is built in between the preamplifier 
outputs and the log amp inputs. The circuit is something 
like an audio mixer, except that it subtracts signals instead of 
adding them; the operator adjusts one knob to determine 
the amount of green signal to subtract from yellow, another 
to determine the amount of yellow signal to subtract from 
green, etc. For two colors, this isn’t all that hard to do. For 
three colors, you need six knobs, although you can get away 
with four if you ignore the green-orange and orange-green 
interactions. For four colors, you should have twelve knobs, 
though you might get away with eight. Each knob, of 
course, is attached to a potentiometer, or variable resistor, 
which, as was noted in the discussion of window compara- 
tors on p. 28, is basically a volume control. That starts to 
add up to a lot of electronic circuitry. Things may look 
neater if you let a computer control the compensation using 
digital-to-analog (D-A) converters, but you still end up 
with a lot of electronics at the input of your log amps. 

Now, the whole reason we bother using log amps is to 
get a large dynamic range for our measurements. If we want 
a four decade dynamic range, with the top of the highest 
decade at 10 V, we end up with the top of the next highest 

at 1 V, the top of the next highest at 100 mV, and the low- 
est decade encompassing signals between 1 and 10 mV. If 
you want to process signals between 1 and 10 mV, you have 
to keep the noise level below 1 mV. I’ve measured noise in a 
number of older flow cytometers from a number of manu- 
facturers, and I haven’t run across one with noise below 1 
mV at the preamplifier outputs. The more electronic com- 
ponents you stick in the circuit, the more opportunities 
there are to increase the noise level, and my considered opin- 
ion is that it is unlikely that a system that implements four- 
color compensation in electronics will be able to maintain 
the low noise level needed to insure a true four decade dy- 
namic range. 

Quite aside from all that, though, most people can’t 
solve simultaneous linear equations in their heads, and those 
few who can probably can’t manage to solve equations and 
twiddle knobs on compensation circuitry at the same time. 
You have a reasonable chance of getting two-color compen- 
sation close to right by eye; three-color compensation gets a 
little tougher, and you’re kidding yourself if you think you 
can do four-color compensation correctly without solving 
equations. As far as I know, the manufacturers have capitu- 
lated completely on the subject of compensation for more 
than four colors; the knobs are gone. 

There was really no choice. If you keep all the electronic 
measurements linear, using an A-D converter with 16 or 
more bits’ precision, you can dispense with 1) all of the 
knobs and their associated electronics, 2) all of the log amps, 
and 3) the semiempirical process of knob twiddling for fluo- 



38 I Practical Flow Cytometry 

Green Fluorescence Red Fluorescence PE-Cy5 Anti-CD4 

Figure 1-19. How compensation gets data to fit into quadrants. 

rescence compensation. The simultaneous linear equations 
can be solved using digital computation, which can also do 
highly accurate conversions to a logarithmic scale. Once you 
have access to high-resolution digitized data, the logarithmic 
scale is only really needed for display, anyway; any statistical 
calculations that need to be done can be done on the linear 
data. 

A significant advantage of high-resolution digitization of 
data is that you can go back to data that were not properly 
compensated when they were collected, transform them 
from a log scale to a linear one, if necessary, and redo the 
compensation. There are flow cytometry s o h a r e  packages 
that will let you play this game with log scale data that were 
digitized using 8- or 10-bit ADCs, but you end up with 
plots that have “holes” in the clusters due to the substantially 
larger, unavoidable digitization errors associated with lower 
resolution converters. The plots can be, and usually are, 
made more lovely to look at by dithering, adding random 
numbers to the data values. This technically degrades the 
quality of the data, but not by that much. I used to disap- 
prove of it; I am now willing to accept it as yet another of 
the many deals with the devil that have to be made at the 
current state of the art. Within a few more years, almost all 
of the instruments in use will have higher resolution data 
analysis, and the plots of flow cytometric data will look 
pretty without benefit of dithering and diddling. 

Evils of Axes: Truth in Labeling Cells and Plots 

Mislabeling of axes, usually unintentional (I hope), is 
seen all too often in plots of flow cytometric data. Beginners 
and old-timers do it, and the mislabeling gets by journal 
reviewers, editors, and proofreaders. With the aid of Figure 
1-19, which illustrates the effects of compensation, we can 
consider why mislabeling may occur and how to avoid it. 

The data in Figure 1-19 were taken from a sample of 
whole blood stained with fluorescein anti-CD3 antibody, 
phycoerythrin anti-CD8 antibody, and phycoerythrin-Cy5 
anti-CD4 antibody. Erythrocytes in the sample were lysed, 
and the sample was fixed with a low concentration of for- 

maldehyde, before analysis. Panel A shows a dot plot of 
green fluorescence vs. side scatter, with both parameters dis- 
played on a 4-decade logarithmic scale. A polygonal gate is 
drawn around a cluster I claim are T cells; the cells (events, if 
we want to be more precise) in this gate are plotted in black, 
while the remainder of the population is plotted in light 

gray 
If you look at Figure 1-14 (p. 31), you will notice that it 

is also a plot, in this case, a two-dimensional histogram, with 
anti-CD3 fluorescence on the x-axis and side scatter on the 
y-axis. In Figure 1-14, the y-axis is explicitly labeled as lin- 
ear, and the x-axis as log, since one cannot tell whether the 
scale is log or linear simply by looking at the superimposed 
grid. The logarithmic scales on the axes of the panels in Fig- 
ure 1-19 provide us with tick marks that would tell us that 
the scale was logarithmic even without the associated num- 
bers, which are simply arbitrary indicators of intensity. 

However, the x-axis of Figure 1-14 is labeled as “Log 
CyC-CD3 Flu,” which means that this axis represents the 
intensity of fluorescence, on a logarithmic scale, of an anti- 
CD3  antibody, labeled in this case with PE-Cy5, with CyC 
being an abbreviation for one of the trademarked versions of 
this tandem conjugate label. The x-axis in panel A of Figure 
1-1 9 is labeled “Green Fluorescence.” What’s the difference? 

The difference is that fluorescence compensation has 
been applied to the data in Figure 1-14, but not to the data 
in panel A (or panel B) of Figure 1-19. So what is displayed 
on the x-axis in panel A is really green fluorescence, most of 
which is from the fluorescein label on the anti-CD3 anti- 
body, but some of which is from the PE antLCD8 and PE- 
Cy5 anti-CD4 antibodies. And some is probably from cellu- 
lar autofluorescence, but we’ll neglect that for the time be- 
ing. We can get away with drawing a T cell gate using the 
uncompensated data because the fluorescein fluorescence 
pretty much dominates the uncompensated signal. 

The situation is quite different when we look at panel B 
of Figure 1-19. The cells in this dot plot are only those with 
side scatter and fluorescence values falling within the T-cell 
gate shown in panel A. The axes of panel B are labeled as 
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showing red and yellow fluorescence, both on logarithmic 
scales, and I labeled them that way because the data are not 
compensated. There are two major clusters of cells/events 
visible in panel B, but points in each display significant in- 
tensities of both red and yellow fluorescence. 

Panel C of Figure 1-19 shows the same cells, i.e., those 
in the original T cell gate, after compensation has been ap- 
plied. What compensation has done is solve three linear 
equations in three unknowns; this gives us the fluorescence 
intensities of the fluorescein anti-CD3, PE anti-CD8, and 
PE-Cy5 anti-CD4 antibodies, which can now be plotted as 
such, allowing the x- and y-axes of panel C to be labeled 
“PE-Cy5 anti-CD4” and “PE anti-CD8.” The major clusters 
of cells, representing CD-4 bearing T lymphocytes (often 
described as CD3+CD4+ cells, where the superscript “+” de- 
notes positive) and CD-8 bearing T lymphocytes 
(CD3’CD8’ cells), are clearly visible, and could be fit nicely 
into quadrants. 

Now, it would probably be perfectly legitimate to label 
the x-axis of panel C as “PE-Cy5 CD4,” or even just “CD4,” 
and the y-axis as “PE CD8,” or just “CD8.” However, if you 
want to be picky, what you are looking at is antibody bound 
to the cells. There’s little doubt that almost all of the anti- 
CD4 antibody bound to T cells is bound to CD4 antigen on 
the cell surfaces, or that almost all of the anti-CD8 antibody 
bound to T cells is bound to cell surface CD8 antigen. O n  
the other hand, both Figure 1-14 and panel A of Figure 1- 
19 show apparent binding of anti-CD3 antibody to mono- 
cytes and granulocytes; this is almost certainly nonspecific 
binding, which can occur via a variety of different mecha- 
nisms, and if we haven’t got “truth in labeling for the cells, 
we won’t have it for the axes. 

Some labels for axes should get the axe right away. The 
first candidates on my hit list are “FLI,” “FL2,” “FL3,” etc., 
which usually mean green (515-545 nm), yellow (564-606 
nm), and red (635 to about 720 nm, by my guess, limited 
by the characteristics of the 650 nm long pass filter at the 
short end and by the fading response of the detector at the 
long end) fluorescence. These were the fluorescence meas- 
urement ranges in the Becton-Dickinson FACScan, the first 
really popular benchtop 3-color fluorescence flow cytometer. 
The fluorescence filters in this instrument could not be 
changed, so at least FL1, FL2, and FL3 always meant the 
same thing - to FACScan users. However, in the B-D FAC- 
SCalibur, which has replaced the FACScan, while FL1 and 
FL2 still represent the same wavelength ranges, FL3 is differ- 
ent for 3- and 4-color instrument setups (650 long pass for 
3-color; 670 long pass for 4-color). I think it’s perfectly ap- 
propriate to use, for example, “green fluorescence,” “5 15- 
545 nm fluorescence” (indicating the approximate range), or 
“530 nm fluorescence” (indicating the center wavelength), 
or even “Green (530-545 nm) fluorescence),” but let’s lose 
FL1, FL2, FL3, etc. If you’re using a long pass filter, then 
say, for example, “>650 nm fluorescence.” If the data come 
from a flow cytometer with multiple excitation beams, then 
you might want a label like “UV-excited blue fluorescence,” 

or “355+450 nm fluorescence.” And also remember that 
the fluorescence color designation or bandwidth range is 
only really appropriate if you’re displaying or talking about 
uncompensated data; the whole point of compensation is to 
get you a new set of variables that represent the amounts of 
probes or labels in or on the cells, rather than the measure- 
ment ranges in the cytometer. 

I’ve already been through the labels once, in the discus- 
sion in the previous column about whether to use the anti- 
gen name or the antibody name as an axis label. However, I 
will return to this area to skewer the next victim on my hit 
list, which is “FITC.” Almost everybody uses this; I have 
done so myself, but I have seen the error of my ways. 
“FITC” is a perfectly valid abbreviation for fluorescein 
isothiocyanate, which is the most popular reactive fluo- 
rescein derivative used to attach a fluorescein label to anti- 
bodies and other probe molecules. Once the FITC reacts 
with the antibody, it isn’t HTC anymore, and one typically 
dialyzes the fluorescent antibody conjugate, or runs it over a 
column, in order to remove free fluorescein (the FITC is 
pretty much all hydrolyzed by the time you finish, anyway). 
Oh, yes, FITC can also be applied directly to cells, to stain 
proteins; once again, what you end up with bound to the 
proteins is fluorescein, not FITC. It would seem simple 
enough to use “FL” as an abbreviation for fluorescein, the 
way we use “PE” for phycoerythrin. I guess the problem here 
is that nobody wants to describe a fluorescent antibody as, 
say, “FL anti-CD3,” rather than “FITC anti-CDS,” because 
that might get it conhsed with “FLI,” “FL2,” “FL3,” etc. 
Well, after I take over the world, we won’t have that prob- 
lem. 

Then there are the scatter signals. “Forward Scatter,” 
“Small Angle Scatter,” “FALS,” and “FSC” are all acceptable 
as axis labels; however, unless you have calibrated your 
measurement channel and have derived a cell size measure- 
ment from forward scatter, “Cell Size” is really inappropri- 
ate. In the same vein, I’d use “Side Scatter,” “Large Angle 
Scatter,” “90” scatter,” “RALS,” or “SSC” without much 
hesitation, but avoid “Granularity.” People knowledgeable 
about flow will know what you are measuring; if your audi- 
ence is uninitiated, you should provide a brief explanation. 

It’s also about time that people stopped referring to data 
collected with flow cytometers as “FACS data” instead of 
“flow cytometry data.” “FACS” is the abbreviation for 
“Fluorescence-Activated Cell Sorter (or Fluorescence- 
Activated Cell sorting”), originally used by Herzenberg et al, 
and has been a Becton-Dickinson trade name since B-D 
commercialized their instrument in the 1970’s. All FACSes 
are flow cytometers, but not all flow cytometers are FACSes, 
and some FACSes, such as FACScans and FACSCounts, 
aren’t even Fluorescence-Activated Cell Sorters. 

And, finally, as long as I’m ticked off, I should remind 
you that the tick marks on the log scale will almost certainly 
not represent the real scale if the instrument uses log amps 
without compensating for their deviations from ideal re- 
sponse. 
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When Bad Flow Happens to Good Journals 

Well, you might ask, does it really matter that much 
whether the axis labels are absolutely correct? Won’t the 
more egregious mistakes be picked up before manuscripts 
get accepted and published? Unfortunately not; there has 
been a great deal of weeping and wailing in the cytometry 
community of late about this issue, because we see a lot of 
bad cytometry data presentation in a lot of the more prestig- 
ious general interest and cell biology journals, and even in 
some of the tonier titles in hematology and immunology. 

To be sure, flow cytometry may not be the only techni- 
cal area in which there are such problems. A typical paper 
with ten or more authors might include data from gel elec- 
trophoresis, gene array scanning, confocal microscopy, etc., 
as well as flow data. It will probably have been reviewed by 
no more than three people, and they can’t know all of the 
methodology in detail. There may be gel curmudgeons and 
array curmudgeons out there grumbling at least as loudly as 
the flow curmudgeons and the confocal curmudgeons. 

In preparing this edition of Practical Flow Cytomety, I 
asked several people to send me corrected versions of data 
displays that appeared in papers dealing with significant 
refinements in technology that were critical to the biological 
or medical applications discussed. The referees didn’t pick 
up the original mistakes; neither did the authors, who were 
good sports about responding to my requests. 

Most of the time, bad flow data presentations, or even 
minor errors in interpretation, don’t invalidate the principal 
conclusion(s) of a paper. When they do, the obvious remedy 
is for the original authors to correct their errors, or for some 
other people to produce another paper using better tech- 
nique to reach the right conclusion. But it’s much better all 
around if the mistakes are corrected before the manuscripts 
get sent in. 

Meanwhile, it is incumbent upon us all to maintain a 
certain level of vigilance, not only when preparing cytomet- 
ric data for presentation and publication, but when loolung 
at data that others have presented or published. If it’s impor- 
tant to you to know the details of an experiment, either be- 
cause you want to duplicate it and/or adopt the rnethodol- 
ogy or because its conclusions form part of the foundation 
for something you want to do, work through the details. 
These days, it’s not that uncommon to find multiparameter 
flow data in a paper in which little details such as the source 
of the antibodies used, or even which antibodies had which 
labels, are omitted from the “Materials and Methods” sec- 
tion. 

Now, in an ideal world, in which everything has been 
done correctly, it shouldn’t matter that much; I’ve already 
come out in favor of simple axis labels such as “anti-CD4” 
or “CD4,” and, assuming that the reagents and cell prepara- 
tion, initial measurements, gating, and compensation were 
not flawed, it shouldn’t matter which antibody or label was 
used in an experiment. But it does. If the details you need 
aren’t in the published paper, contact the author. That’s why 

the e-mail address, and the snail mail address, are there. 
There is also an increasing likelihood that there will be an- 
other option; the journal and/or the authors may maintain a 
web site from which you can get technical details that were 
omitted from the published work. 

Sorting Sorting Out 

Flow sorting extends gated analysis to isolate pure popu- 
lations of viable cells with more homogeneous characteristics 
than could be obtained by any other means. If you can get 
the cells that interest you into a gate in your multiparameter 
measurement space, you can get them into a test tube, or 
into the wells of a multiwell plate. Flow sorting is especially 
useful in circumstances in which further characterization of 
the selected cells requires short- or long-term maintenance in 
culture or analytical procedures that cannot be accomplished 
by flow cytometry. 

A flow cytometer is equipped for sorting by the addition 
of a mechanism for diverting cells from the sample stream 
and of electronics and/or computer hardware and software 
that can determine, within a few microseconds after a cell 
passes by the cytometer’s sensors, whether the values of one 
or more measurement parameters fall within a range or 
ranges (called a sort region, or sort gate) preset by the ex- 
perimenter, and generate a signal that activates the sorting 
mechanism. The selected cells can then be subjected to fur- 
ther biochemical analysis, observed in short- or long-term 
culture, or reintroduced into another biological system (as 
was mentioned on p. 26, a substantial number of animals 
and more than a few babies have been conceived from sorted 
sperm). 

The range of particles that can be sorted has been ex- 
tended substantially in recent years; l abora t~ry-bui l?~~~ and 
commercially available instruments are now in routine use 
for sorting C. elegans nematodes and Drosophila embryos, 
while laboratory-built microfluidic apparatus has been used 
to sort and could, in principle, sort DNA frag- 
ments, other macromolecules, or viruses*327. Sorting of beads, 
rather than cells, has also come into use for various applica- 
tions of combinatorial chemistry; the work of Brenner et 
a12328-7 on gene expression analysis presents a good example. 

The first generation of practical sorters accomplished cell 
separation by breaking the sample stream up into droplets, 
applying an electric charge to the droplets containing the 
selected cells, and passing the stream through an electric 
field, which would divert the charged droplets into an ap- 
propriate collecting vessel. A few older, and some newer, 
instruments use mechanical actuators to collect cells from a 
continuous fluid stream; while such mechanical sorters oper- 
ate at lower rates (hundreds versus thousands of cells/s) than 
droplet sorters, their closed fluidic systems are better adapted 
for work with potentially infectious or otherwise hazardous 
materials that might be dispersed in the aerosols inevitably 
generated by droplet sorters. Large-particle sorters are typi- 
cally mechanical, but not all of them have closed fluidic sys- 
tems. 
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In general, sorting larger objects limits you to lower sort- 
ing speeds. If you’re sorting lymphocytes, or something 
smaller, in a droplet sorter, you can use a 50 pm orifice, and 
generate droplets at rates of 100,000 dropleds. If you’re 
sorting pancreatic islets, which may be a few hundred pm in 
diameter, you’ll need a 400 pm orifice, and you probably 
won’t be able to go much above 1 lrHz for a droplet genera- 
tion frequency. If you’re sorting Drosophila embryos, using a 
mechanical sorter (they’re probably a little too big for a 
droplet sorter), you can measure your sort rate in dozens per 
second, rather than thousands. 

Since cells arrive at the observation point at random 
times, at least approximately following Poisson statistics, 
there is always some probability of coincidences, which, as 
was noted on pp. 17 and 20-21, can pose some problem in 
flow cytometric analysis. Coincidences pose a fairly obvious 
problem in sorting, as well; they can result in your getting 
cells you don’t want in the same droplet/well/tube as cells 
you do want. If the sorter is operated in the so-called coin- 
cidence abort mode, in which a wanted cell accompanied 
by an unwanted cell is not sorted, the purity of sorted cells 
is maintained, but the yield is decreased, while if wanted 
cells coincident with unwanted ones are sorted, yield is 
maintained at the expense of purity. All other things being 
equal, working at higher cell analysis rates ultimately ends 
up increasing the likelihood of coincidences, but there may 
be times when the best strategy is to sort twice, first for en- 
richment of a rare subpopulation, and then to increase pu- 
rity of the cells recovered during the first sort. 

In many cases in which flow sorting comes to mind as an 
obvious way of answering questions about a cell subpopula- 
tion, multiparameter analysis may allow the desired informa- 
tion to be obtained expeditiously without physically isolating 
the cells. Since the 1990’s, most flow cytometry is multi- 
parameter flow cytometry, as should be obvious from the 
content of the past dozen or so pages. Things were different 
in the bad old days. 

In the 197O’s, a method that was likely to come to mind 
for determining the distribution of DNA content in a lym- 
phocyte subpopulation defined by the presence of a particu- 
lar cell surface antigen involved staining cells with the ap- 
propriate fluorescent antibody, and then flow sorting to iso- 
late those cells bearing the surface antigen. The sorted cells 
would subsequently be stained with a DNA fluorochrome 
such as propidium iodide; the restained sorted cells could 
then be run through the flow cytometer once more to de- 
termine the DNA content distribution. 

This procedure was actually followed when Ellis Rein- 
herz and Stuart Schlossman wanted to know whether there 
was any difference in DNA synthetic patterns between 
CD4- (then T4-) and CD8- (then T8-) bearing T cells; cells 
were stained with fluorescein-labeled monoclonal antibodies, 
sorted on a Becton-Dickinson FACS fluorescence-activated 
cell sorter, then sent to my lab, stained with propidium io- 
dide, and analyzed on my recently built flow cytometer, 
which, at that time, wasn’t sensitive enough to measure im- 

munofluorescence. The chart recorder attached to my “Cy- 
tomutt” duly produced histograms of DNA content for the 
CD4-positive and CD8-positive cells and the antigen- 
negative cells, which had also been sorted. 

The technically demanding and tedious exercise just de- 
scribed, which required at least an hour’s combined use of 
the two instruments, did get the desired results. However, it 
would have been much easier to stain the entire cell popula- 
tion with both the fluorescent antibody and the DNA 
fluorochrome, making correlated multiparameter measure- 
ments of antibody fluorescence and DNA fluorescence in 
each cell, and using gated analysis to compile the DNA con- 
tent distributions of antibody-positive and antibody-negative 
cells, eliminating the sorting. There was even an instrument 
available to us that could have done the job. 

T o  be fair, most immunologists, faced with the same 
problem today, would instinctively look toward multi- 
parameter measurement for the solution. When some col- 
leagues and I recently had occasion to revisit the issue of 
DNA content of peripheral blood CD4-positive and CD8- 
positive T cells in the context of HIV infection and response 
to multidrug therapy, it was reasonably simple to deal with 
cells simultaneously stained for CD3, CD4 or CD8, and 
DNA (and RNA) 

However, those of us who have been in the flow cytome- 
try and sorting business for a long time are likely to experi- 
ence a sense of &jh vu when the cell and molecular biologists 
and geneticists bring in samples to be sorted on the basis of 
expression of Aequorea green fluorescent protein (GFP) or, 
more likely, one of its variants. When I wrote the previous 
edition of this book, Martin Chalfie et all6@ had just demon- 
strated the use of GFP as a reporter of gene expression; as far 
as he or I knew, nobody had yet done flow cytomet-ry on 
cells transfected with GFP. Most cell sorting involved selec- 
tion of cells bearing one or more surface antigens. Today, 
people who run sorting facilities tell me that a substantial 
amount of their time is now spent sorting samples for cells 
expressing GFP or its relatives. And they also mention that 
the people who bring in those samples often initially con- 
template sorting the cells, staining them again to measure 
some other parameter, and reanalyzing them. 

So, although multiparameter cytometry is now old hat 
for the immunologists, there are some other folks out there 
who haven’t made it that far along the learning curve. I hope 
the above cautionary tale, and the lengthy discussion of 
multiparameter cytometry that has preceded it in this 
chapter, will help prevent unnecessary sorting. When in 
doubt, work with your sorter operator and facility manager. 

The nuts and bolts details of sorting will be covered at 
length in Chapter 6; 1’11 devote the rest of this discussion to 
what is probably the most important step in designing a 
sorting experiment: doing the math. A lot of people think 
they know that state-of-the-art high-speed cell sorters can 
analyze at least 16 parameters and sort (into four streams) at 
rates of 100,000 cells/s. However, when I polled a select 
group of people who actually run state-of-the-art high-speed 
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sorters in various labs at universities, medical facilities, and 
biotech and pharmaceutical companies in the Boston area, I 
found that nobody had done more than 8-parameter analy- 
sis, and that, while a few people had run 40,000 cells/s on 
occasion, 20,000 cells/s was a more typical analysis rate. Ger 
van den Engh, who has played and continues to play an 
important role in high-speed sorter development, recom- 
mends that experimenters assume analysis rates no higher 
than 10,000 cellsls when assessing the feasibility of proposed 
experiments. 

Now, a lot of people want to use sorting to isolate cells 
that make up a very small fraction of the population being 
analyzed. Gross et a12331 showed that it was possible to detect 
and sort cells from a human breast cancer line seeded into 
peripheral blood mononuclear cells at frequencies ranging 
from 1 cell in lo5 to 1 cell in lo7; they reported 40% yield 
and 22% purity for the sorts of cells at the lowest frequency. 
The raw numbers may be more impressive; a sample of 1.2 x 

10’ cells, which should have contained 12 cancer cells, was 
analyzed, giving rise to 23 sort decisions, of which 5 yielded 
cancer cells identifiable as such by microscopy. That sounds 
encouraging; even at 10,000 cells/s, it would only take about 
3 hours to get 5 cells. Or about 6 hours to get 10 cells. And 
if you wanted to get 1,000 cells, you’d have to sort for about 
25 days, 2417. 

You may have noticed that, when you’re looking for cells 
present at low frequencies, while it is advantageous to be 
able to analyze at high speeds, there isn’t much need for a 
high-speed sorting mechanism. In the above example, the 
sort frequency was 8/hr. There are a lot of people taking up 
time on very expensive, multiparameter high-speed sorters 
doing low frequency sorts based on one- or two-parameter 
measurements; sooner or later, somebody is going to make 
money selling simpler instruments for those jobs. Of course, 
if there is a method of enriching the population for the cells 
of interest before you start sorting - immunomagnetic sepa- 
ration, for example - you should take advantage of it. 

A surprisingly large number of folks seem not to be do- 
ing the math before they write and submit grant applications 
involving sorting, which, for example, propose to isolate 106 
cells initially present at a frequency of 1 cell/107. Even if you 
had a 100% yield, that would require analysis of 10” cells in 
toto, and, even if you ran the high-speed sorter at lo5 cellsls, 
it would take lo8 seconds, or a little over three years, to do 
the sort. And, amazing though it seems, some of these 
cockamamie proposals actually get funded. A grant applica- 
tion is typically reviewed by a few more people than review a 
manuscript, but, if there are enough other high-tech gim- 
micks in the application, there may not be a reviewer who 
knows enough about sorting to ask the right questions. So, 
do the math. Whether as an applicant or as a reviewer, you 
could save the taxpayers some money. 

Parameters and Probes II: What is Measured and Why 
Most flow cytometers used for research, and the majority 

of such instruments used in clinical immunology applica- 

tions, measure only three physical parameters, namely, for- 
ward (or small angle) and side (or large angle) light scattering 
and fluorescence, even if they measure 16 colors of fluores- 
cence using excitation from four separate light sources. A few 
instruments can also measure light loss (extinction), or sense 
electronic impedance to measure cell volume. The remainder 
of the discussion of parameters and probes in this chapter 
will deal only with scatter and fluorescence measurements; 
Chapter 7 is more ecumenical and more comprehensive. 

In the course of introducing cytometry in general and 
flow cytometry in particular, I have already covered DNA 
content determination using various fluorescent dyes and the 
identification of cells in mixed populations using fluores- 
cently labeled antibodies. If you will flip back to Table 1-1 
(p. 3), you will see that there are a great many parameters 
and probes about which I have, thus far, said nothing at all. 
However, DNA stains, on the one hand, and labeled anti- 
bodies, on the other, do represent two fundamentally differ- 
ent types of probes. 

Probes versus Labels 
The chemical properties of the DNA dyes themselves de- 

termine the nature and specificity of their interactions with 
the target molecule. The nature and specificity of interac- 
tions of labeled antibodies with their targets is, ideally, de- 
termined solely by the structure of their combining sites; 
labels are added to facilitate detection and quantification of 
the amount of bound antibody based on the amount of fluo- 
rescence measured from the label. Under various circum- 
stances, the labels themselves may decrease the specificity of 
antibody binding; this is always at least slightly disadvanta- 
geous and may be intolerable. DNA dyes can fairly be classi- 
fied as probes; molecules such as fluorescein more often serve 
as labels. But, as usual, there are gray areas. 

Fluorescein diacetate (FDA), actually diacetylfluorescein, 
was discussed on pp. 24-27; this is an example of a fluoro- 
genic enzyme substrate. The nonfluorescent, uncharged 
FDA diester freely crosses intact cell membranes; once inside 
cells, it is hydrolyzed by nonspecific esterases to produce the 
fluorescein anion, which is highly fluorescent and which 
leaves intact cells slowly. Since most cells contain nonspecific 
esterases, FDA is not terribly useful as an indicator of en- 
zyme activity; other nonfluorescent fluorescein derivatives 
can be used as probes for the activity of more interesting 
enzymes, such as beta-galactosidase. Different derivatives of 
fluorescein and other dyes can be introduced into cells and 
cleaved by esterases to produce indicators of pH, oxidation- 
reduction (redox) state, and the concentration of sulfhydryl 
groups or of ions such as calcium and potassium. So the best 
I can do to clarify the status of fluorescein is to say that it is a 
label when it is used covalently bound to a relatively large 
molecule such as an antibody, oligonucleotide, or protein 
ligand for a cellular receptor, and a probe when introduced 
into cells in a slightly chemically modified, low molecular 
weight form. The detailed discussion of probes in Chapter 7 
provides examples of when this distinction breaks down. 
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We will now embark on a quick tour of selected parame- 
ters and probes for their measurement. Details and spectra 
appear in Chapter 7. It is appropriate to mention that the 
single most useful reference on fluorescent probes is the 
Handbook of  Fluorescent Probes and Research Pr0ductS2~~~, 
edited by Richard P. Haugland; this is the catalog of Mo- 
lecular Probes, Inc. (Eugene, OR). The latest printed version 
is the 9th Edition, which appeared in 2002. A CD-ROM 
version is available as well, and all the information in the 
handbook, and more, with updates, can also be found at 
Molecular Probes’ Web site (www.probes.com). 

Living and Dyeing: Stains, Vital and Otherwise 
Before getting down to specific (and not-so-specific) 

stains, it’s probably a good idea to define some terms rele- 
vant to staining cells and what does or does not have to be 
done to the cells in order to get them to stain. A dye or other 
chemical that can cross the intact cytoplasmic membranes of 
cells is said to be membrane-permeant, or, more simply, 
permeant; a chemical that is excluded by intact cytoplasmic 
membranes is described as membrane-impermeant, or just 
impermeant. Because permeant dyes stain living cells, they 
(the dyes) are also described as vital dyes, or vital stains. 
You will occasionally find an opposite, incorrect definition 
of a vital stain as a stain that does not stain living cells; don’t 
believe it. This seems to be one of the few urban legends of 
cytometry. 

There are numetous transport proteins that concentrate 
certain chemicals in, or extrude other chemicals from, cells. 
Many commonly used dyes, including Hoechst 33342, serve 
as substrates for the glycoprotein pump associated with mul- 
tidrug resistance in tumor cells, and may not readily stain 
cells in which this pump is active; the general lesson is that 
the action of transporters may make it appear that a per- 
meant compound that is efficiently extruded is impermeant. 
Microorganisms may have a broader range of transporters 
than do mammalian cells, making it risky to assume that 
they will handle dyes in the same way. 

Staining cells with impermeant dyes requires that the 
membrane be permeabilized. This can be accomplished in 
the context of fixation of the cells. “Fixation” originally 
described a process that made tissue tough enough to section 
for microscopy and prevented it from being autolyzed by 
internal hydrolytic enzymes and/or chewed up by contami- 
nating microorganisms. Most fixatives act either by denatur- 
ing proteins (e.g., ethanol and methanol) or by cross-linking 
them (e.g., formaldehyde and glutaraldehyde); since this is 
likely to change the structure of cell-associated antigens, it is 
common practice to stain with fluorescent antibodies before 
fixing cells. In general, the fixation procedures used for flow 
cytometry are relatively mild; one principal objective is to 
kill HIV and other viruses that may be present in specimens, 
and another is to allow samples to be kept for several days 
before being analyzed. In recent years, the real pathologists 
have been using microwave radiation as a fixative or adjunct; 
I have not run across reports of its use for flow cytometry. 

Permeabilization without fixation can be accomplished 
using agents such as the nonionic detergents Triton X-100 
and Nonidet P-40; permeabilizing agents may also be added 
to a mixture of one or more furatives to make cytoplasmic 
membranes permeable to fluorescent antibodies while retain- 
ing cellular constituents, allowing staining of intracellular 
antigens. Several proprietary mixtures, some of which in- 
clude red cell lysing agents, are available from manufacturers 
and distributors of antibodies. 

Most sorting is done with the intention of retrieving liv- 
ing cells, so fixation is not an option. However, there are 
procedures, such as lysolecithin treatment and electropora- 
tion, which can transiently permeabilize living cells, allowing 
otherwise impermeant reagents to enter while preserving 
viability of at least some of the cells in a sample. In this con- 
text, it is important to remember that a permeant “vital” 
stain may eventually damage or kill cells. It is always advis- 
able to establish that measurement conditions do not them- 
selves perturb what one is attempting to measure. 

Nucleic Acid (DNA and RNA) Stains 
Although a large number of fluorescent dyes can be used 

to stain DNA and/or RNA, relatively few of them are spe- 
cific for DNA, and most of these are sensitive to base com- 
position (A-T/G-C ratio). DAPI (4’, 6-diamidino-2- 
phenylindole), Hoechst 33258, and Hoechst 33342 in- 
crease fluorescence approximately 100 times when bound to 
A-T triplets in DNA. All these dyes are excited by UV light 
(325-395 nm), and emit in the blue spectral region with 
maxima between 450 and 500 nrn. 

Chromomycin A, and mithramycin exhibit increased 
fluorescence on binding to G-C pairs in DNA; they are ex- 
cited by violet or blue-violet light (400-460 nm) and emit in 
the green between 525 and 550 nm. The combination of 
Hoechst 33258 and chromomycin A, has been used with 
dual excitation-beam flow cytometers to discriminate the 
majority of human chromosomes based on differences in 
DNA base composition, and to demonstrate differences in 
base composition among bacterial species. 7-amino- 
actinomycin D (7-AAD731) also enhances fluorescence 
(maximum around 670 nm) on binding to G-C pairs in 
DNA; although it is best excitkd by green light (500-580 
nm), it can be excited at 488 nm. 

Dyes such as ethidium bromide (EB) and propidium 
iodide (PI), both excitable over a range from 325 to 568 nm 
and emitting near 610 nm, increase fluorescence on binding 
to double-stranded nucleic acid, whether DNA or RNA, and 
the latter property is shared by a large number of asymmetric 
cyanine nucleic acid stains (e.g., the TO-PRO- and 
TOTO- series (impermeant), SYTO-series (permeant), 
Pic0 Green, etc.) introduced by Molecular Probes. These 
dyes can be used to stain total nucleic acid in cells; specific 
staining of DNA requires RNAse treatment. Many of the 
cyanine nucleic acid dyes increase fluorescence several thou- 
sandfold; they have been used for detection of DNA frag- 

and mentS I 144,2327.2333-4 
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Until recently, Hoechst 33342 was the only dye that 
could be used reliably to determine DNA content in living 
cells. However, in 1999 and 2000, Smith et a12338-9 reported 
that DRAQ5, an anthraquinone dye with an excitation 
maximum around 650 nm and an emission maximum near 
700 nm when bound to DNA, could also provide a reasona- 
bly good DNA content histogram. DRAQ5 can also be ex- 
cited at 488 nm, albeit somewhat inefficiently. 

DRAQ5 does not increase fluorescence significantly on 
binding to DNA; it stains nuclei because it is present in 
higher concentrations in association with nuclear DNA than 
elsewhere in the cell, and the quality of staining is thus rela- 
tively more dependent on relative concentrations of dye and 
cells than is the case for most other DNA dyes. Acridine 
orange (AO), like DRAQ5, does not increase fluorescence 
on binding to either DNA or RNA, but stains by virtue of 
its concentration on the macromolecules. 

Darzynkiewicz et al showed, beginning in the mid- 
1970’s, that, after cell membrane permeabilization and acid 
treatment, A 0  could be used for stoichiometric staining of 

. O n  excitation with blue 
light (488 nm is eminently suitable), the DNA-bound 
monomer fluoresces green (about 520 nm); the RNA-bound 
dye forms red (>650 nm) fluorescent aggregates. The com- 
bination of DNA and RNA staining allows the cell cycle to 
be subdivided into stages that are not distinguishable on the 
basis of DNA content alone, permitting discrimination be- 
tween Go and G, cells. 

Relatively specific staining of double-stranded (predomi- 
nantly ribosomal) RNA in cells can be achieved using a 
combination of pyronin Y (excitable at 488 nm with emis- 
sion in the yellow around 575 nm), which stains RNA, with 
one of the Hoechst dyes, which binds to DNA and prevent 
DNA staining by pyronin Y. In a dual excitation-beam in- 
strument (W and 488 nm), DNA and RNA content in 
living cells can be estimated simultaneously from pyronin Y 
and Hoechst 33342 dye fluorescence, providing information 
that is substantially equivalent to what could be obtained 
using A 0  (Fig. 1-2, p. 27) without requiring that the cells 
be sacrificed”’. Cells stained with this dye combination have 
been sorted with retention of ~ i ab i l i t y~’~~ .~ .  

Toba et a12’43-5 found that DNA and RNA could be 
measured in permeabilized cells using the combination of 7- 
AAD and pyronin Y in a system with a single 488 nm exci- 
tation beam; Schmid et a1 modified the staining conditions 
and reported improved precision and reprod~cibility~’~~. 

DNA and WA in cells262-3.525.1348-9 

Fluorescence and Fluorescent Labels 
Because the fluorescent label on a probe is usually not in- 

tended to interact directly with the structure to which the 
probe binds, labels are developed and/or synthesized pre- 
dominantly for their desirable spectral characteristics. 

In order for an atom or molecule - or part of a molecule; 
the all-inclusive term would be fluorophore - to emit fluo- 
rescence, it must first absorb light at a wavelength shorter 
than or equal to the wavelength of the emitted light, raising 

an electron to an excited state. Absorption requires only 
about a femtosecond. In order to have a high likelihood of 
fluorescing, a material must have a high likelihood of ab- 
sorbing the excitation light; the likelihood that a molecule 
will absorb is quantified as the absorption cross-section or 
the molar extinction coefficient. 

Fluorescence results from the loss of at least some of the 
absorbed energy by light emission. The period between ab- 
sorption and emission is known as the fluorescence life- 
time; for organic compounds, this is typically a few nano- 
seconds. Some of the absorbed energy is almost always lost 
nonradiatively, i.e., unaccompanied by emission, by transi- 
tions from higher to lower vibrational energy levels of the 
electronic excited state. The fluorescence emission will then 
be less than the energy absorbed; in other words, emission 
will occur at a wavelength longer than the excitation wave- 
length. The difference between the absorption and emission 
maxima is known as the Stokes shift, honoring George 
Stokes, who first described fluorescence in the mid- 1800’s. 
Stokes shifts are typically only a few tens of nanometers. 

Fluorescence is an intrinsically quantum mechanical 
process; the absorbed and emitted energy are in the form of 
photons. The quantum yield and quantum efficiency of 
fluorescence are, respectively, the number and percentage of 
photons emitted per photon absorbed; they typically in- 
crease with the cross section and extinction coefficient, but 
are also dependent on the relative likelihoods of the excited 
molecule losing energy via fluorescence emission and nonra- 
diative mechanisms. The quantum yields of some dyes used 
in cytometry are quite high, above 0.5, but it is important to 
note that quantum yield, particularly for organic fluoropho- 
res, is affected by the chemical environment (i.e., the pH, 
solvent polarity, etc.) in which the molecule finds itself. If an 
excited molecule that might otherwise fluoresce instead loses 
energy nonradiatively, for example, by collision with solvent 
molecules, it is said to be quenched; once returned to the 
electronic ground state, it can be reexcited. However, there is 
usually a finite probability that light absorption will be fol- 
lowed by a change in molecular structure, making further 
cycles of fluorescence excitation and emission impossible; 
this is called (photo)bleaching. 

In principle, increasing the illumination intensity can in- 
crease the intensity of light scattering signals without limit. 
However, this is not even theoretically possible for fluores- 
cence signals, because, at some level of illumination, all the 
available molecules will be in excited states, leaving no more 
to be excited if illumination intensity is further increased. 
This condition of photon saturation is often reached in 
cytometers which use laser powers of 100 m W  or more; 
bleaching, which may also make the dependence of emission 
intensity on excitation intensity less than linear, is noticeable 
at power levels of tens of milliwatts. Saturation and bleach- 
ing are discussed at length by van den Engh and Farmer””. 

When an excited fluorophore is in close proximity (typi- 
cally no more than a few nanometers) to another fluoro- 
phore, nonradiative energy transfer (fluorescence resonance 
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energy transfer, or FRET) from the excited (donor) mole- 
cule to the nearby acceptor molecule may occur, followed by 
fluorescence emission from the acceptor in its emission re- 
gion. The probability of energy transfer increases with the 
degree of overlap between the absorption spectrum of the 
second fluorophore and the emission spectrum of the first. I 
have said “fluorophore” rather than “molecule” here because 
energy transfer can occur between different structures within 
the same molecule. An accessible review of FRET is pro- 
vided by Szollosi et a12347. 

In the intact photosynthetic apparatus of algae and 
cyanobacteria, absorbed blue-green and green light is utilized 
for photosynthesis by a series of intra- and intermolecular 
energy transfers via phycobiliproteins to chlorophyll, with- 
out subsequent emission. In 1982, Oi, Glazer, and Strye;l4 
reported that extracted algal phycobiliproteins could be used 
as highly efficient fluorescent labels with large Stokes’ shifts. 
As you might have noticed from the extensive previous 
discussion, it has become common practice to attempt to 
improve on nature by conjugating dyes to phycobiliproteins 
to add an additional phase of energy transfer and further 
shift the emission spectrum of the tandem conjugates. The 
first such tandem conjugate, described by Glazer and Stryer 
in 1983’06, was made by linking phycoerythrin (PE) to allo- 
phycocyanin (APC), a phycobiliprotein which absorbs 
relatively efficiently, although not maximally, at 
phycoerythrin’s yellow (575 nm) emission wavelength and 
which emits maximally in the red at 660 nm. 

Until both flow cytometers and monoclonal antibodies 
became widely available in the early 1980’s, the most widely 
used fluorescent label was fluorescein, usually conjugated to 
proteins as the isothiocyanate (FITC); second labels were 
only infrequently needed. Fluorescein is nearly optimally 
excited at 488 nm, and emits in the green near 525 nm. 
While rhodamine dyes had been used for two-color im- 
munofluorescence analysis by microscopy, they were not 
suitable for 488 nm excitation. A small number of studies 
were done with yellow-excited dyes, which needed a second 
excitation beam, making flow cytometers substantially more 
expensive. Phycoerythrin (PE), which emits in the yellow 
near 575 nm, is maximally excited by green light but absorbs 
reasonably well at 488 nm. Its extinction coefficient is high 
enough to make the fluorescence signal from PE-labeled 
antibody substantially higher than that from an equivalent 
amount of fluorescein-labeled antibody (Fig. 1-18, p. 37). 

We have already encountered tandem conjugates of PE 
suitable for 488 nm excitation (PE-Texas red, emitting near 
610 nm; PE-Cy5, near 670 nm; PE-Cy5.5, near 700 nm; 
PE-Cy-7, near 770 nm). Allophycocyanin absorbs maxi- 
mally in the red near 650 nm, and is well excited by red 
diode (635-640 nm) and He-Ne (633 nm) lasers. Tandem 
conjugates of APC with Cy5.5 and Cy7 emit in the far red 
and near infrared, as do the PE conjugates with the same 
dyes. 

A principal disadvantage of phycobiliproteins as fluores- 
cent labels is their large size; with a molecular weight near 

240,000, PE binding increases the molecular weight of an 
immunoglobulin G antibody by about 150 percent. This 
may not be an issue when labeled antibodies or lectins are 
used to stain cell surface structures, but becomes one when it 
is necessary to use labeled reagents to demonstrate intracellu- 
lar constituents. A number of lower molecular weight labels 
have been developed for this purpose. The symmetric cya- 
nines13”-‘ include Cy5, Cy5.5, and Cy7, and their shorter 
wavelength absorbing cousins, e.g., Cy3, which can be ex- 
cited at 488 nm and emits in the same region as PE; we have 
already run across them as acceptors in tandem conjugates. 
Molecular Probes has recently developed the Alexa series of 
dyes2348 (also see the Molecular Probes h a n d b o o n e b  
sitez3”); different members of this series are excitable at wave- 
lengths ranging from the W to the near infrared. Alexa 
dyes, used alone or as acceptors in tandem conjugates, are 
reported to have better fluorescence yields and photostability 
(resistance to bleaching) than more commonly used labels 
with similar spectral characteristics, and seem to be coming 
into wider use. Low, rather than high, molecular weight 
labels are almost always used on oligonucleotide probes, 
which allow demonstration and quantification of specific 
nucleic acid sequences in cells or on beads or solid substrates 
(e.g., in gene arrays). 

As was mentioned previously, it is the probe, not the la- 
bel, that confers specificity; dyes must be derivatized into 
forms that contain a functional group, such as an isothiocy- 
anate or suffonyl chloride, that will allow the reactive dye to 
bind covalently to the probe. FITC, applied to cells, will 
stain accessible proteins. Staining of intact cells will be lim- 
ited to the cell surface; in fixed or permeabilized cells, both 
surface and intracellular proteins will be stained. 

Binary Fishin’: Tracking Dyes Through Generations 

Otherwise nonspecific, but persistent fluorescent stain- 
ing of cellular proteins or lipids has recently been put to 

good use in studying cell proliferation. Since cellular pro- 
teins and lipids are apportioned more or less equally to each 
daughter cell during cell division, analysis of the fluorescence 
of cells after staining with a so-called tracking dye should 
allow determination of how many cycles of division have 
occurred since its ancestor was stained. The dye first widely 
used for such studies was PKH261551.5, a yellow fluorescent 
cyanine dye with long alkyl side chains that incorporates 
itself tightly enough into lipid bilayers that it is not readily 
lost from cells. It was called a tracking dye because it could 
also be used to follow cells that had been removed from 
animals, labeled, and reinjected. Estimation of the numbers 
of cells in various daughter generations after PKH26 labeling 
requires application of a mathematical 

An alternative to PKH26, carboxyfluorescein diacetate 
succinimidyl ester (CFSE)2349, is a nonfluorescent fluo- 
rescein ester that enters cells and is hydrolyzed to a reactive 
dye by nonspecific esters; the end result is that fluorescein 
molecules are bound covalently to intracellular protein. Dis- 
tributions of CFSE fluorescence in proliferating populations 



46 / Practical Flow Cytometry 

usually show peaks indicating the positions of cells in differ- 
ent daughter generations; these can be analyzed with 
mathematical models, but it is also possible to combine sort- 
ing with CFSE labeling to isolate cells from different genera- 
t i o n ~ ~ ~ ‘ ~ ,  which cannot be done reliably when PKH26 is used 
as a tracking dye. 

Membrane Perturbation: A Matter of 
Life and Death? 
The integrity of the cytoplasmic membrane is essential to 

cell function. Although at least some cells can survive tran- 
sient small breaches of the membrane, longer-term and/or 
larger defects may deprive the cell of materials it would nor- 
mally accumulate, and may also expose it to toxins it would 
normally exclude. Thus, we tend to think that cells with a 
demonstrable loss of membrane integrity are dead. 

Trypan blue has been the preferred probe for a dye ex- 
clusion test for “viability,” i.e., retention of membrane 
integrity, performed by visual inspection of cells under the 
microscope; the BioPhysics Systems Cytograf, made in the 
early 1970’s, measured extinction and scattering using a red 
He-Ne laser source, and could detect trypan blue uptake by 
cells. These days, people who want to do dye exclusion test- 
ing by flow cytometry typically use impermeant nucleic acid 
dyes such as propidium iodide or 7-arninoactinomycin D, 
both excitable at 488 nm, and, emitting, respectively, at 
about 620 and about 670 nm, or the red-excited dye TO- 
PRO-3, emitting at about 670 nm. Cells that take up the 
dye and become fluorescent are considered to be nonviable. 

Fluorescein is anionic, and, therefore, relatively imper- 
meant; when produced intracellularly by hydrolysis of fluo- 
rescein diacetate (FDA), it leaves cells slowly, giving us a dye 
retention test for “viability.” Cells with intact membranes 
accumulate and retain fluorescein after exposure to FDA and 
become (green) fluorescent; cells with membrane damage do 
not retain fluorescein and do not fluoresce. The fluorescein 
derivative calcein, produced in cells by esterase action after 
exposure to the acetoxymethyl ester, cakein-AM, is re- 
tained much more effectively than fluorescein and is now 
preferred for dye retention tests. 

The problem with dye exclusion and retention tests is 
that, while the methodology works well for cells that are 
killed by freezing or heat or by interaction with cytotoxic T 
or NK cells, all of which inflict early and usually lethal dam- 
age on the cytoplasmic membrane, cells that are killed by 
other means, e.g., those rendered reproductively nonviable 
by such agents as ionizing radiation, may retain membrane 
integrity for days after exposure. Uptake of impermeant dyes 
is therefore a better indicator of nonviability than retention 
is of viability, but there are situations in which impermeant 
dyes can end up in viable cells2i5’. 

One can, of course, combine dyes, for example, 
propidium iodide and calcein-AM, which will result in cells 
with intact membranes exhibiting green cytoplasmic Auores- 
cence while cells with damaged membranes show red nuclear 
fluorescence, but this does not solve the basic problem. And, 

in part thanks to cytometry, we can now distinguish one 
kind of death (necrosis) from another (apoptosis), making 
the issue of viability assays even more contentious. 
Darzynkiewicz et al have discussed the cytometry of cell 
necrobiology in Disturbances in membrane organi- 
zation in apoptosis, resulting in the exposure of phosphati- 
dylserine, are usually looked for using fluorescently labeled 
annexin v ~ ~ ~ ~ - ~ .  

When viability is not an issue, measurements of fluores- 
cence of cells over time after exposure to fluorescent dyes, 
drugs, or labeled drug analogs can be useful in detecting the 
presence of various transport proteins. Uptake or efflux ki- 
netics in themselves can only suggest a mechanism; when the 
transporter or pump being investigated has been well charac- 
terized, establishing that known substrates and inhibitors 
affect fluorescence kinetics as predicted is critical for confir- 
mation of the initial hypothesis. 

CytoplasmidMitochondrial Membrane Potential 
Electrical potential differences are present across the cy- 

toplasmic membranes of most living prokaryotic and eu- 
karyotic cells, and also between the cytosol and the interior 
of organelles such as chloroplasts and mitochondria. Mem- 
brane potential (A”) is generated and maintained by trans- 
membrane concentration gradients of ions such as sodium, 
potassium, chloride, and hydrogen. 

Changes in cytoplasmic AY play a role in transmem- 
brane signaling in the course of surface receptor-mediated 
processes related to the development, function, and pathol- 
ogy of many cell types. Cytoplasmic AY is reduced to zero 
when the membrane is ruptured by chemical or physical 
agents; mitochondrial AY is reduced when energy nietabo- 
lism is disrupted, notably in apoptosis. In bacteria, AY re- 
flects both the state of energy metabolism and the physical 
integrity of the cytoplasmic membrane. 

Flow cytometry can be used to estimate membrane po- 
tential in eukaryotic cells, mitochondria in situ, isolated mi- 
tochondria, and b a ~ t e r i a ~ ~ ~ . ~ ~ ~ ~ .  Older methods, using lipo- 
philic cationic dyes such as the symmetric cyanines dihexy- 
loxacarbocyanine [DiOC,(3)] and hexamethylindodicar- 
bocyanine [DiIC,(5)] or rhodamine 123, or lipophilic 
anionic dyes such as bis (1,3-dibutyl-barbituric acid) 
trimethine oxonol [DiBAC,(3)] (which is often, incor- 
rectly, referred to as bis-oxonol), can detect relatively large 
changes in AY, and identify heterogeneity of response in 
subpopulations comprising substantial fractions of a cell 
population. All of the dyes just mentioned can be excited at 
488 nm and emit green fluorescence, with the exception of 
DiIC,(5), which is red-excited and emits near 670 nm. 
Newer techniques that use energy transfer and/or ratios of 
fluorescence emission at different wavelengths allow precise 
measurement of A Y  to within 10 mV or 

Since, in most eukaryotic cells, AY across mitochondrial 
membranes is larger than AY across cytoplasmic membranes, 
exposure of cells to lipophilic cationic dyes results in higher 
concentrations of dye in the cells than in the suspending 
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medium, and higher concentrations in mitochondria than in 
the cytosol. If cells are washed after being loaded with dye, 
staining of the cytosol may be minimized while mitochon- 
drial staining persists. This is the basis for the use of 
DiOC,(3), DiICl(5), rhodamine 123, and other cationic 
dyes to estimate mitochondrial AT; the procedure has be- 
come commonplace for studies of apoptosis, in which early 
increases in mitochondrial membrane permeability result in 
loss of AY. JC-1, a cyanine, exhibits green fluorescence in 
monomeric form and red fluorescence when aggregated at 
higher concentrations'68'.2, and has become popular for work 
on mitochondria in apoptosis. 

Among other factors, action of efflux pumps, changes in 
membrane structure, and changes in protein or lipid concen- 
tration in the medium in which cells are suspended can pro- 
duce changes in cellular fluorescence which may be inter- 
preted erroneously as changes in AT.  For example, it was 
observed in the 1980's that hematopoietic stem cells were 
not stained by rhodamine 123, and some people concluded 
that this reflected low mitochondrial AY; it was later found 
that the dye was being actively extruded by a glycoprotein 
pump. Getting good results from cytometric techniques for 
estimation and measurement of AY demands careful control 
of cell and reagent concentrations and incubation times and 
selection of appropriate controls. 

indicators of Cytoplasmic [GI++]: Advantages 
of Ratiometric Measurements 
The importance of calcium fluxes in cell signaling was 

appreciated when flow cytometry was in a relatively early 
stage of development, but it was not until some years later 
that suitable probes became available2358. The first probes 
exhibited differences in the intensity of fluorescence in the 
presence of low and high intracellular [Cat*], but did not 
change either their fluorescence excitation or emission spec- 
tral characteristics to a significant degree. Since the distribu- 
tion of fluorescence intensity from cells loaded with the 
probes was typically quite broad (a problem also associated 
with membrane potential probes), it was possible to appreci- 
ate large changes in cytoplasmic [Ca"] affecting all or most 
of the cells in a population, which would shift the entire 
distribution substantially, but not to detect even a large 
change in cytoplasmic [Ca+*] involving only a small sub- 
population of cells. This came as a disappointment to im- 
munobiologists who hoped to use flow cytometry to detect 
calcium responses associated with activation of lymphocytes 
by specific antigens. 

Roger Tsien and his colleagues, who had developed some 
of the earlier calcium probes, came to the rescue in 1985 
with Ind0-1'~'. This, like other probes, is a selective calcium 
chelator, but does not significantly perturb cellular calcium 
metabolism. Its fluorescence is excited by W light; wave- 
lengths between 325 and about 365 nm, which pretty well 
covers the range of W sources available for flow cytometry, 
are suitable. Indo-1's attraction, however, is due primarily to 
the fact that there are substantial differences in emission 

spectra between the free dye, which shows maximum emis- 
sion at about 480 nm, and the calcium chelate, which emits 
maximally at about 405 nm. The ratio of emission intensi- 
ties at 405 and 480 nm in cells loaded with Indo-I [it is 
introduced as an acetoxymerhyl (AM) ester] can, therefore, 
provide an indication of cytoplasmic [Cat+]. The ratiometric 
measurement cancels out many extraneous factors, most 
notably including the effect of cell-to-cell variations in dye 
content, which plague older techniques for calcium meas- 
uremenr and for measurement of A Y .  Effects of uneven il- 
lumination and of light source noise also are eliminated by 
virtue of their equal influences on the numerator and de- 
nominator of the ratio. This advantage, it should be noted, 
is common to other ratiometric measurements (e.g., of AY 
and of intracellular pH) in which both parameters used in 
the ratio are measured at the same time in the same beam. 

If aliquots of loaded cells are placed in solutions with 
various known Ca" concentrations and treated with a cal- 
cium ionophore such as A23 187 or ionomycin, it is possi- 
ble to calibrate the fluorescence ratio measurement to yield 
accurate molar values of cytoplasmic [Ca*+]. Indo- 1 is widely 
used, at least by people with UV excitation sources in their 
flow cytometers . 

Since there are probably more than 10,000 fluorescence 
flow cytometers out there that don't have W sources, that's 
small comfort. Luckily, there are alternatives. In 1989, Tsien 
and his collaborators described a series of fluorescein- and 
rhodamine-based calcium indicators suitable for use with 
488 nm excitation1719. The most widely used of these is 
Flue-3, which has the spectral characteristics of fluorescein, 
but which is almost nonfluorescent unless bound to calcium. 
Unlike Indo-1, F lu03  does not exhibit a spectral shift with 
changes in calcium concentration. A Fluo-3 fluorescence 
distribution is a haystack; if you're stimulating a cell popula- 
tion, the haystack moves to the right when the cytoplasmic 
[Ca*+] goes up and back to the left when it goes back down. 
However, there is another dye, Fura red, also suitable for 
488 nm excitation, which exhibits high fluorescence when 
free in solution (or cytosol) and low fluorescence when 
bound to calcium; a Fura red haystack moves in the opposite 
direction from a Fho-3 haystack with changes in cytoplas- 
mic [Ca"]. More to the point, the ratio of fluo-3 to Fura red 
fluorescence provides a precise, calibratable indicator of cy- 
toplasmic [Ca"] that can be used in the majority of fluores- 
cence flow cytometer~~ '~~.  Both Fluo-3 and Fura red, like 
Indo-1, are loaded into cells as AM esters. 

862,1714.8 

Finding Antigen-Specific Cells Using Tetramers 
While ratiometric probes did improve the precision of 

intracellular calcium measurements, they did not get them 
quite to the point of being able to detect specific responses 
of very small numbers of lymphocytes to antigens. As it 
turned out, a more direct approach was to succeed. In 1996, 
Altman et a1235s described identification of antigen-specific 
cytotoxic (CDYCD8') T cells using a fluorescently labeled 
complex containing four each of 1) a class I major histo- 
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compatibility complex (MHC) a chain, 2) 0,-microglobulin, 
and 3) an antigenic peptide. Since that gets to be a lot to 
write or say, the probes are now universally described as 
tetramers. 

Antigen presentation to T cells requires binding of anti- 
genic peptides associated with HLA proteins (class I proteins 
for cytotoxic [CD3’CD8’] T cells, class I1 proteins for helper 
[CD3’CD4’] T cells) on the antigen presenting cell to the T 
cell receptor; attempts to bind a labeled monomeric complex 
(1 each) of a chain, 0,-microglobulin, and peptide to cyto- 
toxic T cells were unsuccessful because the binding affinity 
of the monomers was too low. Tetramers did the trick, and 
have come into wide use since they were originally de- 

We now have not only class I tetramers, reac- 
tive with cytotoxic T cells, but also class I1 tetramers, which 
contain M H C  class I1 proteins, and react in an antigen- 
specific fashion with helper T They’re not available 
at the corner store quite yet, but rumor has it that it was 
tetramers and their possibilities that made one of the major 
instrument companies decide to stay in the fluorescence flow 
cytometry business. 

Hip, Hip Arrays: Multiplexing on Slides 
and in Bead Suspensions 
If you have been keeping up with biology at all over the 

past few years, it’s unlikely that you have not run across gene 
array t e c h n o l ~ g y * ~ ~ ~ - ~ ,  which allows the expression of hun- 
dreds or thousands of genes to be studied by, for example, 
hybridizing different colors of labeled cDNA derived from 
the same cells grown under different circumstances to a slide 
on which the requisite genetic sequences have been synthe- 
sized or deposited in small spots. The slides are then 
scanned, allowing differences in expression to be detected by 
color differences resulting from the presence of different 
amounts of the cDNAs on each spot. The array concept has 
taken off; we have gene arrays, protein arrays, cell arrays, and 
even tissue microarrays, which allow high-throughput mo- 
IecuIar profiling of 

Multiplex analysis allows flow cytometry to accomplish 
some of the same tasks for which gene arrays are now used. 
It occurred to various people in the m i d - 1 9 8 0 ’ ~ ’ ~ ~ ~ ~ ’ ~  that 
various types of ligand binding assays could be done in a 
flow cytometer by using fluorescence measurements to quan- 
tifi binding to appropriately coated beads. By using a differ- 
ent size and/or color bead for each of a number of assays, it 
would be possible to perform all of them at once on a single 
sample in a single 

The latest incarnation of multiplex analysis uses a small, 
dedicated flow cytometer capable of identifylng as many as 
100 different colors of beads, and has been applied success- 
fully to both p r ~ t e i n ‘ ~ ~ ~ ’ ’  and nucleic acid*’7z4 analysis. In a 
study monitoring multiple pathogenesis-related genes simul- 
taneously in chemical-treated and control Arabidopsis sam- 
ples, Yang et a12375 reported that a multiplexed flow cytomet- 
ric assay they developed yielded results comparable to those 
obtained from a slide-based gene array. 

CFP and Its Relatives: Mild-Mannered Reporters 

The 1994 report by Chalfie et on the use of Aequo- 
rea green fluorescent protein (GFP) as a reporter of gene 
expression quickly spawned a growth industry. GFP mutants 
are now available with cyan, green, and yellow fluorescence 
and with excitation characteristics far better suited to flow 
cytometry (and imaging, confocal microscopy, etc.) than the 
wild type protein. Moreover, GFP variants have been engi- 
neered to behave as sensors of such functional parameters as 
intracellular (or intracompartmenal) pH, [Ca”], etc., and, 
using energy transfer between molecules with different spec- 
tra, for quantitative measurements of protein-protein inter- 
a c t i o n ~ ’ ~ ~ ~ - ~ .  The mild-mannered reporter has shed glasses 
and business suit and emerged from the phone booth as 
Supermolecule. I have already mentioned that sorting for 
fluorescent protein expression now seems to account for a 
significant amount of flow facilities’ time; this trend can be 
expected to continue. 

Beyond Positive and Negative: 
Putting the -Metry in Cytometry 
If you spend most of your flow cytometer time doing 

irnmunofluorescence analysis, you can pick up some bad 
habits. Given an instrument that often costs upwards of a 
hundred thousand dollars, is full of fancy electronics, has its 
own computer attached to it, and can probably detect a few 
hundred molecules of fluorescent dye in or on a cell, it does 
seem that we underutilize its capacities when we report the 
results of highly sensitive and precise fluorescence measure- 
ments as “positive” and “negative.” 

To be sure, sometimes “positive” and “negative” are 
good enough to get the job done. In the previous examples 
of counting various types of T lymphocytes in human pe- 
ripheral blood, we defined the subpopulation of T cells by 
their scattering characteristics and by the presence of the 
CD3, CD4, or CD8, cell surface antigens, and, in general, 
the cells we’re looking at either have a substantial amount of 
the antigen or have little or none. When we look at our 
“CD3-positive” cells, they either do or do not have substan- 
tial amounts of the CD4 and CD8 antigens. We don’t need 
to be experienced in flow cytornetry to know “positive” and 
“negative” when we see them in these contexts, and, using 
these concepts, we can obtain a satisfactory answer to the 
question, “What are the relative proportions of (CD3TD8’) 
and (CD3’CD4) T cells in this blood sample?” 

However, if the question we are asking is, “What propor- 
tion of (CD3+CD4+) T cells are activated?,” we may need to 
extend our conceptual framework somewhat, both in terms 
of biology and in terms of cytometry. “What is an activated 
lymphocyte?,” “What is a cancer cell?,” and “What is a dead 
cell?” are major quasitheological questions guaranteed to 
provoke debate among analytical cytologists for a while to 

come. But let’s suppose we have decided to define activation 
in terms of expression of the CD25 antigen, which is the cell 
surface receptor for the cytokine interleukin-2. Well, then, 
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we can just gate the T cells, further gate the CD4-positive 
cells, and then count the CD25-positive and negative cells, 
right? Unfortunately not. The number of CD25 molecules 
on an inducer T cell seems to range from hundreds or less to 
many thousands; the problem in defining “positive” and 
“negative” is that there is no clear breakpoint. 

Well, then, perhaps we could say that a cell with more 
than 5,000, or 10,000, or some other seemingly arbitrary 
number of molecules of CD25 on its surface is activated. 
That might work, provided we had a way of determining the 
number of molecules from the immunofluorescence meas- 
urement. As it turns out, this can be done, but it isn’t always 
as easy as it looks. 

The hematology counters are ahead of the fluorescence 
flow cytometers in this department. They all report red cell 
indices, including erythrocytes’ mean corpuscular volume 
(MCV) in femtoliters and mean corpuscular hemoglobin 
(MCH) in picograms. Every instrument in every lab every- 
where uses the same units. Way back in 1977, I suggested 
that we should have “white cell indices,” which didn’t go 
over resoundingly well in the Dark Ages of polyclonal antis- 
era. The proposition has been better received of late, for 
several reasons. The need is more apparent, our apparatus 
and reagents are better, and there are people interested in 
developing and testing standardized materials that will make 
it possible for everyday users of flow cytometry to do quanti- 
tative immunofluorescence measurements. Figure 1-20 illus- 
trates one technique, which uses beads with known numbers 
of antibody binding sites as standards. 

little low; people who’ve done the experiments carehlly 
seem to come up with an average of about 50,000 molecules 
of CD4 per CD4-positive cell. I may have come up with the 
lower number because there wasn’t enough antibody added 
to the blood sample to bind to all of the available CD4 
molecules; I didn’t titrate the antibody, i.e., determine 
whether adding more antibody would have increased the 
cells’ fluorescence intensities. So, as I said, it isn’t always as 
easy as it looks. 

However, there has been a great deal of work done on 
improving quantitative fluorescence measurement since the 
last edition of this book was written; for now, it’s probably 
enough to mention that an entire issue of the journal Cy- 
tometry was devoted to the topic in October, 1998””. 

1.5 WHAT’S IN THE BOX FLOW CYTOMETER 
ANATOMY, PHYSIOLOGY, AND PATHOLOGY 

It may have occurred to you that I have spent a great 
deal of time dealing with history, data analysis, parameters, 
and probes without getting into the details of how a flow 
cytometer works. That fits in with my idea that what we 
should be concerned with, first and foremost, is what infor- 
mation we want to get out of the cells and what we have to 
do to the cells to get it. It is now fairly clear that, although 
we can derive some information about cell size and mor- 
phology from light scattering signals, getting the details 
about biochemistry and physiology will require treating the 
cells with one or more fluorescent probes. We are now ready 
to consider more of the details of how the fluorescence of 
those probes is measured. 

19,500 
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Figure 1-20. Fluorescence intensities of CD4-positive 
and negative cells (plotted as bars) compared with 
intensities of beads bearing known numbers of an- 
tibody binding sites, stained with the same fluo- 
rescein-anti-CD4 antibody as was used to stain the 
cells. 

What Figure 1-20 shows is that most of the CD4- 
positive cells in the same lysed whole blood sample as is de- 
picted in Figures 1-13 through 1-16 exhibit fluorescein fluo- 
rescence intensities consistent with there being somewhere 
between 19,500 and 58,500 antibodies bound to the cell 
surface. Is that a good number? Actually, it’s probably a 

Light Sources for Microscopy and Flow Cytometry 
There are substantial differences in time scale between 

flow cytometry and microscopy. A human observer at a mi- 
croscope moves different cells into and out of the field of 
view at a rate that is, under any circumstances, much slower 
than the rate at which cells are transported through the ob- 
servation region (or, if you prefer, past the “interrogation 
point,” which always seems to me to describe a “?”) of a flow 
cytometer. The response time of the human observer is 
pretty long, i.e., hundredths of seconds, or tens of thousands 
of microseconds. That’s why movies and television work; 
changing the picture a few dozen times a second produces 
the illusion of continuous motion. In flow cytometry, a cell 
passing through the apparatus is typically illuminated for 
somewhere between one and ten microseconds. This dispar- 
ity in observation times means, among other things, that 
flow cytometers need more intense light sources than are 
commonly used in microscopes. 

Both the sensitivity (i.e., how much light can be de- 
tected) and precision (i.e., how reproducibly this can be 
done) of light measurements are functions of the amount of 
light, i.e., the number of photons, reaching the detector. 
The human eye is an extremely sensitive photodetector; 
when properly dark-adapted, a person with good eyesight 
may well perceive single photons emitted from weakly fluo- 
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rescent or luminescent objects. The quantum nature of light 
obviously does not allow for any improvement upon this 
level of sensitivity in the electro-optical photodetectors used 
in flow cytometers. 

Therefore, to make a flow cytometer comparable in sen- 
sitivity to a human observer, we would expect to have to get 
approximately the same amount of light from the observa- 
tion region of the flow cytometer in a few microseconds as is 
collected by the observer at the microscope in a few millisec- 
onds. Since the amount of light collected is, in general, di- 
rectly dependent on the intensity of illumination, a cytome- 
ter needs a light source approximately a thousand times as 
bright as would be needed in the microscope. 

The term brightness, when used in a technical sense, 
denotes the amount of light emitted from or through a unit 
surface area or solid angle, rather than the total amount of 
light emitted from a source. By this criterion, the 800 pW 
laser in a supermarket bar code scanner is brighter than the 
sun, and practically any laser can potentially be used as a 
light source for flow cytometry. The requisite brightness is 
also found in some kinds of arc lamps (high-pressure mer- 
cury and xenon lamps, sometimes specified as “short arc” 
lamps). 

The majority of fluorescence flow cytometers now in use 
are benchtop models with a single blue-green (488 nm) il- 
luminating beam, derived from an air-cooled argon ion laser. 
If a benchtop apparatus has a second illuminating beam, it is 
usually red (nominally 635 nm), coming from a diode laser. 
Larger instruments, such as high-speed sorters, use water- 
cooled argon and krypton ion lasers, which can be tuned to 
produce emission at a variety of W (350-364 nm) and visi- 
ble wavelengths; some systems obtain W emission at 325 
nm from an air-cooled helium-cadmium laser. Typical laser 
powers range from 10 to 25 m W  in benchtop cytometers 
and up to hundreds of milliwatts in larger systems. 

Instrument Configurations: The Orthogonal Geometry 

Flow cytometers using arc lamp sources have been and 
still may be built around upright or inverted microscopes, 
simply by placing the flow cell or flow chamber in which 
cells are observed where the slide would normally go. Most 
modern fluorescence flow cytometers, however, use laser 
sources, and employ a different optical geometry, which is 
shown schematically in the intimidating but informative 
Figure 1-21 (the uncaptioned color version of the figure on 
the back cover may be helpful). The cytometer shown in the 
figure is designed to measure light scattering at small and 
large angles and fluorescence in four spectral regions. 

The figure is a top view. If you look carefully along the 
left side, about halhay up from the bottom, you’ll see the 
cell, which is, or at least should be, the raison d2tre for the 
instrument and for our mutual efforts. The core or sample 
stream of cells would pass through the system in a direction 
perpendicular to the plane of the drawing, and the axes of 
the sample stream, the focused laser beam used for illumina- 
tion, and the lens used to collect orthogonal scatter signals 

are all at right angles to one another, which is why the cy- 
tometer is described as having an orthogonal geometry. For 
the time being, we won’t go into the details of how the cell 
gets into the center of the rectangular quartz cuvette in 
which the measurements are made. 

Laser Beam Geometry and Illumination Optics 

The beam coming out of the laser is radially symmetric, 
but the intensity varies with distance from the axis of the 
beam. If you plotted intensity versus distance from the axis, 
you’d come up with the familiar bell-shaped Gaussian or 
normal distribution. 

It helps our cause to illuminate the cell and as little of 
the region surrounding it as possible. Most cells that are 
subjected to flow cytometry are less than 20 pm in diameter, 
so it would be advantageous to focus the illuminating beam 
to a spot not much bigger than this. This could be done 
using a single convex spherical lens. However, problems arise 
due to the Gaussian intensity profile of the laser beam and to 
the vagaries of fluid flow. 

In order to measure scatter and fluorescence signals from 
cells with a precision of a few percent, it is necessary that 
illumination be uniform within that same few percent over 
the entire width of the sample or core stream. As long as the 
sample is flowing, we know that cells will get through the 
plane, defined by the intersection of the axes of the illumi- 
nating beam and the collection lens, in which the observa- 
tion point lies. However, while, under ideal conditions, we’d 
like to have the cells strung out along the axis of flow like 
beads on a string, in practice, there’s apt to be some varia- 
tion in lateral position of cells in the core stream. If the 
beam is focused to a very small spot, the variation in inten- 
sity of illumination reaching cells at different positions will 
be too high to permit precise measurements. 

Calculations show that if the diameter of the focused 
beam is about 100 pm, there will be only about 2% varia- 
tion in intensity over the width of a 20 pm sample stream. 
There are, however, good reasons not to use a 100 pm round 
spot. If cells travel through the apparatus at velocities in the 
range of 2-5 m/sec, it will take 20-50 ps for a cell to traverse 
a 100 pm beam. During this time, most of the beam will be 
illuminating things other than the cell, and any scatter and 
fluorescence signals from these things will increase back- 
ground noise levels. 

Since variations in intensity over the Gaussian profile of 
the laser beam along the axis of fluid flow aren’t a problem, 
because each cell goes through the whole beam, it makes 
sense to use a relatively small focal spot dimension in the 
direction of the axis of flow. A spot size of 20 pm allows cells 
to traverse the beam in 4-10 ps, increasing illumination of 
the cells during their dwell time in the beam and decreasing 
background as well. If the spot is made smaller than a cell 
diameter, say 5 pm, cells of different sizes spend different 
lengths of time in the beam - everybody isn’t famous for the 
same number of microseconds - and pulse width can be 
used to measure cell size. 
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Figure 1-21. Schematic of the optical system of a fluorescence flow cytometer. 

Using a really small spot, say 2 pm, you can extract a 
substantial amount of information about cell shape and 
structure by digitizing the signal at very high rates. Until 
recently, the processing electronics required for this tech- 
nique, which is called slit-scanning flow cytometry, were 
too complex and expensive to be widely used, but the hard- 
ware and s o h a r e  are now more accessible should a compel- 
ling application come along. Current conventional instru- 
ments settle for elliptical focal spots 5-20 pm high and 
about 100 pm wide; these are obtained using crossed cylin- 
drical lenses of different focal lengths, each of which focuses 
the beam in only one dimension. The crossed cylindrical 
lenses are shown at the left of Figure 1-21, above the cuvette. 
The lens closest to the cuvette is placed one focal length 
away from the sample stream, and focuses the beam in the 
dimension perpendicular to the plane, which is why you 
can’t see the lens’s curvature. The other lens, in this dia- 
gram, is placed so that its focal point is at the beam stop, 
which is a component of the forward scatter collection op- 
tics. 

Flow Chamber and Forward Scatter Collection Optics 
Earlier instruments examined cells in cylindrical quartz 

capillaries, or in a cylindrical stream in air following passage 
of fluid through a round orifice; the observation point in 

most cell sorters is still in a stream in air. However, in the 
benchtop instruments that are most widely used, observation 
is done in flat-sided quartz cuvettes with a square or rec- 
tangular cross section. The internal dimensions of the cu- 
vettes are typically 100-200 by 200-400 p; they are essen- 
tially small spectrophotometer cells and are, not surprisingly, 
produced for the flow cytometer manufacturers by the same 
companies that make spectrophotometer cells for other pur- 
poses. Cylindrical capillaries or  streams in air themselves act 
like cylindrical lenses, and refract substantial amounts of 
light from the illuminating beam, which greatly increases the 
background noise level in scatter measurements and may 
also interfere with fluorescence measurements. Flat-sided 
cuvettes scatter relatively little of the incident light, minimiz- 
ing such interferences. 

The beam stop in the cytometer shown here is a vertical 
bar; we’re looking at its cross section in the top view. What a 
beam stop needs to do is block the illuminating beam, once 
the beam has traversed the cuvette, so that as little of the 
beam as possible will reach the forward scatter detector and 
interfere with the measurement of light scattered by the cell 
at small angles to the beam. In an instrument in which ob- 
servation is done in a round capillary or in a stream in air, 
the beam stop has to be horizontal, to block light refracted 
by the capillary or stream; the forward scattered light that is 
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detected is light scattered “up and down,” i.e., out of the 
plane of Figure 1-21. The laws of physics that govern fo- 
cused laser beams end up dictating that we can collect light 
scattered at smaller angles using a flat-sided cuvette and a 
vertical beam stop than we can using a capillary or round 
stream and a horizontal beam stop. 

The actual range of angles over which small-angle or 
forward scatter signals are collected varies considerably from 
instrument to instrument. The lower end of the range is set 
by the placement and dimensions of the beam stop; in many 
flow cytometers, the upper end of the range is adjustable by 
manipulating an iris diaphragm, shown below the beam 
stop at the left of the figure. The light that gets around the 
beam stop and through the diaphragm is converged by the 
forward scatter collection lens, which, in the apparatus 
shown in the figure, is bringing the light to a focus at the 
forward scatter detector. 

The detector illustrated here is a photodiode, a silicon 
solid-state device that takes photons in and puts electrons 
out, usually at the rate of about 5 electrons out for every 10 
photons in, giving it a quantum efficiency of 50 percent. 
The actual sensing area of the detector is in the neighbor- 
hood of 1 mm’. When you make the same kind of silicon 
chip with a larger surface area, you can get some fairly seri- 
ous electric currents out of the resulting solar cell. The pho- 
todiodes used as forward scatter detectors in most flow cy- 
tometers typically have output currents of a few microam- 
peres, not because they’re smaller than solar cells, but be- 
cause there aren’t enough photons, even in the relatively 
strong forward scatter signal, to produce higher currents. 
When you’re trying to measure forward scatter signals from 
relatively small particles, e.g., bacteria, a photodiode may not 
be up to the job, and it may be better to use a more sensitive 
detector, such as a photomultiplier tube (PMT). These are 
used for side scatter and fluorescence detection, but are lar- 
ger, more complicated, and - probably most important from 
the commercial point of view - more expensive than photo- 
diodes. In an ideal world, the flow cytometer manufacturers 
would offer a high-sensitivity PMT forward scatter detector 
option on all models; turn on the news if you still think ours 
is an ideal world. 

Fluorescence and Side Scatter Optics 
The really hairy part of Figure 1-2 1, and of the average 

flow cytometer, is the part that deals with the collection of 
fluorescence and side scatter signals and the diversion of 
light in different spectral regions to the appropriate pho- 
tomultiplier tube detectors. The first task is to collect the 
light. I have shown a single, simple collection lens for fluo- 
rescence and side scatter, but the optics actually used are 
somewhat more complicated. 

As was noted in Figure 1-1, light is scattered, and fluo- 
rescence emitted, in all directions, i.e., over a solid angle 
corresponding to the entire surface of a sphere. In principle, 
we’d like the lens to collect light over as large a solid angle as 
possible, so we can collect as much of the fluorescence as 

possible. One way to do this is to use a high-N.A. micro- 
scope lens to collect the light; this is done in many instru- 
ments, some of which even use a functional equivalent of oil 
immersion to get the highest possible N.A. Another is to 
place the collection lens at its focal distance from the sample 
stream. Various experimenters have used parabolic or ellip- 
soidal reflectors and high-N.A. fiber optics for light collec- 
tion in attempts to increase the total amount of light col- 
lected. 

As has already been suggested in the discussion of for- 
ward scatter detectors, ideal solutions are hard to come by. 
Every decision made in the design of a flow cytometer in- 
volves tradeoffs. In the case of light collection optics, the 
problem we run into is usually that, as we collect more light, 
we have less control over where we collect it from. What we 
really need to do is collect as much light from the immediate 
region of the cell, and as little from elsewhere, as possible, 
because any light we collect from elsewhere will only con- 
tribute to the background or noise. Thus, the all-important 
signal-to-noise ratio will decrease, even though the signal 
itself increases. Flow cytometer designs using ellipsoidal or 
parabolic reflectors or fiber optics for light collection have, 
so far, run into this problem. 

The simple collection lens shown in the figure is illus- 
trated as producing a collimated beam of light, i.e., one in 
which rays entering the lens at all angles come out parallel, 
with a so-called “focus at infinity”. In most real flow cy- 
tometers, the light collected from the collection lens is either 
not collimated or is converged by a second lens, and then 
passes through a small aperture, or field stop (see p. 9), that 
lets most of the light collected from the region near the cell 
through and blocks most of the light collected from else- 
where. Some instruments incorporate an additional lens 
behind the field stop to recollimate the collected light, be- 
cause there is some advantage in presenting a collimated 
beam to the dichroics and optical filters used direct light 
collected at different wavelengths to different detectors. 

Optical Filters for Spectral Separation 
The lens that collects the fluorescence emitted from, and 

the light scattered at large angles by, cells transmits light 
encompassing a range of wavelengths. Most of the light is 
scattered laser light, at 488 nm; much of the rest should be 
fluorescence from the cells, which will of necessity be at 
wavelengths above 488 nm. The choice of wavelength re- 
gions for fluorescence measurements is based on the fluores- 
cence emission spectral characteristics of the available fluo- 
rescent probes or labels that can be excited at 488 nm. 

The apparatus illustrated in Figure 1-21 is designed to 
detecr fluorescence in four spectral regions, which we call 
green (515-545 nm), yellow (560-590 nm), orange (600- 
620 nm), and red (660-680 nm). It also detects scattered 
light at the excitation wavelength, 488 nm. Each of the de- 
tectors is a photomultiplier tube, and all of the detectors are 
fitted with bandpass optical filters that transmit light in the 
appropriate wavelength ranges. 
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There are basically two kinds of optical filters that can 
be used for wavelength selection; they are color glass, or 
absorptive, filters and dielectric, or interference, filters. 
Color glass filters are made of glass or plastic impregnated 
with dyes that absorb light in the unwanted wavelength 
regions and transmit most of the light in the desired regions. 
Dielectric filters are made by depositing thin layers of dielec- 
tric materials on a glass or quartz substrate; within some 
wavelength range, which is determined by the thickness of 
these layers, there will be destructive interference, resulting 
in light of these wavelengths being reflected from, rather 
than transmitted through, the filter. 

Filters can be made with several kinds of transmission 
characteristics. There are edge filters, which may be either 
long pass or short pass types; long pass filters block shorter 
and transmit longer wavelengths and short pass filters block 
longer and transmit shorter wavelengths. Long pass and 
short pass filters are usually specified by the wavelength at 
which their transmission is either 50% of the incident light 
or 50% of their maximum transmission. There are bandpass 
filters, which block wavelengths above and below the desired 
region of transmission; they are specified by the wavelength 
of maximum transmission and by the bandwidth, which 
defines the range of transmission, usually expressed as the 
range between the points below and above the peak at which 
transmission is 50% of maximum. There are also notch 
filters, which are designed to exclude a narrow range of 
wavelengths. 

Absorptive filters can be very effective at getting rid of 
light outside their desired passbands, i.e., those regions in 
which they transmit light (many transmit less than 0.01% 
outside the passband), and can also be made to have good 
(>90%) light transmission in the passband. However, the 
dyes incorporated into the filter to absorb the unwanted 
light may fluoresce; this phenomenon can (and did, in the 
earlier fluorescence flow cytometers) interfere with the detec- 
tion of weak fluorescence signals from cells. As a result, most 
modern instruments now use interference filters, which re- 
flect rather than absorb unwanted light. 

Real interference filters used as long pass or bandpass fil- 
ters frequently incorporate an absorptive layer behind the 
dielectric layers to get rid of the last little bit of unwanted 
light, because it’s difficult to get rid of more than 99% of it 
by interference and reflection alone. Fluorescence in these 
filters is not a big problem because the interference layers get 
rid of most of the light that might excite fluorescence before 
it hits the absorptive layer - provided, that is, that you 
mount the filter shiny side out, that is, with the interference 
layers facing where the light’s coming from and the colored 
absorptive side facing where it’s going. 

Dichroics, also called dichroic mirrors or dichroic 
beamsplitters, are interference filters, usually without an 
added absorptive layer. They can be made with either long 
reflect (i.e., short pass) or short reflect (i.e., long pass) char- 
acteristics, and both kinds are used in flow cytometers. As is 
the case with other types of interference filters, it’s easier to 

make a filter that reflects 97% of unwanted light than it is to 
make one that transmits 90% of wanted light. When flow 
cytometers measured fluorescence in only two spectral re- 
gions, they only needed one dichroic (maybe two, if you 
count one to reflect blue (488 nm) light to the orthogonal 
scatter detector and keep it away from the fluorescence col- 
lection optics). When you start measuring fluorescence in 
three or four regions, it becomes advisable to do careful cal- 
culations to make sure you don’t lose a lot of the light you 
want in the dichroics. The Devil, as we all know, is in the 
details, and more deals with the Devil are made in the details 
of dichroics and filters than in most other areas of flow cy- 
tometer design. 

The layout shown in Figure 1-21 assumes that the 
strongest signal, or the one with the most light we can waste, 
is the blue orthogonal scatter signal, and that the green, yel- 
low, orange, and red fluorescence signals are progressively 
weaker. Even if all of the dichroics transmit 90% of the in- 
cident blue light, only 65% of the light coming through the 
collection lens will reach the filter in front of the orthogonal 
scatter detector PMT. About 70% of the green fluorescence 
will make it to the filter in front of the green detector PMT, 
while 77% of the yellow, 86% of the orange, and 96% of 
the red fluorescence will get to the filters in front of the de- 
tectors for those spectral regions. We therefore lose the least 
light from the weakest signal. 

There are other ways to improve light transmission; one 
is to ditch the in-line arrangement of PMTs shown in the 
figure, instead first splitting the red/orange and the 
blue/green/yellow regions, so that the green fluorescence 
signal passes through two dichroics and the others through 
only a single dichroic. Another, which I routinely use in the 
“Cytomutt” flow cytometers I build, is to place a second 
fluorescence collection lens at 180” from the first one, so 
that each lens collects light for at most three detectors. 

The spacing between the dielectric layers of interference 
filters and dichroics determines the wavelengths at which 
interference will occur, and, therefore, the wavelengths that 
will be transmitted or reflected by these components. The 
distance between the layers changes with the angle at which 
light hits the filter (remember trigonometry?), and, as a re- 
sult, the passband of the filter changes with the angle of in- 
cidence of the light. In theory, light should be collimated 
before it gets to the dichroics and filters; this is generally not 
done because the light coming from the collection lens is 
contained within a fairly small solid angle. Problems with 
dichroics and filters are more likely to result from using the 
wrong filters or from mounting filters incorrectly. Dielectric 
filters also degrade over time, as moisture gets in between the 
dielectric layers, but, when this occurs, the filters tend to 
look ugly enough so that you’d think about ordering new 
ones. 

I hope, by now, to have conveyed the impression that di- 
chroics and filters are among the most critical parts of a flow 
cytometer; not surprisingly, the right - or wrong - selection 
of dichroics and filters can also make a big difference when 
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you’re doing fluorescence microscopy, by eye or with image 
analyzers, etc. A few hundred dollars spent on good filters 
may dissuade you from smashing tens or hundreds of thou- 
sands of dollars worth of instrument to smithereens out of 
frustration. 

Multistation Flow Cytometers 

Before going on to a discussion of detectors and electron- 
ics, I will point out that, whereas most flow cytometers have a 
single excitation beam, and you can have any color you want 
as long as it’s 488 nm, there are systems available that offer a 
wider choice of excitation wavelengths. Some of these can use 
two or more illumination beams, separated by a small distance 
in space. A good way to conceptualize such a multistation 
flow cytometer might be to imagine two or more copies of 
Figure 1-21 stacked one on top of another. Because the beams 
in a multistation instrument are separated by a short distance, 
it takes a short time for cells to travel from one beam to an- 
other, and the signals are therefore separated in time. Since the 
velocity of cells through the system is approximately constant, 
the time interval between signals from different beams is also 
approximately constant. 

In flow cytometers that form an image of the sample 
stream, as most now do, it is customary to form separate 
images of the intersections of two or more beams with the 
sample stream, and divert light from each observation point 
to the appropriate detectors. In instruments in which no 
image is formed, and in which light from multiple observa- 
tion points reaches all the detectors, a time-gated amplifier 
is used. This allows signals from the detectors that measure 
events at the downstream observation point to reach the 
signal processing electronics only at a set time interval after 
signals are detected at the upstream observation point. 

Multistation instruments have also been built that incor- 
porate electronic volume sensors as well as laser or arc lamp 
illumination; cell sorters are also multistation instruments, as 
are cell “zappers” or photodamage cell sorters. These use a 
high energy pulsed laser beam downstream from the meas- 
urement beam and switch the beam on to destroy cells with 
selected characteristics. 

Flow cytometers with multiple illumination beams are 
used primarily for multiparameter measurements involving 
probes that cannot be excited at the same wavelength. For 
example, sorting human chromosomes stained with combi- 
nations of dyes that preferentially stain A-T and G-C rich 
regions of DNA requires separated ultraviolet (325-363 nm) 
and blue-violet (436-457 nm) illuminating beams. Other 
applications use ultraviolet and 488 nm beams and 488 and 
red (633 or 635 nm) beams; as many as five beams have 
been used in a single apparatus. The current trend is toward 
multiple illumination beams, even in benchtop instruments. 

Photomultipliers and Detector Electronics 
A photomultiplier tube (PMT), like a photodiode, 

takes in photons and puts out electrons. However, whereas a 
plain photodiode never does much better than 7 electrons 

out for every 10 photons in, a PMT may get as many as a 
few hundred thousand electrons out for each photon that 
reaches its photocathode. PMTs, like cathode ray television 
tubes and the tubes favored by audiophiles and rock musi- 
cians who can’t see the trees for DeForest, are among the last 
survivors of the vacuum tube era. They incorporate a photo- 
cathode, which is placed behind a glass or quartz window so 
light can reach it, a series of intermediate electrodes, or dyn- 
odes, and another electrode called the anode. A voltage is 
applied to each electrode; the photocathode is at the lowest 
voltage, with each dynode at a successively more positive 
voltage and the anode at the most positive voltage of them 
all - which is usually ground, because the photocathode is 
generally a few hundred to a couple of thousand volts nega- 
tive. 

Photons hitting the photocathode result in photoelec- 
trons being emitted from the photocathode, and accelerated 
toward the first dynode by the electric field resulting from 
the difference in electric potential (voltage) between these 
electrodes. The electrons acquire energy during this trip, so, 
when they whack into the dynode, they dislodge more elec- 
trons from it, which are accelerated toward the next dynode, 
and so on. The bigger the difference in potential, i.e., ap- 
plied voltage, between stages, the more energy is imparted to 
the electrons at each stage, and the more electrons are re- 
leased from the receiving electrode. This gives the PMT a 
mechanism for current gain that is relatively noise-free. The 
PMTs used in most flow cytometers have current gains as 
high as lo6. However, the quantum efficiency of PMT 
photocathodes is typically lower than that of photodiodes, 
with peak values of 25% (i.e. 25 electrons out for 100 pho- 
tons in) in the blue spectral region, and, usually, much lower 
values in the red. Detector quantum efficiency is important 
because the sensitivity and precision with which fluorescence 
(or any other optical signal) can be measured ultimately de- 
pend on the number of electrons emitted from the detector 
photocathode. 

Why is it that at detectors, we measure success one elec- 
tron at a time? Because detection is subject to the same 
Poisson statistics we ran into on p. 19. When you count (or 
detect) n of anything, including photoelectrons, there is an 
associated standard deviation of nl”. When you detect 
10,000 photoelectrons, the standard deviation is 10,000”‘, 
or 100, and the coefficient of variation (Cv) is 100 x 

(lOO/lO,OOO), or 1%. When you detect 10 photoelectrons, 
the standard deviation is lo1‘*, or about 3.16, and the CV is 
100 x (3.16/10), or 31.6%. I am talking about photoelec- 
trons, rather than photons, here, because, while the detector, 
whether diode or PMT, ‘‘sees’’ photons, if you will, all the 
electronics lets us “see” is electrons. 

If we had reliable low-noise amplifiers with gains of sev- 
eral million, we’d always be better off with the 50-70 elec- 
trons we could get out of the photodiode for every 100 pho- 
tons hitting it than we would with the 8-25 electrons emit- 
ted from the PMT cathode under the same conditions; all 
the gain in the PMT doesn’t get around the imprecision 
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introduced by the lower number of electrons it starts with 
and, in fact, there is also a statistical aspect to the PMT’s 
gain mechanism. 

Unfortunately, the high-gain, low noise amplifiers we’d 
need to use photodiodes as sensitive fluorescence detectors 
don’t exist. There are, however, solid-state devices called 
avalanche photodiodes (APDs), which combine high 
quantum efficiency with a mechanism that can produce 
gains as high as a few thousand when a voltage is applied 
across the diode. While APDs are now used for both scatter 
and fluorescence detection in some commercial flow 
cytometers, they do not match the sensitivity of PMTs. 

The photodetectors we have been talking about are 
sources of electric current. A preamplifier, which is the 
first stage in the analog signal processing electronics, con- 
verts the current output from its associated detector to a 
voltage. The preamplifier also accomplishes the important 
task of DC baseline restoration. 

An ideal flow cytometer is something like an ideal dark 
field microscope; when there’s no cell in the observation 
region, the detector shouldn’t be collecting any light at all. 
In practice, there’s always some small amount of light com- 
ing in. In the case of the scatter detectors, most of this light 
is stray scattered light from the illuminating beam; in the 
case of the fluorescence detectors, the light background may 
come from fluorescence excited in various optical elements 
such as the flow chamber, lenses, and filters, from fluores- 
cence due to the presence of fluorescent materials in the 
medium in which cells are flowing, and from Raman scat- 
tering, which produces light at frequencies corresponding to 
the difference between the illumination frequency and the 
frequencies at which absorption changes molecular vibra- 
tional states. In flow cytometry, the major interference due 
to Raman scattering results from scattering by water; when 
488 nm illumination is used, this scattering occurs at about 
590 nm, and may interfere with detection of signals from 
probes labeled with phycoerythrin, which fluoresces near this 
wavelength. 

The net result of the presence of all of the abovemen- 
tioned stray light sources is that there are some photons 
reaching the detectors in a flow cytometer even when there 
isn’t a cell at the observation point, producing some current 
at the detector outputs. There may also be some contribu- 
tion from the so-called dark current of the detector, which 
results from the occasional electron breaking loose from the 
cathode due to thermal agitation. There are some situations 
in which performance of photodetectors is improved by re- 
frigerating them to reduce dark current; flow cytometry in 
the contexts we’re discussing isn’t one of them. Even with 
the detectors in liquid nitrogen, we’d have to deal with the 
background light, which will contribute a signal with an 
average value above zero to whatever signal we collect from 
the cells. 

The background signal can be considered as the sum of a 
constant direct current (DC) component and a variable 
alternating current (AC) component, representing the fluc- 

tuations due to photon statistics and to other sources of 
variation in the amount of stray light reaching the detector. 
One important source of such variation may be light source 
noise, i.e., fluctuations in the light output of the laser or 
lamp used for illumination: in some circumstances, particu- 
larly scatter measurements of small particles, source noise 
can be the major factor limiting sensitivity. 

What we’d like to measure when a cell does pass by the 
observation station is the amount of light coming from the 
cell, not this amount plus the background light. We can do 
this, to a first approximation, by incorporating an electronic 
circuit that monitors the output of the detector and uses 
negative feedback to subtract the slowly varying component 
of the output from the input, thereby eliminating most of 
the DC background signal, and restoring the baseline value 
of the preamplifier output to ground. 

In practice, baseline restorers will keep their voltage out- 
puts within a few millivolts of ground when no cells are 
coming by. When a cell does arrive, it will -scatter and 
probably emit small amounts of light, which will be col- 
lected and routed to the various detectors, producing tran- 
sient increases, or pulses, in their output currents, which 
will result in voltage pulses at the preamplifier outputs. At 
this point, as was noted on p. 17, all of the information we 
wanted to get from the cell resides in the heights, areas, 
widths, and shapes of those pulses; we will ultimately con- 
vert these to digital values, in which form they can be dealt 
with by the computers that are almost universally used for 
data analysis in flow cytometry. However, before we get into 
the details of how pulse information is processed, we ought 
to consider the only element of Figure 1-21 that has been 
neglected to this point, namely, the cell flowing through the 
apparatus, and how it gets there. 

Putting the Flow in Flow Cytometry 

Figure 1-21 describes the cell as being in the center of 
the cuvette, and I have already talked about a core or sample 
stream of cells that is about 20 pm wide, while mentioning 
that the internal dimensions of the cuvette are on the order 
of 200 by 200 pm. The space between the core and the in- 
ner walls of the cuvette is occupied by another stream of 
flowing fluid, called the sheath. How the core and sheath 
get where they are can be appreciated from a look at Figure 
1-22. 

Fluid mechanics tells us that, if one smoothly flowing 
stream of fluid (i.e., the core stream) is injected into the ten- 

ter of another smoothly flowing stream of fluid (i.e., the 
sheath stream), the two streams will maintain their relative 
positions and not mix much, a condition called laminar 
flow. There are generally differences in fluid flow velocity 
from the inside to the outside of the combined stream, but 
the transitions are even. If the velocities of the two streams 
are initially the same, and the cross-sectional area of the ves- 
sel in which they are flowing is reduced, the cross-sectional 
areas of both streams will, obviously, be reduced, but they 
will maintain the same ratio of cross-sectional areas they had 
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at the injection point. If the sheath stream is flowing faster 
than the core stream at the injection point, the sheath stream 
will impinge on the core stream, reducing its cross-sectional 
area. In the flow chamber of a flow cytometer, both mecha- 
nisms of constricting the diameter of the core stream may be 
operative. 

The core stream, which contains the cell sample, is in- 
jected into the flowing water or saline sheath stream at the 
top of a conical tapered region that, in the flow chamber 
shown in the figure, is ground into the cuvette. The areas of 
both streams are reduced as they flow through the tapered 
region and enter the flat-sided region in which cells are ob- 
served. Core and sheath streams may be driven either by gas 
pressure (air or nitrogen), by vacuum, or by pumps; most 
instruments use air pressure. Constant volume pumps, e.g., 
syringe pumps, which, if properly designed, deliver a 
known volume of sample per unit time with minimum pul- 
sation, provide finer control over the sample flow rate. Since 
knowing the sample flow rate makes it easy to derive counts 
of cells per unit volume, flow cytometric hematology analyz- 
ers incorporate constant volume pumps; why fluorescence 
flow cytometers, in some cases made by the same manufac- 
turers, do not remains something of a mystery. 

The overall velocity of flow through the chamber is gen- 
erally determined by the pressure or pump setting used to 
drive the sheath. If the sheath flow rate is increased with no 
change in the core flow rate, the core diameter becomes 
smaller and the cells move faster; if the sheath flow rate is 
decreased under the same circumstances, the core diameter 
becomes larger and the cells move more slowly. In some 
circumstances, it is desirable to adjust sheath flow rates; if 
cells move more slowly, they spend more time in the illumi- 
nating beam, receive proportionally more illumination, and 
they therefore scatter and emit proportionally more light. If 
the amount of light being collected from cells is the limiting 
factor determining sensitivity, slowing the flow rate can im- 
prove sensitivity, allowing weaker signals to be measured. 

This aside, it is generally preferable to be able to control 
the core diameter, and therefore the volume of sample and 
number of cells analyzed per unit time, without changing 
the velocity at which cells flow through the system. This is 
done by leaving the sheath flow rate constant and changing 
the driving pressure or pump speed for the core fluid. More 
drive for the core results in a larger core diameter; more cells 
can be analyzed in a given time, but precision is likely to be 
decreased because the illumination from a Gaussian beam is 
less uniform over a larger diameter core. Less drive for the 
core gives a smaller core diameter and a slower analysis rate, 
but precision is typically higher. When the cytometer is be- 
ing used to measure DNA content, precision is important; 
when it is being used for immunofluorescence measurement, 
precision is usually of much less concern. 

The use of sheath flow as just described has proven es- 
sential in making flow cytometry practical. Without sheath 
flow, the only way of confining 10 pm cells within a 20 pm 
diameter stream would be to observe them in a 20 pm di- 

1 -  

ameter capillary or in a stream in air produced by ejecting 
the cells through a 20 pm diameter orifice. This would very 
quickly run afoul of Shapiro’s First Law (p. 11). As a matter 
of fact, even with sheath flow, Shapiro’s First Law frequently 
came into play when cell sorters were typically equipped 
with 50 pm orifices. That orifice size was fine for analyzing 
and sorting carefully prepared mouse lymphocytes, but peo- 
ple interested in analyzing things like disaggregated solid 
tumors might encounter mean intervals between clogs of 
two minutes or so. With the larger cross-sectional areas of 
the flow chambers now used in most flow cytometers, clogs 
are not nearly the problem they once were. 

Clogs, however, are not the only things that can disturb 
the laminar flow pattern in the flow chamber. Air bubbles 
perturb flow, as do objects stuck inside the chamber but not 
large enough to completely obstruct it. In the first commer- 
cial cell sorters, the standard method for getting rid of air 
bubbles was to remove the chamber from its mount while 
the apparatus was running, and turn it upside down; the 
bubble would rise to the top and emerge from the nozzle 
along with a stream of sheath and sample fluid that would 
spray all over the lab. This technique became inappropriate 
with the emergence of AIDS in the 1980’s. Now, even drop- 
let sorters incorporate an air outlet (which I have referred to 
elsewhere as a “burp line”) for getting rid of bubbles. In 
some flow cytometers with closed fluidic systems, the air 
bubble problem is minimized by having the sample flow in 
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Figure 1-22. A typical flow chamber design. 
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at the bottom and out at the top, essentially turning Figure 
1-22 upside down; bubbles are more or less naturally carried 
out of the flow chamber. 

Disturbances in laminar flow, whether due to bubbles or 
junk, often result in the core stream deviating from its cen- 
tral position in the flow chamber and in differences in veloc- 
ity between different cells at different points within the core. 
Turbulent fluid flow is now described mathematically using 
chaos theory; you can recognize turbulent flow in the flow 
chamber by the chaos in your data. 

For the present, we will assume the flow is laminar, the 
optics are aligned, and the preamplifiers are putting out 
pulses with their baselines restored, and consider the next 
step along the way toward getting results you can put into 
prestigious journals and/or successful grant applications. 

Signal Processing Electronics 
We have already mentioned that a cell is going to pass 

through the focused illuminating beam in a flow cytometer 
in something under 10 ps, during which time the detectors 
will produce brief current pulses, which will be converted 
into voltage pulses by the preamplifiers. Using analog peak 
detectors, integrators, and/or pulse width measurement cir- 
cuits, followed by analog-to-digital conversion, or, alterna- 
tively, rapid A-D conversion followed by digital pulse proc- 
essing (p. 21), we will reduce pulse height, area, and width 
to numbers, at least some of which will, in turn, be propor- 
tional to the amounts of material in or on the cell that are 
scattering or emitting light. But which numbers? 

First, let’s tackle the case in which the focal spot, in its 
shorter dimension, along the axis of flow, is larger than the 
cell, meaning that there is some time during the cell’s transit 
through the beam at which the whole cell is in the beam. 
Because the beam is Gaussian, the whole cell may not be 
uniformly illuminated at any given time, but intuition tells 
us that when the center of the cell goes through the center of 
the beam, we should be getting the most light to the cell and 
the most light out of it. The preamplifier output signal, after 
baseline restoration, is going to be roughly at ground before 
the cell starts on its way through the beam, and rise as the 
cell passes through, reaching its peak value or height when 
the center of the cell is in the center of the beam, and then 
decreasing as the cell makes its way out of the beam. Since 
the whole cell is in the beam when the pulse reaches its peak 
value, this value should be proportional to the total amount 
of scattering or fluorescent material in or on the cell. 

Things get a little more complicated when the beam is 
the size of the cell, or smaller. In essence, different pieces of 
the cell are illuminated at different times as the cell travels 
through the beam. In order to come up with a value repre- 
senting the signal for the whole cell, we have to take the 
area, or integral, rather than the height of the pulse. There 
are two ways to do this with analog electronics. One is to 
change the frequency response characteristics of the pream- 
plifier, slowing it down so that it behaves as an integrator, in 
the sense that the height of the pulse coming out of the 

slowed-down preamplifier is proportional to the area or in- 
tegral of the pulse that would come out of the original fast 
preamplifier. Putting the slowed pulse into a peak detector 
then gives us an output proportional to the area or integral 
we’re trying to measure. Alternatively, we can keep the fast 
preamplifier, and feed its output into an analog integrator 
instead of a peak detector. 

If we decide to do digital pulse processing, we have to 
digitize the pulse trains from the preamplifier outputs rap- 
idly enough so that we have multiple samples or “slices” of 
each pulse. We can then add the values of a number of slices 
from the middle of the pulse to get an approximation of the 
area, or integral; eight slices will do, but sixteen are better. 
This works pretty well. However, if we’re only taking eight 
or sixteen slices of a pulse, we may not get as accurate a peak 
value or a pulse width value as we could using analog elec- 
tronics. 

The peak value we get from digital processing is simply 
the largest of our eight or sixteen slices. These provide us 
with only a fairly crude connect-the-dots “cartoon” of the 
pulse, thus, while there is a substantial likelihood that the 
largest digitized slice is near the peak value, there is a rela- 
tively low probability that the digitization will occur exactly 
when the peak value is reached. 

Similarly, if we estimate pulse width from the number of 
contiguous slices above a set threshold value, we will have a 
fairly coarse measurement; if the digitization rate gives us at 
most sixteen slices, our range of pulse widths runs from 1 to 
16, with each increment representing at least a 6 percent 
change over the previous value. If we had fast enough ana- 
log-to-digital converters to be able to take a few hundred 
slices of each pulse, and fast enough DSP chips to process 
the data, we could get rid of analog peak detectors and pulse 
width measurement circuits, but we’re not there yet. The 
digital integrals are already good enough to have been incor- 
porated into commercial instruments. 

Is It Bigger than a Breadbox? 
I have been referring to benchtop flow cytometers and 

big sorters, but I haven’t shown you any pictures. Now’s the 
time to fix that. 

Figure 1-23, on the next page, shows the Becton- 
Dickinson FACScan, the first really successful benchtop 
flow cytometer, introduced in the mid-1980’s. It uses a sin- 
gle 488 nm illuminating beam from an air-cooled argon ion 
laser, and measures forward and side scatter and fluorescence 
at 530 and 585 and above 650 nm. The data analysis system 
is an Apple Macintosh personal computer, shown in front of 
the operator. 

Figure 1-24 (courtesy of Cytomation) shows that com- 
pany’s MoFlo high-speed sorter. The optical components, 
including two water-cooled ion lasers and a large air-cooled 
helium-neon laser, are on an optical table in front of the 
operator. Most of h e  processing electronics are in the rack 
to the operator’s left; the two monitors to her right display 
data from an InteUMicrosoft type personal computer. 
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Neither the FACScan nor the MoFlo risks being mis- 
taken for a breadbox. However, the Microcyte analyzer 
shown in Figure 1-25 (photo courtesy of Optoflow AS) 
comes close. It is a two-parameter instrument with a red 
diode laser source, and measures medium angle scatter using 
a photodiode and fluorescence using an avalanche photodi- 
ode. As you might guess, it can be run on batteries. 

Flow Cytometer Pathology and Diagnostics 

As the benchtop flow cytometer starts to look more and 
more like a “black box” (okay, a “beige box,” “gray box,” or 
whatever from some manufacturers), it becomes increasingly 
important for a user to know how to verify that the instru- 
ment is running properly. It is, of course, equally important 
to know when a big sorter is and is not running properly, 
but the larger instruments tend to make their operators 

An instrument in proper alignment, running particles 
through an unobstructed flow system at a rate within the 
manufacturer’s specifications, should get nearly identical 
measurements from nearly identical particles. There are now 
several companies producing nearly identical particles in the 
form of plastic microspheres, i.e., beads, impregnated with 
fluorescent dyes. If everything’s right, one ought to be able 
to make scatter and fluorescence measurements of such par- 
ticles with high precision, meaning coefficients of variation 
no higher than a few percent. The only biological objects 
that are likely to yield CVs in that range are noncycling cells, 
such as peripheral blood lymphocytes, stained with a fluores- 
cent DNA stain; most people stick with beads. 

An instrument in which optical alignment is adjustable 
by the operator will typically yield the lowest measurement 
CVs at the point at which signal amplitudes are maximized. 
However, optical misalignment is not the only potential 
cause of poor measurement precision. Fluctuations in the 
power output of the light source will decrease precision, as 
will the presence of cell aggregates, large pieces of debris, 
and/or gas bubbles in the flowing stream. These create tur- 
bulence, resulting in the measured particles being distributed 
over an excessively large portion of the stream and/or travel- 
ing at different velocities; under these conditions, nearly 
identical particles will obviously not produce nearly identical 
signals. 

Sensitivity, which, in the context of flow cytometry, ba- 
sically means the degree to which fluorescence distributions 
from dimly stained cells (or beads) can be discriminated 
from distributions from unstained (control) cells or (blank) 
beads will usually be degraded if precision falls substantially 
short of the mark. Loss of sensitivity may also be due to deg- 
radation and/or incorrect choice or installation of optical 
filters. 

Figure 1-23. FACScan Analyzer (Beaon-Dickinson) aware ofproblems. 

Figure 1-24. MoFlo High-speed Sorter (Cytomation) 

Figure 1-25. Microcyte Cytometer (Optoflow) 

Precision of instruments should always be determined 
using beads carrying fairly large amounts of dye, to minimize 
the contribution to variance from photoelectron statistics. 
Determination of instrument sensitivity virtually demands 
that at least some of the test objects used produce low- 
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intensity signals. Beads used for sensitivity testing typically 
come in sets containing an undyed or blank bead and beads 
loaded with four or more different levels of fluorescent dye. 

Flow cytometer manufacturers and third parties also 
supply beads that can be used to optimize fluorescence com- 
pensation settings, and, as was previously noted in the dis- 
cussion of quantitative fluorescence measurements, beads 
that allow the scale of the instrument to be calibrated in 
terms of numbers of molecules of a particular probe or label. - 
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1.6 ALTERNATIVES TO FLOW CYTOMETRY; 
CYTOMETER ECOLOGY 

In order to use flow cytometry to study characteristics 
of intact cells from solid tissues or tumors, or of cultured 
cells that grow attached to one another and/or to a solid 
substrate, various methods are used to prepare single cell 
suspensions from the starting material. Flow cytometry itself 
can provide a good indication of the efficacy of such prepa- 
rative procedures. In a similar fashion, the technique can be 
very usehl in monitoring bulk methods for purifying cell 
subpopulations, e.g., sedimentation and centrifugation 
techniques and affinity-based separations. If large cell 
yields are more important than high purity, bulk separation 
with flow cytometric monitoring may be preferable to sort- 
ing as a preparative method. 

We have learned and can probably continue to learn a 
great deal by dissociating tissues and even organisms into 
suspensions of intact cells that can be characterized in flow 
cytometers, sorted, and subsequently studied in culture. 
However, the procedures used for cell dissociation, by na- 
ture, have to remove most of what holds the cells together. 
Since such adhesion molecules are probably as important as 
anything else for our understanding of cells' behavior, it is 
inevitable that there will come a point at which we won't be 
able to answer critical questions using cells stripped of these 
essential components. 

It will make sense, at that point, to find instrumental al- 
ternatives to flow cytometry in a new generation of image 
analyzers and scanning cytometers, designed with an empha- 
sis on preserving cell viability, which allow us to use the 
armamentarium of analytical techniques and reagents, in the 
development of which flow cytometry has played a major 
role, to study cells in organized groups. 

We may also, of course, run up against the limits of flow 
cytometry simply by developing a desire to measure some- 
thing repeatedly in one cell over an interval greater than a 
few hundred microseconds. This can be accomplished by 
combining static cytometry with kinetic analysis tech- 
niques, such as flow injection analysis, adapted from ana- 
lytical chemistry. 

I am reminded that one of the Mayo brothers said that a 
good surgeon had to know when to stop cutting and when 
not to cut; a good analytical cytologist will have to know 
when to put aside flow cytornetry. Not now, though. Keep 
reading. 

When we do consider the alternatives to flow cytometry, 
and even the availability of different types of flow cytome- 
ters, we run into something of an information gap. In the 
last edition of this book, I described flow cytometry as hav- 
ing been a growth industry since about 1985, based on cen- 
sus data compiled by Kit Snow of Beckman Coulter Corpo- 
ration and shown in Figure 1-26. 
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Figure 1-26. Estimated numbers of fluorescence flow 
cytometers in use worldwide, 1975-1992. 

I tried to get updates on these numbers from various 
manufacturers, and even expanded my search to look for 
data about scanning laser cytometers, confocal microscopes, 
etc. Nobody's talking. The best I could do was come up 
with numbers that nobody would say were way too high or 
way too low. So here goes. 

The great majority of fluorescence flow cytometers now 
in use are benchtop models similar to the one shown in Fig- 
ure 1-23; they use low-power, air-cooled argon ion laser 
light sources operating at a fixed emission wavelength of 488 
nm, and measure forward and orthogonal light scattering 
and fluorescence in three or four (green, yellow and/or or- 
ange, and red) spectral regions. Most of these systems have 
been designed for ease of use, with the needs of the clinical 
laboratory market foremost in mind. Newer instruments in 
the same class have added features such as a second (red) 
laser and closed fluidic sorting systems. The estimate is that 
there are somewhere between 12,000 and 20,000 such flow 
cytometers in use worldwide. 

There are also probably around 2,000 larger, more elabo- 
rate fluorescence flow cytometers, which may use one or 
more air-cooled or water-cooled laser sources, can be 
equipped to measure eight or more parameters, and offer 
droplet sorting capability. These instruments are typically 
used in research laboratories rather than in clinical settings. 
Then, there are several hundred commercially produced 
fluorescence flow cytometers using arc lamp rather than laser 
sources, at least an equal number of instruments designed for 
multiplexed assays on beads, and one to two hundred labora- 
tory-built flow cytometers. 
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The confocal microscopy folks seemed happy with the 
estimate that there are between 3,000 and 5,000 confocal 
systems worldwide; only two or three hundred of these are 
equipped for multiphoton excitation. 

The area of relatively low-resolution scanning laser cy- 
tometryzfso has gotten more active in recent years. The Com- 
piiCyte Laser Scanning Cytometer (LSC), developed by Lou 
Kament~ky*’~~, is generating an increasing number of inter- 
esting publicationsz38’ *, about which I will say more later. I 
estimate that there are 100 to 250 LSCs now in circulation, 
and probably a similar number of volumetric capillary cy- 
to meter^'^^^, built by Biometric Imaging, now part of B-D. 
And there is at least one promising scanning system that 
hasn’t yet made it into production but is worth watchin?. 

1.7 THE REST OF THE BOOK 
In Chapter 2, I will point you toward some sources of 

information that may be of use to you in learning more of 
the details of cytometry, flow and otherwise, discussion of 
which began in this Chapter and will continue in Chapter 4. 
Chapter 2 will also provide brief descriptions of a bunch of 
books on cytometry and related topics that have appeared 
since the last edition of this tome. 

I have devoted the intermediate Chapter 3 to the history 
of flow cytometry, because I think that an appreciation of 
how things came to be as they are is as important to further 
progress as is an understanding of the science and technol- 
ogy. Chapters 5 and 6, respectively, provide additional mate- 
rial on data analysis and flow sorting. 

Parameters and the probes used for their measurement 
are discussed in Chapter 7, which also presents some basic 
applications of flow cytometry and of some alternative 
methods. Chapter 8 considers flow cytometers, software, and 
related accessories now available from commercial manufac- 
turers, and criteria that may influence buying decisions. 

Chapter 9 briefly discusses the option of building flow 
cytometers; although the details on the construction, care 
and feeding of “Cytomutts” featured in the earlier editions 
have been omitted, some material that may help users under- 
stand their apparatus better has been retained. 

Current and proposed applications of, and alternatives 
to, flow cytometry in biomedical research and laboratory 
medicine are considered in Chapter 10. Chapter 11 lists 
“Sources of Supply,” while Chapter 12 is an Afterword, con- 
taining afrerthoughts, afrershocks, and late breaking news. 
That’s all I wrote. Well, almost. 

Lis(z)t Mode 
When cells are in such altered states 
You don’t know where to set the gates, 
It’s best to minimize the risk 
And store them all on your hard disk.. 
If there’s a clog before you’re done, 
You’ll save some data from a run, 
And, thus, you may stay out of jams 
You’d get in with live histograms. 

List mode, just work in list mode; 
When you consider all the options, it’s the only thing to do. 
This mode, and only this mode, 
Lets you make sense of samples that, at first, leave you with- 

out a clue. 

Once we’re in list mode, anyway, 
With prices as they are today, 
It isn’t putting on the Ritz 
To digitize to sixteen [or more] bits. 
It’s clear that, once we’ve made this change, 
We’ll have enough dynamic range 
To transform data digitally, 
So log amps will be history. 

List mode, we’ll work in list mode, 
And go from linear to log and back without the log amps’ 

Once we’ve got list mode, our only pissed mode 
May be when we try pinning down which agencies will pay 

ills. 

the bills. 

List mode can help us analyze 
How many molecules of dyes 
And antibodies will be found 
O n  each cell type to which they’re bound. 
At long last, different labs can see 
Results compared objectively, 
Advancing science as a whole 
And aiding quality control. 

List mode, by using list mode, 
We‘ll all get heightened sensitivities and much reduce the 

And trepidation of calibration, 
Although the folks who make the particles may have us by 

fears 

the spheres. 

From East to West, from South to North, 
We’ll send our data back and forth, 
Why, we’ll soon have it in our reach 
To run our samples from the beach. 
But, unless they’ve been well prepared, 
When they are run, we‘ll run them scared, 
List mode or not, there’s still no doubt 
That garbage in gives garbage out. 

List mode, we all need list mode, 
Though there are ends for which list mode itself can never 

Even with list mode, there won’t exist code 
That gets good data from bad samples and/or misaligned 

be the means. 

machines. 

(“List Mode” 0 Howard Shapiro; used by permission. The 
music is derived from Liszt’s Hungarian Rhapsody No. 2.) 



2. LEARNING FLOW CYTOMETRY 

When you stop to think about it, a lot of different areas 
of technology are involved in flow cytometry, and you have 
to know something about several of those fields to be 
comfortable using a flow cytometer, let alone building one. 
The overall design of an experiment requires some 
appreciation of the biology of the cells to be studied, of the 
organic and physical chemistry of the dyes and reagents 
involved, of the biochemical and/or immunologic bases of 
the reaction between reagents and cells, and of the statistical 
methods needed to draw valid conclusions from the data 
obtained. Keeping an instrument in good working order 
requires some understanding of the fluid mechanics of the 
flow system, of the optics involved in illuminating the cells 
in the sample and collecting light emitted, scattered, or 
transmitted by those cells, and of the electronics used to 
detect, process, and analyze those optical signals. You may 
also have to learn more about lasers and computers than you 
ever wanted to know. 

If this prospect is intimidating to you as a newcomer, 
take heart; everybody who has ever done flow cytometry has 
come to the field trained in one or two areas and has had to 
absorb a lot of practical information in several others. We 
have all learned to ask for help, and most of us have learned 
to give it as well. There is, however, a persistent commu- 
nication problem in cytometry that arises from the 
interdisciplinary nature of the field. Although its 
practitioners, despite their diverse educational backgrounds, 
now appear to speak a common language, the same words 
may not necessarily have exactly the same meanings to any 
two people. If the specialists in the field don’t really 
understand one another, it becomes very difficult indeed for 
newcomers to make any sense of much of the technical 
material discussed at meetings and in the literature. 

It was once a fairly widespread practice in higher 
education to require all undergraduates to study a core 

curriculum in addition to taking courses in their major fields 
of study. This established a basis for communication 
between individuals who might follow very different career 
paths after leaving college. I used to view core curricula as 
coercive: I now believe that best way to get a group of people 
to understand the rationale for doing things a given way in a 
given field is to expose all of them to as much as possible of 
the background material that shaped the development of the 
field. In the first edition of this book, I carried the core 
curriculum analogy far enough to list several articles’.’ about 
flow cytometry as “required reading.” In the later editions, I 
have tried to put everything I think you need to start with, 
and then some, into the book, even though core curricula, in 
general have been creeping back into favor. 

Learning from History: Take One 
While the history of flow cytometry will be covered in 

some detail in the next chapter, I would still recommend 
that those of who you have the opportunity take a look at 
two of my older references, the introductory article by 
Herzenberg, Sweet, and HerZenberg on “Fluorescence- 
activated Cell Sorting” (Scientz3c American, 234, No. 3: 108- 
117, March, 1976) and Kamentsky‘s extensive review’ on 
“Cytology Automation” (Advances in Biological and Medical 
Physics, 14:93-161, 1973). Both articles clearly demonstrate 
their authors’ vision and foresight; the first anticipates the 
modern development and present value of flow sorting as a 
preparative tool, while the second, an enlightening 
discussion of multiparameter flow cytometry and computer- 
based data acquisition and analysis, readily dispels any 
illusions readers may have that these now-popular tech- 
niques are new. You might look at other older reviews6” or 
earlier editions of this book (1985, 1988, and 1995) to get 
an idea of how things were midway between the 1970’s and 
now - or you might not. 

61 



62 I Practical Flow Cytometry 

Who Should Read this Book? Books on Flow Cytometry in General 

It is certainly possible for one person to operate (or even 
assemble) a flow cytometer and design and do meaningful 
biological experiments with it, but most sophisticated flow 
cytometry is done by groups, usually including one or more 
biologists and one or more people with some experience in 
instrumentation who run, fix, and/or build the apparatus. 
Things go more smoothly when the cell biologists and 
immunologists pick up some electronics and the elec- 
monikers acquire some cell biology and immunology. If 
everybody involved in your project learns something about 
flow cytometry in general, even if he or she is only going to 
be concerned with one aspect of what you are doing, there 
should be a sound basis for communication, which expe- 
rience suggests will be beneficial to your progress. This is 
true even now, when flow cytometry has gotten a lot easier 
to do, because it is now also easier to do it badly. 

I have tried to make Practical Flow Cytomety accessible, 
unintimidating, and as enjoyable as possible to readers with 
diverse backgrounds and levels of expertise. You can learn 
the basics from this book, but there are also things in it that 
aren’t covered in the dozens of other available sources on 
cytometry and flow cytometry. What’s in the other books 
(and Web sites, and CDs) has shaped my thinking about 
what to put into the current edition of this one. 

There are now several books devoted to flow cytometric 
methodology, in which the experts who have devised specific 
protocols provide details that I see little point in duplicating 
here. There are also several books on clinical applications of 
flow cytometry, which discuss the diagnostic and prognostic 
significance of flow cytometric tests as well as the procedural 
details; again, it does not seem useful to duplicate much of 
this material. What I have tried to do is point out 
controversial areas and issues, and otherwise facilitate 
readers’ navigation through the literature. 

In the remainder of this chapter, I will point you toward 
some books and other information sources and resources 
that may make cytometry and the scientific disciplines 
underlying it more understandable and/or more interesting. 
I have tried, where possible, to populate this optional 
“reading list” with material you can read with at least some 
enjoyment. 

2.1 INFORMATION SOURCES AND RESOURCES 
There are a lot of really good information sources on the 

World Wide Web - and a lot of really bad ones. Since, like 
most of us, I don’t have a large plasma display on at least one 
wall of every room in the house, I find reading old-fashioned 
paper books much easier than surfing the Web from the 
bedroom or the bathroom. Also, while the beach is the only 
place for real surfing, as opposed to the Web variety, sand 
does much less damage to a book than to a computer 
keyboard. And they don’t make you start up your book 
when you go through airport security, although I suppose 
that could change. 

The first big book in this field was a thick yellow tome 
called Flow Cytometry and Sorting, edited by Melamed et al’. 
The first edition, which appeared in 1980, is now out of 
print; since there were only 1,000 copies printed, many of 
which seem to have been stolen from libraries, it’s hard to 
find. The second editionloz8 appeared in 1990. As is true of 
most books that include contributions from multiple 
authors, the chapters in Flow Cytometry and Sorting 
contributed on time by the more conscientious authors were 
not, by the time that book eventually went to press, quite as 
up-to-date as those extracted from the procrastinators. At 
this late date, the whole compendium is showing its age, but 
it has been kept in print. 

Some single author texts other than mine are worthy of 
note. The first (1992) edition of Alice Givan’s Flow 
Cytomety: First Prin~ipLeS”~~ was a well-written, very 
readable, relatively brief introduction to the field; the second 

which has kept up the good work, appeared in 
2001. Michael Ormerod produced an even briefer 
introduction as Volume 29 in the Royal Microscopical 
Society’s Handbook series; the current (1999) version is 
Volume 44”“. Jim Watson (not the double helix one; 
cytometry has its own) published his Introduction to Flow 
C y t ~ m e t y ’ ~ ~ ~ ,  which, in fact, goes well beyond the 
introductory level, in 1991; the book is apparently now out 
of print. These books are written with enthusiasm and 
reflect their authors’ philosophical outlooks about flow 
cytometry and science in general; I enjoyed reading them, 
and not just because we philosophers have to stick together. 

Books on Flow Cytometric Methodology and Protocols 
Several volumes in the Methods in Cell Biology series, 

prepared under the auspices of the American Society for Cell 
Biology, have been devoted to cytometry. The two most 
recent, (Volumes 632385 and 642386) edited by Darzynkiewicz, 
Crissman, and Robinson, appeared in 2001; previous 
volumes date from 199423877” and 1990’034. All are or have 
been available in cloth or paperback; I have seen them (at 
least the earlier versions) on the shelves of many bookstores 
and of many labs, and use them frequently. They contain a 
lot of detailed methodological information as well as the 
necessary background. 

The International Society for Analytical Cytology 
(1SAC)’s Handbook of Flow Cytomety M e t h ~ A ’ ~ ” ,  edited by 
Robinson and five associates, appeared in 1993; it has the 
feel and some of the look of a cookbook. The recipes are 
complete down to catalog numbers of reagents, instrument 
setups, and phone and fax numbers of the contributors, 
which suggests a high level of confidence in their methods. 

It was the editors’ intention to revise the Handbook 
frequently, possibly metamorphosing it from its present 
spiral binding into a looseleaf format. A slightly different 
pattern of metamorphosis was followed; what emerged was 
Current Protocoh in C y t ~ m e t y ~ ~ ~ ~ ,  a continuing series 
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available by subscription in looseleaf‘ format and/or on CD- 
ROM. This is probably the most complete of the protocol 
books; sections are revised and corrected as needed, and 
updates appear several times a year. 

In Living C O ~ O + ~ ~ ~ ,  a book of protocols edited by 
Diamond and DeMaggio, though smaller than either 
Current Protocols or the two-volume Method in Cell Biology 
offerings, has a certain amount of both physical and 
intellectual heft. Finally, there are a couple of less 
voluminous protocol books that manage to hit the high 
points, edited, respectively, by O r m e r ~ d ~ ~ ~ ~  and Jaroszeski 
and Helle$392. A few older protocol ~ O O ~ S ’ ~ ~ ’ - ’ ,  including an 
older edition of Ormerod’s, are somewhat dated by now. 

Clinical Flow Cytometry Books 

There are now a respectable number of books dedicated 
to clinical applications of flow cytometry; almost all of them 
deal exclusively with applications of fluorescence flow 
cytometers. If you’re looking for a good book on hematology 
counters and their use, see Bessman’s Automated Blood 
Counts and Differentials: A Practical Guideqn5. 

The senior clinical book, Flow Cytometry in Clinical 
Diagnosis’o36, edited by Keren, appeared in 1989, and was 
supplanted by Flow Cytometry and Clinical Diagno~ii~’~, 
edited by Keren, Hanson, and Hurtubise, in early 1994. A 
3rd edition, once again called Flow Cytometry in Clinical 
Diagno~i?~’~, has just appeared. 

Owens and Loken’s Flow Cytometry Principlesfor Clinical 
Laboratory Practice. Quality Assurance for Quantitative 
Immunophenotyping23‘4 (1995) focuses on a major clinical 
application, as does a newer volume, I m m u n o p h e n o ~ p i n ~ ,  
edited by Stewart and Nicholson (2000). The latter book is 
one of a series on “Cytometric Cellular Analysis” from 
Wiley-Liss; this also includes the titles Phagocyte Function2396 
and Cellular Aspects of HIVInfe~tion~”~. There is also a recent 
(2001) special issue of the periodical Clinics in Laboratory 
Medicine devoted to “New Applications of Flow 
Cyt~metry’”~~~;  since it’s hardbound, I’ll call it a book. 

Among older books, Flow Cytometry: Clinical 
Applications’o43, edited by Macey, appeared in 1994, and 
Clinical Flow Cytometry. Principles and Appli~ation~~”, edited 
by Bauer, Duque, and Shankey, and Clinical Applications of 
Flow Cyt~metry~~’~, edited by Riley, Mahin, and Ross, both 
date from 1993. Other older books on clinical applications 
include Diagnostic Flow C ~ t o m e t r y ~ ~ ~ ~ ,  edited by Coon and 
Weinstein (1991), Flow Cyt~rnetry~~~‘, edited by Vielh 
(1991), Clinical Flow Cyt~rne try~~~~,  edited by Landay, Ault, 
Bauer, and Rabinovitch (1993), Flow Cytometry in 
Hematology‘o44, edited by Laerum and Bjerknes (1992), and 
Sun’s more narrowly focused Color Atlas-Text of Flow 
Cytometric Analysis of Hematologic Neoplasm?o45 (1993). 

Other Flow Cytometry Books 

The 1985 volume edited by Van Dilla et al, Flow 
Cytometry: Instrumentation and Data Analy~iS6*~ is, as its title 

suggests, primarily oriented toward hardware; what was 
around then is discussed in great detail. However, despite 
the title, coverage of data analysis is somewhat sketchy. 
There is some discussion of hardware and software in 
Current Protocols in C ~ t o m e t r y ~ ~ ~ ~ ,  in the most recent Methods 
in Cell Biology volumes on C y t ~ r n e t r y ~ ~ ~ ~ - ~ ,  and in In Living 
CO~O+”~, but, if the rest of the tome you’re now reading 
doesn’t do it for you, you might want to look at another 
book in the “Cytometric Cellular Analysis” series, Emerging 
Tools for  Single-Cell Analysis: Advances in Optical 
Measurement Technolog~e~~~~,  edited by Durack and 
Robinson. 

Some data analysis methods are covered in two general 
works, the two-volume set on Flow Cytometry: Advanced 
Research and Clinical Applications’o46, edited by Yen (1989), 
and Flow Cytometry. New Developments’o47, edited by 
Jacquemin-Sablon. However, I’d look first at Chapter 5 here 
and then at (our) Jim Watson’s Flow Cytometry Data 
Analysis. Basic Concepts and Stati~ticS”’~, a 1992 book still, as 
far as I know, in print. 

In an attempt, futile thus far, to broaden my linguistic 
horizons, I have tried without success to get a copy of the 
first complete volume on flow cytometry written in French, 
La Cytomitrie en Flux pour l’.&de de la Cellule Normale ou 

Pathologiq~e‘~~~, edited by Mttdeau, Ronot, Le Noan- 
Merdrignac, and Ratinaud (1988), which has been favorably 

I don’t know whether there have been later 
editions. 

Three more specialized books deal with applications of 
flow cytometry to particles smaller than eukaryotic cells. 
Flow Cytogenetic~’~~~, edited by Gray (1 989), discusses 
analysis and sorting of chromosomes, while uses in marine 
microbiology and in microbiology in general are covered in 
Particle Analysis in Oceanography’os’, edited by Demers 
(1991), and Flow Cytometry in Microbiology‘o52, edited by 
Lloyd (1993). All of these are well past their prime, although 
the cytogenetic methodology has probably changed least. 

Newer, and reflecting the growing importance of flow 
cytometry and sorting in biotechnology, is Flow Cytometry 
Applications in Cell Culture (1 996)2400, edited by Al-Rubeai 
and Emery. 

There are now flow cytometry books available to suit 
every taste and almost every pocketbook; although I feel 
obligated to buy every one that comes out, I would hesitate 
to recommend this procedure to readers, especially after 
computing the cost per page for a few of these volumes. As 
the French don’t say about sorting, chacun ir son goutte. 

Flow’s Golden Oldies 

There are several older collections of articles on flow 
cytometry that may be helpful. The proceedings of the 
Engineering Foundation Conferences on Automated 
Cytology, published in the July 1974 (Vol. 22,  NO.^), 
January 1976 (Vol. 24, No. l) ,  July 1977 (Vol. 25, No. 7), 
and January 1979 (Vol. 27, No.1) issues of TheJournal of  
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Figure 2-1. Growth of the flow cytometry literature, 1987-1993. 

Histochemistry and Cytochemistry, include many of the for many years, but, for much of that time, only 
landmark papers. 

The proceedings of the first three European Pulse 
Cytophotometry Symposia were published by European 
Press Medikon, Ghent; I found it impossible to obtain 
copies when I tried to many years ago. The proceedings of 
Flow Cytometry IV are available in book form from 
Universitetsforlaget, Oslo, and also appeared as Supplement 
274 to Acta Pathologica et Microbiologica Scandinavica, 
Section A, 1980. 

2.2 THE READERS GUIDE TO PERIODICAL 
LITERATURE 

From the mid-1960’s to the late 1970’s, much of what 
was done, and most of what was novel, in flow cytometry 
was accomplished by people with a strong commitment to 
the technological side of the field. During the 1980’s, the 
technology passed into the hands of users whose primary 
interests were and are in diverse biological fields. In 
cytometry, as in cytology, maturation was accompanied by 
differentiation. At the zygore stage, it was relatively easy for 
anybody who had a mind to keep track of the entire field. It 
is now much harder. We don’t all go to the same meetings, 
and we don’t all publish in the same journals. “Flow 
Cytometry” has been a subject heading in the Index Medicus 
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a small 
fraction of the papers published each month in which flow 
cytometry was used could be found under that heading. 
When I started doing the literature search needed for the 3rd 
edition of this book, I found things dramatically changed. 

I searched the National Library of Medicine’s 
MEDLINE database for articles entered between July 1987 
and December 1993, in which “flow cytometry” appeared in 
the title, as a keyword, and/or in the body of the on-line 
abstract. Over 14,500 entries matching the search criterion 
were found among the total of 2,386,416 references added 
during that time period. I should probably thank everybody 
who didn’t send me reprints. 

Figure 2-1 gives a breakdown, by quarters, of the total 
number of references entered (in tens of thousands, 
indicated by closed squares), the number of flow cytometry 
references, i.e., those meeting the criteria mentioned above 
(in hundreds, indicated by closed circles), and the number of 
flow cytometry references per 1,000 references added 
(indicated by open squares). In mid-1 987, approximately 
four of every 1,000 entries dealt with flow cytometry; by the 
end of 1993, almost eight of every 1,000 entries involved 
flow cytometry. 

For those of you interested in the mechanics of this 
literature analysis, the relevant titles and abstracts were 
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extracted using a CD-ROM version of MEDLINE and 
Knowledge Finder@ software (Aries Systems Corporation, 
North Andover, MA). EndLink and EndNoteB Plus 
software (Niles and Associates, Inc., Berkeley, CA) were used 
to compile and maintain a database of the flow cyrometry 
articles. I really did read all of the 14,500 titles and all 
available on-line abstracts, and found more good stuff than 
could possibly be included in one book. 

Even at that, I know I missed things, because I later ran 
across a number of papers published in the time interval 
covered by the search that weren’t retrieved. In these cases, 
the words “flow cytometry” did not appear in the title or the 
abstract, and, although results of flow cytometric analyses 
were prominent in these publications, the people who 
compile MEDLINE didn’t include “flow cytometry” as a 
keyword. Also, because I didn’t have access to Biological 
Abstracts on CD-ROM, I couldn’t begin to do the same 
kind of search for flow-related papers there that would not 
have made it into MEDLINE. 

Note that I haven’t mentioned on-line access. I work in a 
small, freestanding laboratory, and/or from home, and, until 
a few years ago, the only Internet access I had was via 
modem. When I was working on the 3rd edition, I had 
some very pricey 9,600 baud modems; I might have actually 
made the jump to 14,400 late in the process, but it’s hard to 
remember. For the past few years, I have had a high-speed 
cable modem connection at the house, but was unable, at 
least until mid-2001, to get anything faster than dial-up 
access (usually 28,800 or slower) at the lab. There was no 
way I was going to be able to download 14,500 titles and 
abstracts over a phone line in the time I had available for the 
job. These days, I can not only use PubMed instead of my 
CD-ROM version of MEDLINE, I can also get access to a 
large number of journals and abstracting services from either 
the house or the lab. It’s good to have bandwidth. 

However, in terms of what I was prepared to do in terms 
of a literature search for this edition, bandwidth didn’t help. 
In the last edition, I noted that “In the second edition, I 
singled out various journals for their relatively high content 
of articles dealing with flow cytometry; I won’t even attempt 
that now. The technology seems to be everywhere.” This 
time around, I tried the same trick I used the last time - 
pulling out everything in which there was any mention of 
“flow cytometry” anywhere at all - for a few selected months 
worth of MEDLINE, and concluded that I would have to 
look at 40,000 to 50,000 titles and abstracts if I wanted to 
cover the whole time interval between the beginning of 1994 
and the end of 2001, and threw in the towel. Most of us 
have Internet access, and most of us who work in places 
where the budget can support a flow cytometer have 
reasonably speedy Internet access, meaning that you can 
search the literature about as effectively as I can. Since bad 
flow does happen to good journals, what we all need to 
know these days is not how to find the citations, but how to 
tell the good stuff from the bad stuff. 

A good place to look for trustworthy articles dealing with 
flow cytometry (and other aspects of analytical cytology) is 
in Cytornetry, which is published by Wiley-Liss for the 
International Society for Analytical Cytology (ISAC). If you 
have or intend to have more than a passing acquaintance 
with flow cytometry, you should join the Society, which will 
get you a subscription to the journal. Well, to most of it; 

several issues a year are set aside under the title Clinical 
Cytometry (called Communications in Clinical Cytomety until 
2OO2), and, to get these, you either have to pay extra or join 
another organization, the Clinical Cytometry Society (CCS). 
The reviewers for Cytometry and Clinical Cytometry, though 
not perfect, are less likely to let in bad data or bad data 
presentations than are reviewers for many other journals. 

Before 1980, when Cytometry started publication, the 
articles from the Automated Cytology conferences and a 
substantial number of other papers on flow cytometry were, 
as mentioned, published in the Histochemical Society’s The 
Journal of Histochemistry and Cytochernistry, which still 
carries some work on the subject. During the 1970’s, the 
International Academy of Cytology’s Acta Cytologica carried 
articles on both analytical and clinical cytology; since 1979, 
the Academy has published the more specialized Analytical 
and Quantitative Cytology (now Analytical and Quantitative 
Cytology and Histology) in addition to Acta. Dyes and 
staining techniques useful for cytometry are frequently 
discussed in Biotechnic 9. Histochemistry (formerly Stain 
Technology), which is the official publication of the 
Biological Stain Commission. There is also Analytical 
Cellular Pathology, published by the European Society for 
Analytical Cellular Pathology (ESACP) . Finally, the 
laboratory hematologists, including those hardy souls who 
do flow cytometry without benefit of fluorescence, have 
their own society, the International Society for Laboratory 
Hematology, with its own journal, Laborato y Hematology. 

I previously noted the October 1, 1998 special issue of 
Cytornetry on “Quantitative Fluorescence Cytometry: An 
Emerging Consensus”2379; other journals have also published 
special issues dedicated to or featuring cytometry. The most 
recent that come to mind are an issue of The Journal of 
Immunologzcal Method on “Flow C y t ~ m e t r y ” ~ ~ ~ ’  (the regular 
issues of this journal also have a lot of good cytometry 
articles), an issue of Method, a companion journal to 
Methods in Cell Biology, on “Flow Cytometry: Measuring 
Cell Populations and Studying Cell Physiology”z40~, and an 
issue of Scientia Marina on “Aquatic Flow Cytometry: 
Achievements and all appearing in 2000. In 
the same year, there was also a special issue of TheJournal of  
Microbiological Methods on “Microbial Analysis at the 
Single-Cell Level”2403, with papers from a conference on that 
topic, which includes work in flow and image cytometry and 
other techniques; the complete text of all articles is available 
free of charge on the World Wide Web. Another issue, with 
papers from a June, 2002, conference on the same topic, is 
due out in 2003. 
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2.3 RESOURCES AND COURSES 

There are flow cytometry prodigies who walk into a lab 
cold and are competent operators within a few days; they are 
probably about as rare as mathematical or musical prodigies. 
The rest of us (I am definitely not a flow cytometry prodigy) 
need hands-on help learning. The best way to find such help 
is to hook into the literal and physical networks of the flow 
cytornetry community. The best place for a beginner to start 
is probably with the instrument manufacturers. 

Flow Cytometer Manufacturers 
The manufacturers of flow cytometers run training 

courses for their customers, and also maintain files of 
information on applications and techniques. It is entirely 
sporting to get such information from people who have sold 
or might sell you a flow cytometer; their names, addresses 
and URL’s appear in the chapters on “Buying Flow 
Cytometers” and “Sources of Supply.” Especially if you are 
new to flow cytometry, it certainly doesn’t hurt to take the 
manufacturer’s training course for your instrument. 

The rub is that the manufacturers’ courses aren’t 
available for everybody who wants to learn flow cytometry. 
If you buy a new instrument, the price typically includes 
training for one or two people. An organization that already 
has an instrument can pay the manufacturer to get new 
people trained, but the manufacturers don’t give training 
courses for instruments they no longer sell, and, if you don’t 
happen to work for an organization with an instrument, 
you’re unlikely to be able to take a manufacturer’s course, 
even if you’re willing to pay for it. College and university 
courses on flow cytometry for beginners are also scarce. 

As a result, there are too many laboratories in which flow 
cytometers are run by people who were hired after the 
trained operator(s) lefi, and who had to pick up the basics by 
reading manuals and books and talking to better trained 
operators elsewhere in town. The good news is that there are 
more training opportunities for survivors of this hazing 
process, and for others who know at least a little about flow 
cytometry, than there are for novices. 

The International Society for Analytical Cytology 
Anybody with a serious interest in flow cytometry ought 

to join The International Society for Analytical Cytology 
(ISAC). ISAC publishes Cytometry and Clinical Cytometry, 
both now edited by Charles Goolsby, and also issues a 
Newsletter on-line; these publications include announce- 
ments of courses and meetings. As mentioned earlier, ISAC 
is also a moving force behind Current Protocols in Cytometry. 
Workshops on specific topics, sponsored by ISAC and by 
various instrument manufacturers, are held before and 
during meetings. ISAC’s journals and Membership 
Directory are well worth the cost of dues; as a member, 
you’ll also pay less to attend one of the ISAC Congresses 
held every two years, usually alternating between sites in the 
United States and Europe (more specialized meetings, 

memorializing Sam Latt, are held in alternate years). For 
further information, contact: 

International Society for Analytical Cytology (ISAC) 
60 Revere Drive, Suite 500 
Northbrook, IL 60062-1 577 
USA 
Phone: 847-205-4722 

wwwisac-net.org 
E-mail: ISAC@isac-net.org 

F a :  847-480-9282 

Cytometry (incorporating Bioimaging) 
Editor-in-Chief: 
Charles L. Goolsby, Ph.D. 
c/o Patricia Sullivan 
ISAC 
(see mailing address above) 
E-mail: cytometry@isac-net.org; cytometry@nwu.edu 

ISAC is an international society; there are also 
continental, national, and regional organizations devoted to 

flow cytometry and other aspects of analytical cytology. 
Information about meetings and other activities of many of 
these groups finds its way into ISAC’s publications. 

The Clinical Cytometry Society 
The Clinical Cytometry Society, which shares custody of 

Clinical Cytometry with ISAC, was organized at one of the 
annual conferences on Clinical Applications of Cytometry 
that started in Charleston, South Carolina in 1986. The 
current contact information for the society is: 

Clinical Cytometry Society (CCS) 
www.cytometry.org 
P.O. Box 25456 
Colorado Springs, CO 80936-5456 
USA 
Shipping Address: 
56 10 Towson View 
Colorado Springs, CO 809 18 
USA 
Phone: 71 9-590- 1620 

Business E-mail: admin@cytometry.org 
F a :  71 9-590-1 619 

Short courses and workshops focused on particular topics of 
clinical interest, and a longer course on clinical cytometry, 
are given before and during these meetings. 

The National Flow Cytometry Resource 
Since 1982, the United States Government, through the 

Department of Energy and the National Institutes of 
Health, has funded the National Flow Cytometry Resource 
(NFCR) at Los Alamos National Laboratory. Among other 
things, the NFCR makes several sophisticated, multibeam 
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flow cytometers and related apparatus available to the 
research community for collaborative work and publishes the 
Flow Systems Newsletter, which includes abstracts of papers 
accepted for publication and announcements of various 
activities related to flow cytometry. Further information can 
be obtained from: 

National Flow Cytometry Resource 
Bioscience Division, M-888 
Los Alamos National Laboratory 
I,osAlamos,NM 87545 
Telephone (505) 667-1623 

http://lsdiv.lanl.gov/NFCR/ 
FAX (505) 665-3024 

“The Annual Courses” and Others 
Annual courses on flow cytometry, one oriented toward 

research applications and the other toward clinical 
applications, have been offered since the late 1970’s under 
the rotating sponsorship of a group of organizations 
including Dartmouth Medical School, the National Flow 
Cytometry Resource, Northwestern University Medical 
School, and Verity Software House. Paul Horan and Kathy 
Muirhead were prime movers in establishing these courses. 
and have continued to 

Kathy and various colleagues now organize these 
weeklong, hands-on workshops under the aegis of Cyto- 
metry Educational Associates, Inc. (CEAI), a name reflecting 
both the inclusion of technologies other than flow cytometry 
in course curricula and the need to go through the legal 
system to set up a nonprofit organization, as opposed to an 
organization that doesn’t profit. 

Enrollment is usually limited to 40-80 people with at 
least some prior experience in flow cytometry; the courses 
include lab work using machines provided by the major 
manufacturers, and recent workshops have included image 
cytometry and/or hybrid instruments as well. The research 
course is now given in alternate years at Bowdoin College, in 
Brunswick, ME (next in 2004; see, and at Los Alamos (next 
in 2005). The clinical course alternates between 
Northwestern University Medical Center in Chicago (next 
in 2004) and Dartmouth-Hitchcock Medical Center in 
Hanover, N H  (next in 2003). 

Information on the courses is now available through the 
link to “Cytornetry Courses” on Verity’s Web site at 
www.vsh.com); announcements also appear in Cytometry 
and Clinical Cytometry and in various on-line resources, e.g., 
the Purdue Web site and Mailing List (see next page). 

The Royal Microscopical Society (www.rms.org.uk) now 
has a Cytometry Section, and conducts courses on cytometry 
on at least an annual basis. Michael Ormerod, a principal in 
this enterprise, also independently offers courses on-line and 
ad hoc; he will come to you. See: <http://ounvorld.compu- 
serve.com/homepages/Michael~Ormerod/ormerod3.htm~ . 

FloCyte Associates (see Chapter 11 for contact 
information) is developing courses that will be offered yearly 

in four regions of the United States; they will presumably 
come to you if you’re willing to pay the freight. 

Various other organizations and institutions have offered 
and offer courses on various aspects of flow cytometry, 
which are generally announced in scientific periodicals; I 
particularly enjoyed lecturing in the Australasian Flow 
Cytometry Group Course in 1998. 

Other Societies and Programs 

American Society for Clinical Pathology (ASCP) 
21 00 West Harrison Street 
Chicago IL 60612 
USA 

info@ascp.org 
ASCP certifies Medical Technologists and Medical 
Technicians, and offers a Qualification in Cytometry that 
requires between 6 and 18 months full-time acceptable 
experience in cytometry and satisfactory completion of an 
examination. Qualification in Cytometry is available to 
individuals without ASCP certification who have 
baccalaureate degrees from a regionally accredited college or 
university and 18 months of acceptable experience. 

(312) 738-1336 

College of American Pathologists (CAP) 
325 Waukegan Road 
Northfield, IL 60093 
USA 
800-323-4040 
847-832-7000 in Illinois 
www.cap.org 
CAP conducts proficiency studies and certifies clinical 
laboratories for both flow cytometry and quantitative image 
analysis. Since the CAP subcategories for flow cytornetry 
include “FL1 - Lymphocyte Immunophenotyping, FL2 - 
DNA Content and Cell Cycle Analysis, FL3 - Leukemia/ 
Lymphoma, [and] FL4 - CD34+,” those of you who have 
not been convinced not to use FL1, FL2, etc. as axis labels 
may want to reconsider. 

European Society for Analytical Cellular Pathology (ESACP) 
www.esacp.org 
Secretariat: 
Dr. Walter Giaretti 
Laboratory of Biophysics and Cytometry 
National Cancer Institute (IST) 
Largo Rosanna Benzi, n. 10 
16 132 Genoa 

Tel: +39/10/5600969, Fax: +39/10/5600711 
E-Mail: walter.giaretti@istge.it 
Membership ( M C P )  100 Eurodyr 
Journal: Analytical Cellular Pathology 
Editor-in-Chief: Prof.Albrecht Reith 
Norwegian Radium Hospital & Institute of Cancer Research 

Italy 
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Montebello 
N-03 10 Oslo 3 
Norway 
Tel: +47/22/934217, Fax: +47/22/730164 
E-mail: albrecht.reith@labmed.uio.no 
Publisher: 10s Press, Amsterdam 

International Society for Laboratory Hematology 
mv.islh.org 
Executive Office: 
599 B Yonge Street, Suite 345 
Toronto, Ontario M4Y 124, Canada 
Tel: (416) 586- 5120 
Fax: (416) 586- 5125 
e-mail: mail@islh.org 
(Journal: Labovatoy HematoloD) 

The Purdue Mailing List, Web Site, and CD-ROMs 

Paul Robinson <jpr@flowcyt.cyto.purdue.edu>, Director 
of the Purdue University Cytometry Laboratories, has 
probably done as much to lead cytometry into the 
information age as anybody. The Purdue Cytometry 
Website (http:IIwww.cyto.purdue.edu), which was up and 
running when the last edition of this book was being 
written, received 1,800,000 hits in 2000, and over 
5,000,000 hits in 2001; it has links to a huge number of 
academic, commercial, governmental, and institutional sites 
related to cytometry. 

Purdue also maintains a Cytometry Mailing List with 
several thousand subscribers that provides a forum in which 
cytometry people can pose questions, get answers, and/or 
just vent. It is maintained the old-fashioned way by the 
redoubtable Steve Kelley. To get added to the list, send e- 
mail to <subscribe@flowcyt.cyto.purdue.edu>; once you 
have subscribed, you will be given the e-mail address for the 
List (this helps keep trolls and spammers away). 

Over the years, Paul et al have, after skillfully coaxing 
sponsorship out of various vendors and manufacturers, 
produced 6 CD-ROMs full of cytometry information 
contributed by various people in the field, and another CD- 
ROM on microscopy; the most recent cytometry CD-ROM 
appeared in May, 2002. 

The most recent Robinson venture, Multimedia 
Knowledge, Inc., (www.ylearn.com) was originally 
developed to commercialize a CD-ROM and web-based 
teaching program for high school biology developed at 
Purdue with National Science Foundation funding. 
Beginning in 2002, on-line courses in cytometry will be 
added to the product line; for information, go to 

www.ylearn.com/elearn, or e-mail info@ylearn.com. 

2.4 EXPLORING THE FOUNDATIONS 
There’s a lot of science behind flow cytometry, and there 

are a lot of books about the science, but there are relatively 
few books, particularly in the physical sciences, that offer 
much hospitality to readers from other fields. The authors of 

most of the books discussed in this section have at least 
made an effort at intelligibility to the general reader. 

Optics and Microscopy 
Optics may not cover a multitude of sins, but optics 

texts tend to cover a multitude of sines, integrals, and other 
mathematics, which may intimidate many people coming 
from the biological side. In previous editions, I 
recommended an optics text by Hecht and Zajac” for its 
clear illustrations and lucid prose; there’s another very good 
technical optics bookGz5 by Meyer-Arendt, who happens to 
be a physics professor with a medical degree. A less 
intimidating, largely nonmathematical, and relatively 
entertaining treatment of optics can be found in a gorgeous 
book by Falk, Brill, and Stork called Seeing the Light: Optics 
in Nature, Photopapby, Color Vzsion, and Hologaphyb’”. If 
you’re really interested in photonics, there’s a nice book by 
Saleh and Teichio5’, but it’s definitely hard going. An easier- 
to-read, but thorough and informative, introduction to lasers 
can be found in the Second Edition of Hecht’s The Laser 
Guidebook’054 or his slightly later Understanding Lasers: An 
Entry-Level GuideZ4O5. Harbison and Nahory’s Lasers: 
Harnessing the Atom j L i g h P  is a 1997 book aimed at the 
interested layman, beautifully illustrated, and featuring a 
detailed discussion of recent developments in semiconductor 
lasers. 

However, I would recommend that, before you try 
digging up any of the optics books, you take a look the 
Molecular Expressions Web site at www.microscopy.fsu.edu, 
which has an extensive tutorial on optics and microscopy, 
with a lot of interactive applets. This is a very well 
constructed site, because a lot of money was put into it. As I 
hear the story, Michael Davidson, of the National High 
Magnetic Field Laboratory (NHMFL) at Florida State 
University, took a lot of polarized light photomicrographs of 
crystals of various common materials - common bar 
cocktails, Ben & Jerry’s ice cream, etc. - and licensed the 
pictures, which are very pretty and colorful, to commercial 
organizations. One of these is Stonehenge, Ltd., which 
produces silk neckties, scarves, and boxer shorts with the 
crystal patterns printed on them; some of the proceeds from 
their Molecular Expressions Cocktail Collection are even 
donated to Mothers Against Drunk Driving. I’m not sure 
whether those of us with ice cream abuse problems get 
discounts on the Ben and Jerry’s line, but you get the idea. 
Anyway, there are apparently enough people willing to shell 
out a few dozen bucks a pop to wear crystals around their 
necks and elsewhere (one can readily imagine a conversation 
that starts out with “What are you drinking!” and progresses 
through “Want to see what the crystal structure looks like?”) 
to have generated millions of dollars in royalties for FSU and 
the lab. Small potatoes, perhaps, compared to what the 
Seminoles usually bring in during football season, especially 
when they do make those field goals, but more than enough 
to produce a dynamite Web site. 
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A lot of practical information on the optical components 
(light sources, lenses, filters, etc.) used in flow cytometers 
can be found in catalogues from optical supply houses such 
as Edmund Scientific, Melles Griot, Newport Corporation, 
Optosigma, Oriel Corporation, and Thorlabs; see Chapter 
11 for their contact information. 

Everybody thinks it’s a good idea to know how to use a 
microscope; almost nobody is taught how. If the Molecular 
Expressions Web site isn’t your cup of tea, I can recommend 
some older and newer books. Virtually all of the basic theory 
can be acquired from a brief acquaintance with Spencer’s 
slim Fundamentals of Light Micro~copy~~’. For the practical 
details, it’s hard to beat Smith‘s Microscopy and 
Photomicrography. A Working Manual’o55, which, with the aid 
of numerous photographs, tells you which knobs to turn 
how far to get optimal image quality from your microscope. 
Newer offerings include. Murphy’s Fundamentals of Light 
Microscopy and Electronic Imaginp ,  Rost and Oldfield‘s 
Photography with a M i c r o ~ c o p ~ ~ ~ ~ ,  and Herman’s Fluorescence 
Microscopy24o9. With books like this around, plus the Web 
site, there’s no excuse for not doing it right. 

Electronics 
When I played around with audio and ham radio 

equipment in the 1950’s, I was totally mystified by vacuum 
tubes and discrete transistor circuitry, and I remain so to this 
day. Luckily, the phenomenal progress that has occurred 
since the advent of integrated circuit (IC) electronics has 
made it possible to build very sophisticated equipment using 
operational amplifiers, hybrid devices such as comparators, 
and small- to large-scale digital integrated circuits without 
understanding very much about transistors. Building the 
electronics for a multistation, multiparameter flow cytometer 
is no more difficult than building many of the gadgets 
described in various electronic, amateur radio and computer 
magazines; a hobbyist-level knowledge of electronics will 
equip you to take on this project, and you don’t even need 
that much to appreciate most aspects of flow cytometer 
electronics. 

One of the easiest and most enjoyable introductions to 
electronics is Hoenig’s book”, How to Build and Use 
Ekctronic Devices without Frustration, Panic, Mountains of 
Monty, or an Engineering Degree. I haven’t seen this around 
the bookstores lately. Another option, equally enjoyable, 
although somewhat more difficult because it covers virtually 
the whole field, is Horowitz and Hill’s The Art of 
Electronici2’1Q56; this is unquestionably the best existing text. 
Anybody who already has some experience in electronics, or 
gets it from Horowitz and Hill, will also find pearls of 
wisdom and some good laughs in Pease’s Troubleshooting 
Analog CircuitiQ5’ and in Analog Circuit Design: Art, Science, 
and Personalities, edited by Williams’o58. 

Practical circuit details and a seat-of-the-pants 
introduction to various aspects of electronics suitable for 
anybody past junior high school age have been available 
from Radio Shack stores in Mims’ Getting Started in 

Electronics’3 and Engineer: Notebook If4; various revisions of 
these may still be found in the chain’s better-stocked stores. 

Other practical and helpful information about analog 
and digital circuits appears in “cookbooks” by Jung5 and 
Lan~aster‘~’~’. Armed with an introduction from some or all 
of the books just mentioned, you will find it possible to 
extract useful information from manufacturers’ literature, 
which frequently omits important practical details because it 
is assumed that the reader will be sufficiently sophisticated to 
supply them. I keep most of my list of books handy in my 
electronics shop, and I heartily recommend this practice. 

The problem with electronics these days is that 
integrated circuits are being built on a larger and larger scale, 
with most of them no longer available as chips with pins that 
plug into sockets. The development process instead requires 
that you use CAD software to design and test (by 
simulation) a circuit, and lay out a printed circuit board 
onto the surface of which the ICs are soldered directly. 
Much better for the real engineers; much worse for the 
hobbyists and others of us who have neither the in-house 
facilities to play this game nor the cash to pay outside 
contractors. 

Computers: Hardware and Software 

Some of my misadventures with computers, and more of 
other people’s, were discussed in a book by Stein and 
Shapiro” (don’t even bother looking for it), in which it was 
noted and lamented that the same misadventures have 
befallen people in the mainframe, mini, and microcomputer 
eras. I mention this because, having painhlly entered binary 
programs into a vacuum tube mainframe from the console 
many years ago, and no less painfully entered binary 
programs into minis some years later, I was unenthusiastic 
about repeating the same unpleasant scenario with 
microprocessors, which seemed inevitable as I prepared to 
take the classical electronic engineering route to micro- 
processor system development. 

Luckily, personal and home computers developed rapidly 
enough to provide cheap, user-friendly and otherwise 
convenient alternatives to microprocessor development for 
those of us who build and/or use flow cytometers and 
practically any other kind of instrumentation. Considering 
the amount of money now being spent on home and 
personal computers, there are pretty few readable, 
informative books on the topic, especially when it comes to 
hardware details. In previous editions, I recommended a few 

that helped me and others to understand 
what it takes in the way of circuitry to connect things to 
microcomputer systems, and how operating systems and 
programming work. The specifics in these books may relate 
to obsolete hardware and software; the general principles are 
still valid. 

Most bookstores are full of titles such as Macs f i r  
Morons, DOS for Dummkopf, Crays f i r  Cretins, and the like, 
which purportedly tell you how to use these computers and 
do not get down to how they work at the electronic level. I 

books I!NI,627-8,l059-64 
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figure I could pick up some easy royalties by writing 500 
pages or so of The Power User? Complete Guide to Disk 
Formatting, but that will have to wait until this book is 
done. I have bought a lot of computer books; my criterion 
for purchase is that the book helps me solve an existing 
problem with one of my computer systems. The trouble is 
that each book solves only one or two problems. 

If you’re interested in an accessible introduction to 
digital computers, starting with the basics of binary numbers 
and digital circuitry and moving right up to graphical user 
interfaces, read Charles Petzold’s c ~ d e ~ ~ ” .  Petzold is best 
know for his multiple editions of Programming Window;4”, 
generally accepted as the definitive and the best-written 
book on writing programs for Microsoft‘s monopoly 
operating system; it’s not an easy read, but Code is. 

If you’re looking for a book that will teach you how to 
program a computer, specifically an IBM-compatible or a 
Macintosh, you’re really out of luck. Most books on 
programming are written by programmers. Although this 
should give the reader the benefit of the authors’ expertise, 
programmers articulate enough to get a book past an editor 
are usually also smart enough to realize that, if more readers 
really learn how to program, it means less job security for 
programmers. I’ve been programming computers for over 40 
years, and I can’t understand the gobbledygook in most of 
the recent books about programming. There still are a few 
small books from which you can learn C and its extension, 
C++, which are the programming languages in favor today, 
which will get you up to speed if you’re running the UNIX 
operating system on a minicomputer or DOS in an IBM- 
compatible. And Petzold‘s Programming Windows requires 
that you be fluent in C/C++, really meaning Microsoft‘s 
version, before you open the book. 

What you really need to learn these days, however, is 
how to write programs that run with either Microsoft 
Windows or rhe Macintosh operating system. Many of the 
features of these graphical interfaces that make life easier for 
users make life much more complicated for programmers. 
There were never more than one or two books that 
attempted to teach a novice to program in C or C++ for the 
Macintosh or Windows, and, unfortunately, these books 
went out of date because the compiler developers brought 
out new versions of the C and C++ compilers with new bells 
and whistles that weren’t explained in the books and aren’t 
very clearly explained in the documentation which comes 
with the compilers. I can’t recommend any of them. 

The major drawback of many computer languages and 
applications is the tendency of their adherents to view them 
as religions rather than as examples of useful information 
technology. I personally use a computer language called 

, which was developed specifically to facilitate 
instrument control and data acquisition and analysis using 
small computers. It worked fine with DOS computers, and 
reasonably well with Macs, but, although there are good 
Windows versions available, they’re hard to use, because it’s 
just hard to write Windows programs, in any language. 

FOrthZ2.629,1066-R 

The word among some programmers I trust is that 
Borland‘s Windows programming language tools, C++ 
Builder and Delphi (which uses the Pascal language), are 
substantially easier to work with than Microsoft‘s Visual 
C/C++ and Visual Basic. I have a lot of books about all of 
these; they are remarkably uninformative about some of the 
first things you’d think people would want to know about, 
such as how to get information in and out of the computer. 
But maybe I’m just a curmudgeon. 

Digital Signal Processing 

In theory, digital signal processing (DSP) is just another 
form of computation. In practice, it’s a revolution and, 
arguably, even a religion to some. With the introduction of 
compact discs, consumer audio switched from analog 
processing and information storage to digital processing and 
storage; the newest generation of digital camcorders and 
high-definition television sets are bringing the digital 
revolution to consumer video. Data communication 
obviously requires digital processing, but so does most of 
voice communication in the age of the cellular phone and 
personal transceiver. 

This has made the hardware and software necessary for 
digital processing affordable to manufacturers of scientific 
apparatus, such as cytometers, whose aggregate component 
needs don’t even show up as a blip on the semiconductor 
manufacturers’ radar screens. Those of us who use the 
instruments are beneficiaries, but we also have to evaluate 
instrument manufacturers’ conflicting claims about when it 
is better to use digital processing and when we should stick 
with our old fashioned analog stuff. I’ll try to sort that out at 
a basic level in subsequent chapters. 

Books about DSP tend to be long on the math and short 
on plain language explanations of what’s going on. A notable 
exception, which I wholeheartedly recommend, is Stephen 
Smith‘s The Scientist and Engineer? Guide to Digital Signal 
ProcessinT1z, which can be downloaded free from the 
author’s Web site. If you are at all interested in learning 
more about the topic, this is the place to start. 

Data Presentation and Display 
A series of books by Edward Tufte, The Visual Display of 

Quantitative I n f o r m a t i ~ n ~ ~ ~ ~ ’ ~ ~ ~ ~ ,  Envisioning Information’189, 
and Visual Explanation;419, should be required reading for 
everybody with any need to present data. Tufte is a Professor 
Emeritus at Yale; he taught courses on statistical evidence, 
information design, and interface design. The books, printed 
by his own Graphics Press, are coffee table quality works of 
art, and, if the principles contained and expounded in them 
were more widely adhered to, viewing a poster session might 
be less like running the gauntlet. For about twice the price of 
the set of books, you can take Tufte’s one-day course on 
Presenting Data and Information, which will get you the 
books plus the opportunity to watch and hear the man and 
see some of his collection of rare books. Information is 
available at www.edwardtufte.com. 
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Spectroscopy, Fluorescence and Dye Chemistry 

A scholarly, entertaining, even, you should pardon the 
expression, absorbing treatment of the interactions of light 
with matter is given by Kurt Nassau in The Physics and 
Chemistry of ColoQ”. A more formal coverage of this topic 
and its applications appears in Campbell and Dwek‘s 
Biological Spectro~copy~~’. Although there are still gaps in the 
literature when one looks for information about the 
biological applications of fluorescence and fluorescent dyes, 
considerably more is available now than was when the last 
edition of this book was written. 

The first edition of an otherwise fairly comprehensive 
book on fluorescence spectroscopy by LakowiczZ3 contained 
relatively little information about biological applications; the 
second editionz413 has improved somewhat in this respect. 
There is a smaller book on fluorescence spectroscopy by 
Sharma and S c h ~ l m a n ~ ‘ ~ ~ ,  and also Valeur’s new, compact 
but comprehensive Molecular F l ~ o r e s c e n c ~ ~ ~ ~ .  

The place to start in fluorescence microscopy is Rost’s 
Fluorescence Microscopy1u7o, a two-volume treatise with the 
second volume in gestation. This is an admirable work with 
lucid treatments of the physics and chemistry of 
fluorescence, technical details of fluorescence microscopy 
and microphotography, and such helpful goodies as a 
German-English vocabulary and suggestions on how to 
make text slides for talks that won’t spoil your audience’s 
dark adaptation. For those of you who take my advice and 
look at Rost’s book, let me add that the cover of the 3rd 
edition of Practical Flow Cytomeq was designed before I 
ever saw Fluorescence Microscopy. 

Quantitative Fluorescence Microscopy1o71, also by Rost, 
continues in the style of his earlier work, introducing 
microspectrofluorometry, scanning and confocal scanning 
fluorescence microscopy, image analysis, and, in a chapter 
written by Tanke, flow cytometry. This is another good 
book to have. I have already mentioned a small, relatively 
new book by Hermanz4” that may be a good choice for 
beginners. 

Books on biological stains by Gur t4  and Lillie25 and 
Horobin’s newer, otherwise excellent Understanding 
Hist~chemisq‘“~ contain few details about fluorescence or 
fluorescent dyes. The symposium volume on fluorescence 
applications edited by Taylor et al‘” , helpful in some areas, 
has largely been supplanted by newer works. These include 
Cell Structure and Function by Microspectro~%~r~metry’~~~, 
edited by Kohen and Hirschberg, the two volumes edited by 
Wang and Taylor on Fluorescence Microscopy of Living Celh 
in C ~ l t u r i ’ ~ ~ ,  and Fluorescent and Luminescent Probes for 
Biological Activig, a Practical Guide to Technology for 
Quantitative Real- Time AnalyZis1u74’24’6, edited by Mason. 

Finally, one should neither underestimate nor overlook 
the magnificent Handbook of Fluorescent Probes and Research 

, which, although nominally the catalog of 
Molecular Probes, Inc. (Eugene, OR www.probes.com), 
contains more information on the structure, spectra, and use 

chemica~1075.2332 

of fluorescent dyes (many thousands of references on several 
thousand compounds) than is available anywhere else. 

A more general survey of methods in microscopy, which 
includes some discussion of histochemistry and analytical 
methodology, appears in Light Microscopy in Biologyi076, 
edited by Lacey; some chapters in this book are easier to read 
than others. 

Cell and Molecular Biology and Immunology 

It was pointed out to me that the first edition of this 
book provided no guidance for the hapless physicist trying 
to locate the nuclear membrane among the quarks and 
gluons. DeDuve’s beautiful, two-volume Guided Tour ofthe 
Living Celt3’ is a good place to start. Molecular Biology of the 

by Alberts et al, is as helpful for those of us who 
learned biology more than a few years ago as for those who 
never learned it, and Darnell, Lodish, and Baltimore’s 
Molecular Cell Bi~logy‘’~~ covers similar territory and is even 
more lavishly illustrated. Recombinant DNAlo7’, by Watson et 
al, provides a well-written and well-illustrated introduction 
to genes and their manipulation. 

The clear winners among immunology books are the 
large volume Immunology637, by Roitt, Brostoff, and Male 
(now in a new editionlo’’), and its pocket-sized sibling, 
Male’s Immunology: An Illushated O~t l in$~’ ,  both of which 
contain color illustrations which set a new standard for other 
texts to follow. Another useful and highly readable book, 
with a more philosophical bent, is Golub and Green’s 
Immunology: A SynthesiSloS0. 

I haven’t included the new editions of the cellular/ 
molecular biology and immunology books here. All of these 
seem to have a one or two page description of flow 
cytometry that gets something wrong at a basic level. As I 
mentioned in the Preface, the one book I found that got it 
right was Immunobiohgy, by Janeway et a12315. 

2.5 ALTERNATIVES TO FLOW CYTOMETRY 

Flow cytometry has come into wide use at least in part 
because manufacturers presented ready-made solutions to 
instrumentation problems that few users would have tried to 
solve. The many tasks to which flow cytometers are 
unsuited, e.g., measurement of attached cells, repeated 
measurements of a single cell over time, and high-resolution 
localization of probes in or on cells, are readily approached 
using such devices as confocal microscopes and microscope- 
based imaging systems. Application of such apparatus was 
initially hindered because, while it was generally necessary 
for investigators to build their own systems from 
components, little guidance was available in print. Shinya 
Inout! produced a dramatic cure for this deficiency with a 
magnificent book called Via20 Microscopy634, which covers 
foundations, history, practical details, results, and sources of 
supply. A second edition has been written by Inout! with 
Kenneth Sprin$I7. 

There is some discussion of instrumentation for 
fluorescence image analysis, confocal microscopy, and 



72 / Practical Flow Cytometry 

analysis of fluorescence recovery after photobleaching 
(FRAP) in references 1070-1072 and 1074. These 
techniques are also covered in several other books, including 
Optical Methods in Cell Physiology'o81, edited by Weer and 
Salzberg, Russ' Computer-Assisted Microscopy: The 
Measurement andAnalysis ofrmage~na2, the first edition of the 
Handbook o f  Biological Confcal Microscopy'"', edited by 
Pawley, and New Techniques of  Optical Microscopy and 
Microspectroscop~oa4, edited by Cherry. All of these are well 
out of date at this point. 

More recently, Wilkinson and Schut have edited a fairly 
comprehensive book on Digital Image Analysis of  

which has a lot of foundation material equally 
applicable to a wider range of biological specimens, and 
Wang and Herman have edited a volume on Fluorescence 
Spectroscopy and Microscopy242'. And the Handbook of 
Biological Confcal Microscopy, which remains a standard in 
its field, has emerged in a new edition2422. 

For now, however, we will move back toward classical 
microscopy, as we consider the history of flow cytometry. 



3. HISTORY 

The quotation attributed to George Santayana, “Those 
who cannot remember the past are condemned to repeat it,” 
has already found its way into the literature of flow 
cytometry”. T o  judge from the amount of repetition of the 
past that has also found its way into the literature, people 
aren’t reading as much as they are writing. I have always 
liked to pursue my fields of interest back to their original 
sources. For one thing, it does help you to avoid repeating 
other people’s mistakes; for another, it improves your 
perspective and your personality to find out that the great 
idea which occurred to you last night occurred to Paul 
Ehrlich in the 1890’s. 

Since flow cytometry is a relatively new field with a 
relatively small number of hard-core practitioners, it is 
possible to gain some insight into why the technology has 
developed as it has from talking to the people who 
developed it and asking them why they did things as they 
did. I have now been collecting historical anecdotes in this 
fashion for more than a third of a century. I suspect that 
everyone writes history with what he or she calls a 
perspective and others describe as a bias. I will admit to a 
perspective. 

Microscopy from Leeuwenhoek‘s time to the 1800’s was 
as much the province of gentleman naturalists (with perhaps 
an occasional gentlewoman) as of physicians. Since then, 
most of the technical developments in microscopy, including 
flow cytometry and the rest of analytical cytology, have been 
motivated by both scientific and economic interests in 
improving medical diagnosis and treatment. Flow 
cytometry, in particular, was envisioned as an ideal method 
for counting and, eventually, for classifying blood cells, and 
also as a technique for making reliable distinctions between 
normal and malignant or premalignant cells in cytologic 
specimens. If you keep these sources of motivation in mind, 
you’ll find it easier to understand why things have happened 
as they have. 

This chapter is divided into sections called “Ancient 
History,” which covers the period from Leeuwenhoek to the 
1950’s, “Classical History,” which describes events of the 
1950’s and 1960’s, and “Modern History,” in which I 
consider what has happened in analytical cytology and flow 
cytometry from the time I started watching through the early 
1990’s. Events more current than that, “History in the 
Making,” will be discussed in connection with the technical 
topics covered in later chapters. 

3.1 ANCIENT HISTORY 

Flow Cytometry: Conception and Birth 

I am not the only revisionist author who has considered 
the history of flow cytometry; Derjaguin and Vlasenko”, in 
discussing a flow system using light scatter measurements for 
counting and sizing hydrosols and aerosols, give one M. V. 
Lomonosov credit for describing what we in the West call 
the Tyndall effect as far back as 1742, and also for 
anticipating dark field microscopy and light scattering mea- 
surement of submicroscopic particles. 

American historians of flow cytometry usually cite a 
1934 paper in Science by Moldavan28 as the first description 
of flow cytometry. This introduces the concept of counting 
cells, e.g., blood cells, flowing through a capillary tube, using 
a photoelectric sensor to make extinction measurements; the 
wording of the article strongly suggests that the author had 
never succeeded in getting the device working, at least at the 
time of publication. 

Flow cytometry of biological specimens was actually 
accomplished in the 1940’s; the cells analyzed were bacterial 
cells, and the suspending medium was air rather than water. 
It had been established by the 1920’s that dark-field 
microscopes could be used to visualize objects, e.g., viruses, 
that were not resolvable by transmitted light microscopy. 

73 
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Figure 3-1. The first working flow cytometer. 
Reprinted with permission from F. T. Gucker, Jr., 
et al, J.A.C.S. 692422-31”. Copyright 1947 American 
Chemical Society. 

In the 1920’s and 1930’s, colloid chemists and physical 
scientists built instruments incorporating such “ultra- 
microscopes” for analysis of flowing colloidal suspensions 
and for detection, counting, and sizing of particles in 
aerosols such as mine dusts. 

A 1947 paper by Gucker et al” reported success in flow 
cytometric detection of bacteria in aerosols. The work, 
sponsored by the U.S. Army with the aim of rapid 
identification of airborne bacteria and spores used as 
biological warfare  agent^^"^', was done during World War I1 
at Camp (now Fort) Detrick and Harvard Medical School; 
the results could not be published until they were 
declassified after the war. 

The original Gucker particle counter, shown in Figure 
3-1, incorporated a sheath of filtered air to confine the air 
sample stream to the central portion of the flow chamber, in 
which it was subjected to dark-field illumination. The light 
source (far right), one of the most powerful then known, was 
a Ford headlight; a photomultiplier tube, then a newly 
developed device, was introduced as a detector, although the 
detector shown at the left of the figure is a thallium sulfide 
photocell. The observation point is at the intersection of the 
cones of light in the center of the figure. The instrument had 
about a 60 percent probability of detecting a particle 0.6 pm 
in diameter. Interestingly enough, history has been repeating 
itself in recent years, as the Army has regained interest in 
flow cytometric detection of airborne microbial 

Until the 1350’s, the electro-optical technology available 
for use by analytical cytologists was, as illustrated by the 
description above, rather primitive. Given this level of 
technology, it is somewhat surprising that so much was 
learned about the chemistry and physics of cells by that 
time. 

Staining Before and After Paul Ehrlich 
In preparing earlier editions of this book, I used Baker’s 

Principles of Biologtcal Microtecbnique32, which I would still 

recommend to the reader, as a primary source. That book 
was dedicated to the memory of Paul Ehrlich, who was a 
central figure in the field from his student days until his 
death. I have gained additional perspective from Clark and 
Kasten’s revised third edition of Conn’s History of 
Staining‘os5, which I would likewise recommend. 

From Leeuwenhoek‘s time until the mid- 1800’s, very 
little work was done on staining cells. Leeuwenhoek himself 
used saffron to improve contrast of muscle specimens; others 
focused primarily on uptake of naturally colored materials by 
living cells and tissues. Although it was possible to apply 
some of the color reactions being devised by analytical 
chemists to qualitative analysis of tissues and cells, the 
techniques and reagents used did not generally allow 
localization of chemical constituents of cells at the cellular 
and subcellular levels. 

Rapid progress was made in this area from the 1850’s on 
due to the availability of a large number of newly synthesized 
dyes, beginning with William H. Perkin’s mauve in 1856, 
which represented the first technological fruits of the 
emerging science of organic chemistry. In a very real sense, 
synthetic dyes had the same status in the late 1800’s that 
monoclonal antibodies and the products of genetic 
engineering have today. The textile industry represented a 
large market, enabling a synthetic chemical industry to 
develop with the production of dyes as its primary goal; as 
the chemical factories made new organic structures available, 
new applications could be found. Simon Garfield’s recent 
popular book, M a ~ u k ~ ~ ~ ,  provides an entertaining history of 
both the nascent dye and chemical industry and its spinoffs 
and progeny, including some accounts of Ehrlich’s work. 

Ehrlich studied the reactions of dyes with living tissues as 
well as with materials fixed by heat or chemical treatment. In 
studies of blood3’, he used mixtures of acidic and basic dyes 
to distinguish what have continued to be known as 
acidophilic, or eosinophilic, basophilic, and neutrophilic 
granular leukocytes. Principles he elucidated were applied by 
Malachowski and Romanowsky to develop mixtures of eosin 
and azure dyes which allowed visualization of malaria 
parasites in blood cells as well as identification of different 
types of leukocytes; the Giemsa, Leishman, MacNeal, and 
Wright stains for blood and bone marrow smears evolved 
from Romanowsky‘s. 

Ehrlich also injected dyes into living animals, and 
studied the rate at which different cells and organs 
decolorized dyes by metabolic oxidation-reduction (redox) 
reactions. These studies anticipated the later development of 
tracer methods in which radioisotopes, rather than dyes, 
would be used, and provided a basis for the use of dyes as 
drugs, resulting in the first specific chemotherapy for 
syphilis. In the course of his work on immunology and 
chemotherapy, Ehrlich developed a concept of specific 
ligand-receptor interactions that anticipated much of what 
has been done in this area in more recent years. 

Ehrlich employed the fluorescence of fluorescein, shortly 
after this dye was first synthesized in the 1880’s to study the 
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dynamics of ocular fluids; it is sobering to contemplate what 
he might have accomplished had he had access to ultraviolet 
and fluorescence microscopes, which were invented shortly 
before his death, and which set the stage for the next great 
advances in analytical cytology. 

Nostalgia now lets me recall my initial introduction to 
the world of Leeuwenhoek and Ehrlich, Paul de Kruifs 
Microbe Hunter?425, which I read as a boy and still 
recommend, despite the fact that it reflects the prevailing 
prejudices of the era in which it was written (late 1920’s). 
Paul de Kruif served as a technical adviser to Sinclair Lewis 
when the latter wrote Arrowsmith, which was also must 
reading for pre-meds, or at least those of my generation. 

Most of the classical staining techniques for examination 
of blood cells, tissues, and bacteria had been developed by 
the beginning of this century. Since that time, the major 
thrust in histochemical technique has been toward 
procedures of increasing specificity. Of particular interest 
with regard to flow cytometry are staining methods for 
nucleic acids. To gain some perspective on the history of 
developments in this area, it should be remembered that, 
although the ‘role of the nucleus in development and 
heredity had become apparent by the turn of the century, 
DNA was not conclusively identified as the genetic material 
until the mid 1940’s. Until the 1920’s, it was believed that 
DNA was present only in animals, while plants contained 
RNA. 

In the early 1900’s, Pappenheim and Unna adapted a 
combination of two basic dyes that had been used by 
Ehrlich, methyl green and pyronin, to produce green 
(methyl green) staining of nuclei and red (pyronin) staining 
of cytoplasm and nucleoli. Brache?6 subsequently 
demonstrated, by comparison of ribonuclease-treated and 
untreated specimens, that pyronin, when combined with 
methyl green, bound to RNA, and also showed that RNA 
was present in the cytoplasm of animal as well as plant cells. 
Methyl green was shown to bind to polymerized DNA; we 
now know that the molecule binds to adenine-thymine pairs 
or triplets in a fashion similar to the W-excited, blue 
fluorescent Hoechst dyes 33258 and 33342, both of which 
are used for DNA staining in flow cytometry. 

In 1925, Robert F e ~ l g e n ~ ~  developed a presumably 
stoichiometric procedure for staining DNA which involved 
derivatizing a dye, originally hchsin, to a Schiff base, and 
reacting this with DNA from which the purine bases had 
been removed by mild acid hydrolysis. Feulgen was the first 
to demonstrate that DNA was present in both animal and 
plant cell nuclei. Refinements of Feulgen’s procedure 
followed over the subsequent decades; a variant using 
fluorescent dyes such as auramine 0 and acriflavine was 
developed by Kastenloa5 and employed in some of the earliest 
flow cytometric fluorescence  measurement^'^. 

Origins of Modern Microscopy 

The optical “microscope” with which Leeuwenhoek 
visualized protozoa and bacteria was a simple microscope, 

essentially a very high power magni@ing lens in a holder that 
allowed a specimen to be brought into the field of view by 
turning a screw. Leeuwenhoek was unusually successful in 
making observations at high magnification with his 
apparatus. It proved easier for others to make and use 
compound microscopes, in which an objective lens makes 
a modestly magnified image of the specimen; a magnified 
visual image of this image is then produced by a second lens, 
the ocular, or eyepiece. 

The first compound microscope was built in 1590; the 
apparatus was refined over the next three centuries, with 
many of the features we now associate with modern 
microscopes being introduced by the Carl Zeiss works in 
Jena, Germany, during the late 1 8 0 0 ’ ~ ’ ~ ~ ~ .  Ernst Abbe, 
working with Zeiss, developed both the theory of 
microscopy and many refinements of optical design and 
technique, including apochromatic color-corrected lenses 
and oil immersion. The implementation of Abbe’s designs 
was made possible by the chemist Otto Schott, who 
produced the special glasses needed to make the lenses and 
other optical components. 

The resolution of a transmitted light microscope is a 
function of the illumination wavelength, and improves at 
shorter wavelengths. By the beginning of this century, 
microscopes employing ultraviolet light sources and quartz 
optics had been produced in an effort to resolve finer detail 
than could be observed with visible light. Transmitted light 
microscopy with ultraviolet light required that the image be 
photographed rather than observed directly, since ultraviolet 
light is invisible to the human eye. Fluorescence emission 
excited by Ultraviolet light is, in general, visible, and was first 
observed in an ultraviolet microscope b;. August Kohler of 
Zeiss in 1904’085. By the start of World War I, several firms 
had refined ultraviolet microscopes into fluorescence 
microscopes. 

Making Cytology Quantitative: Caspersson et al 
Between the 1930’s and the 1960’s, the basis for much 

of modern analytical cytology was established by Torbjorn 
Caspersson and his colleagues in Stockholm, whose work 
was alluded to in Chapter 1. Caspersson’s 1950 monograph, 
Cell Growth and Cell Function34, describes detailed studies of 
nucleic acid and protein metabolism during normal and 
abnormal cell growth. These were done by highly precise 
microspectrophotomerric measurement of the absorption of 
unstained cells in the ultraviolet and visible regions of the 
spectrum. 

Caspersson’s results, remarkable enough in themselves, 
are even more remarkable in that they were obtained using 
apparatus which seems strange and almost hopelessly 
primitive to those of us who have grown up with lasers and 
solid-state electronics. Cadmium spark sources were used for 
ultraviolet illumination; photocurrent measurements were 
done with string electrometers, unless the signal was strong 
enough to permit use of a vacuum-tube amplifier. Analytical 
cytology has obviously come a long way since the 1950’s; 
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many of the advances in the field since then have been made 
by people who learned the basics in Stockholm. 

It was possible by 1950 to determine the content of 
nucleic acids and protein in living cells by making 
measurements near 260 nm and 280 nm, although DNA 
and RNA could not be distinguished from one another in 
intact cells when this procedure was employed. Hemoglobin 
production in immature red blood cells was studied, by 
Thorell among others, by measurement of the strong 
absorption of heme porphyrins in the Soret band near 420 
nm (see Figure 1-3, p. 8). The very nature of absorption 
measurements, however, restricted the range of application 
of this technique. 

As was previously mentioned, the photodetector in a 
microspectrophotometer measures light transmitted through 
the specimen; such a measurement cannot always dis- 
criminate between light loss due to absorption and light loss 
due to scattering. Precise absorption measurements were 
shown by Caspersson et al to require optics of relatively high 
(>0.85) numerical aperture (N.A.), in order to collect as 
much of the scattered light as possible. It was also found 
desirable to match the refractive indices of the specimen, 
suspending or mounting medium, and immersion fluid 
used, to minimize scattering at the interfaces between them. 
In some cases, as when the cytoplasm of cells contained 
refractile granules, it remained impossible to measure 
absorption with the precision required for quantitative 
analyses of cellular constituents. 

From the vantage point of a new century in which 
nucleic acid chemistry is as much a technology as a science, 
it is too easy to underestimate the significance of the work of 
Caspersson and other pioneers for the development of 
molecular biology and molecular genetics. The Feulgen 
staining procedure for DNA, described in the 1 9 2 0 ’ ~ ~ ~ ,  was 
not universally accepted as quantitative; Brachet’s studies of 
cellular growth and development, using methyl green and 
pyronin, respectively, to stain DNA and RNA36, were also 
regarded with suspicion in some quarters. The ultraviolet 
absorption technique was less vulnerable to criticism, 
because it was based upon characteristics demonstrable in 
purified preparations of the macromolecules involved and 
because no reagent was used. Results obtained by all of these 
methods led to the same conclusions; i.e., that the content of 
both DNA and RNA was increased in actively growing cells. 
Caspersson and Schultz” showed in 1938 that the nucleic 
acid content of chromosomes doubled during the mitotic 
cycle, verifying that this chemical constituent exhibited the 
stoichiometry required of genetic material; it was not until 
1344 that Avery et al’8 published the experiment usually 
regarded as establishing DNA as the carrier of genetic 
information. 

Origins of Cancer Cytology: The Pap Smear 
The clinical relevance of Caspersson’s work was far from 

obvious in the late 1930’s; even had it been obvious, it 
would have been almost impossible to implement UV 

microspectrophotometric measurements for routine cancer 
diagnosis at that time. The first practical procedure for the 
cytologic diagnosis of cancer instead made use of 
conventional transmitted light microscopy and an 
empirically derived mixture of acidic and basic dyes. 

George Papanicolaou developed the first of several 
staining mixtures for use in studies of the primate estrous 
cycle, observing that staining characteristics of cells 
exfoliated from the female genital tract changed during the 
cycle. He later applied his procedures to material of human 
origin, and observed that exfoliated cells from patients with 
cervical dysplasias and cancer could be distinguished from 
normal cells. 

A 1941 report by Papanicolaou and TraurJ‘ established 
the clinical relevance of nuclear chemistry and morphology 
for exfoliative cytologic diagnosis of cervical carcinoma. This 
provided a rationale for development of automated 
apparatus for clinical cytology that has persisted until the 
present. During the 1940’s, it was necessary to train 
pathologists in the interpretation of smears stained according 
to Papanicolaou’s procedure4’; by the end of that decade, a 
number of investigators were devoting their energies to the 
development of new staining techniques which might better 
distinguish normal from malignant cells. By the early 
1950’s, some of these workers had turned their attention to 
possible applications of fluorescent dyes and fluorescence 
microscopy in cancer cytology. 

At this time, it was not clear whether fluorescence 
measurements offered any significant advantage over 
absorption measurements for analytical cytology. The 
fluorescence microscope, developed in 19 1 1, had been used 
until the 1940’s largely for the same kinds of descriptive 
studies of which dyes stained which parts of which cells as 
had been done during the late 1800’s based on transmitted 
light microscopy. 

The development of fluorescence assay was given some 
impetus during World War 11, when it was necessary to find 
new antimalarial drugs and new sources for older ones. 
Quinine, the natural product most widely used for malaria 
treatment, was found only in areas of Asia controlled by the 
Japanese, while the most commonly used synthetic 
substitute, the acridine derivative quinacrine (atebrine), was 
produced in Germany. A number of American medical 
scientists, many of whom would later form the core staff of 
the National Institutes of Health, conducted an extensive 
search for synthetic substitutes. Both quinine and quinacrine 
were highly fluorescent; this property could be exploited for 
quantitative analysis of these materials and of structural 
analogs that were screened for antimalarial activity. 
Improved spectrofluorometers developed for such analyses 
were also used to characterize fluorescent 

In 1950, Friedman described the use of a combination of 
acid fuchsin, acridine yellow, and berberine sulfate for 
uterine cancer detection by fluorescence microscop?’. He 
found that nuclei of malignant cells stained more intensely 
with berberine than did nuclei of normal cells. This 
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stimulated Mellors and Silve? to develop a scanning 
microfluorometer capable of making quantitative 
measurements of berberine fluorescence; the instrument was 
then investigated for use in cancer cytodiagnosis by Mellors, 
Keane, and Papanic~laou~~.  

The Fluorescent Antibody Method 
Another extremely important application of fluorescence 

microscopy developed during the 1940’s was the fluorescent 
antibody technique developed by Albert Coons, Hugh 
Creech, and Norman Jones44. Other  worker^^^^'-^ had 
demonstrated that azo dye-conjugated antisera to bacteria 
retained their reactivity with the organisms and would 
agglutinate them to form faintly colored precipitates; 
however, the absorption of the dye-conjugated sera was not 
strong enough to permit visual detection of bacterial 
antigens in tissue preparations. 

Coons surmised that it might be easier to detect small 
concentrations of antibody labeled with fluorescent material 
against a dark background using fluorescence microscopy. 
He  consulted Louis Fieser of the chemistry department at 
Harvard for aid in preparing conjugates, and was told to 
“talk to two fellows in the basement who are already busy 
hooking fluorescent compounds to  protein^"'^^^'^^^^. 

The two fellows were Hugh Creech, a cancer researcher 
interested in the biologic properties of conjugates of 
carcinogenic hydrocarbons and serum proteins, and Norman 
Jones, a spectroscopist who had brought new techniques of 
ultraviolet spectroscopy to bear on the analysis of polycyclic 
hydrocarbons (R. N. Jones, personal communication, 1993). 
Coons, Creech, and Jones labeled antipneumococcal 
antibodies with anthracene and could detect both isolated 
organism<4 and, more importantly, antibody bound to 
antigen in tissue specimens1o9o, by the W-excited blue 
fluorescence of this label, as long as tissue autofluorescence 
was not excessive. 

In 1950, Coons and &plan reported that fluorescein, 
conjugated as the isocyanate, gave better results than did 
anthracene, because the blue-excited yellow-green 
fluorescence of fluorescein was easier to discriminate from 
autofluore~cence~~. The requirement for the highly toxic gas 
phosgene in the isocyanate conjugation procedure delayed 
the widespread use of fluorescent antibody techniques until 
less hazardous alternative conjugation method? were 
developed; from that point on, fluorescein became and has 
remained the most widely used immunofluorescent label. 

Blood Cell Counting Theory and Practice 

Until the 1950’s, there was no method not based on 
visual observation for counting erythrocytes (red cells), 
leukocytes (white cells), and thrombocytes (platelets) in 
blood. The apparatus employed for visual counting was the 
hemocytometer (see pp. 18-19). Erythrocytes, typically 
present in whole blood at concentrations around 5 x 106/pL, 
were counted at a 1:2OO dilution in an isotonic saline 

solution. Leukocytes, at concentrations around 5 x 103/pL, 
were counted at a 1:10 dilution in a fluid containing a 
chemical agent to lyse the erythrocytes and a dye to color the 
leukocyte nuclei. Platelets, at concentrations near 2 x lo5/ 
mm3, were counted at 1:lOO dilution in a fluid that swelled 
the platelets and made the red cells appear translucent in a 
phase contrast microscope1o9i. The standard procedure was to 
mouth-pipette blood and diluent, something I did 
innumerable times as a medical student in the 1960’s. Those 
days are gone forever. 

Hemocytometer counts are subject to numerous sources 
of imprecision, due to errors in pipetting, dilution, and 
introduction of samples into the chamber, to imperfectly 
calibrated chambers, and last, but rarely least to the Poisson 
statistical sampling error associated with counting, which 
was discussed on p. 19. The expected standard deviation of a 
count of n items is n’”. It is generally impractical to do visual 
counts of more than 500 cells in a specimen; this would 
yield a standard deviation of 22 cells, and a coefficient of 
variation (CV) of 100 x 22/500, or 4.4%, in the absence of 
any other sources of error. The added effects of dilution 
errors, etc., raised CVs for erythrocyte counts to values near 
10% under the best of circumstances; CVs were 
correspondingly higher for leukocyte counts, in which only 
100-200 cells would be counted. The imprecision of 
erythrocyte counts, in particular, made accurate diagnosis of 
anemias difficult. 

It had been observed that the size and color of blood 
cells varied in different types of anemia. The anemia of iron 
deficiency was characterized by smaller than normal, or 
microcytic, erythrocytes, which were also hypochromic, 
i.e., contained less hemoglobin than normal. In so-called 
pernicious anemia, now known to be due to vitamin B,, 
deficiency, the cells were larger than normal, or macrocytic, 
and hyperchromic, appearing to contain more than the 
normal amount of hemoglobin. 

The hemoglobin content of blood could be estimated by 
colorimetry. The total mass of red cells, a function of both 
cell size and cell number, could be estimated by centrifuging 
whole blood and observing the volume of packed red cells 
(VPRC), i.e., the fraction of the total volume occupied by 
cells. A calibrated tube in which such measurements were 
made was called a hematocrit; this term is now used more 
or less synonymously with VPRC. 

Believing that such studies might shed some light on cell 
size variations in anemias (M. M. Wintrobe, personal 
communication), Wintrobe, during the 1920’s, examined 
relationships between red cell numbers, size and hemoglobin 
content in diverse vertebrate species1o92. He found that, 
although VPRC and hemoglobin were relatively constant, 
cell sizes and numbers showed considerable variation; 
animals with larger cells had lower cell counts and vice versa. 

defined three quantitative 
parameters called the red cell indices, to which I referred 
earlier (p. 49). These are the mean cell (or corpuscular) 
volume (MCV), mean cell (corpuscular) hemoglobin 

At that time, Wintrobe 
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[content] (MCH), and mean corpuscular hemoglobin 
concentration (MCHC); values of these parameters, with 
MCV in femtoliters L), MCH in pg, etc.; are reported 
by all modern laboratory hematology counters. In principle, 
once the red cell indices had been defined, hematologists 
could differentiate microcytic and macrocytic anemias from 
normal cells on the basis of measured values of MCV. In 
practice, this was not possible. 

When the red cell indices were first defined, it was not 
possible to measure either the volume or hemoglobin 
content of individual cells with any precision. Instead, MCV 
was calculated by first obtaining the hematocrit, i.e., the 
fraction of blood volume occupied by red cells, and dividing 
it by the erythrocyte count. MCH was similarly calculated 
by measuring the hemoglobin content of the blood in bulk, 
in units such as g/dL, and dividing it by the erythrocyte 
count. However, the imprecision of the erythrocyte count 
was high enough to prevent clear distinctions being made 
between microcytic and normal, macrocytic and normal, etc. 
There was thus a perceived need for instruments which 
could improve the precision of erythrocyte counts, even if 
the improvement came solely from counting more cells than 
could be conveniently counted visually. 

The imperfections of other cell counting procedures in 
hematology were also recognized. Differential leukocyte 
counts, i.e., enumeration of the percentages of various cell 
types present in blood (or bone marrow), were done by 
counting 100-200 cells on a thin smear stained with an 
eosin-azure dye mixture such as Giemsa’s or Wright’s stain. 
This resulted in imprecision due to sampling statistics, 
especially in counts of relatively rare cells such as eosinophil 
and basophil granulocytes, which typically account, 
respectively, for 2-5% and less than 1% of a total white cell 
population. 

Sampling statistics were an even greater concern in the 
case of the blood reticulocyte count. Reticulocytes are 
erythrocytes newly released from the bone marrow into the 
blood. Before entering the circulation, they extrude their 
nuclei; however, they still retain remnants of the ribosomal 
RNA and protein used for synthetic purposes during their 
development in the marrow. The RNA is degraded in the 
course of a day or two; the average lifespan of an erythrocyte 
in circulation is about 120 days. This means that, under 
normal circumstances, about 1% of the erythrocytes in 
peripheral blood are reticulocytes. When red cell production 
is increased, as when the marrow compensates for cell loss 
due to hemolysis or bleeding, the percentage of reticulocytes 
is higher; when red cell production is decreased, as in 
vitamin B,, deficiency, the percentage of reticulocytes may 
approach zero. 

Reticulocytes were shown to be identifiable by the 
formation of a netlike (reticular) intracellular precipitate of 
ribonucleoprotein and dye following brief incubation with 
new methylene blue, brilliant cresyl blue, or other dyes of 
similar structure. Their percentage was typically estimated by 
counting 1,000 red cells and noting the number of 

reticulocytes encountered. However, even when 1,000 red 
cells are counted, the number of reticulocytes counted in a 
normal is likely to be around 10, giving a standard deviation 
of 3.2, or a sample CV of 32%. Things get worse as the 
reticulocyte percentage decreases. 

Both the differential leukocyte count and the 
reticulocyte count require somewhat more sophistication on 
the part of the observer, in terms of being able to 
discriminate among different cell types, than does either 
simple erythrocyte or leukocyte counting with a 
hemocytometer. While it was not clear in the early 1950’s 
that computers might be able to perform the cell 
identification tasks needed to automate differentials or 
reticulocyte counts, this idea’s time would come during the 
next decade. 

Video and Electron Microscopy 
The 1940’s saw increasing exploitation of two related 

technologies developed in the preceding decades, both of 
which were to have a great impact on analytical cytology. 
The first was electron microscopy; the second was television. 
Both benefited from advances in electronics made during 
World War 11. The electron microscope, in the late 194O’s, 
occupied the ecological niche that a multilaser cell sorter 
might have occupied in the early 1980’s; it was a coveted 
prize for a research laboratory whether or not it was really 
necessary for the laboratory’s research. Price precluded 
introduction of electron microscopes into the clinical 
laboratory. Television was different; people had television 
sets in their homes and began to attach them to telescopes 
and microscopes as well. It did not seem illogical to develop 
a blood cell counter for clinical laboratory use in which cells 
in a hemocytometer were counted by an image analyzer. 

Optical Cell Counters and the Coulter Orifice 
It was no less logical to develop flow systems for blood 

cell counting. The sheath flow principle used in the Gucker 
aerosol counter was adopted by Crosland-Taylor48 for a 
blood cell counter in which cells were detected by light 
scattering with dark-field illumination. During the late 
1940’s and early 1950’s, several industrial organizations in 
England, Germany, and the United States developed or 
attempted to develop similar apparatus. 

One American electrical engineer pursuing this goal (W. 
Coulter, personal communication) encountered some 
problems with optics and explored another means of cell 
detection, based upon the fact that the electrical 
conductivity of cells is lower than that of saline solutions. 
This phenomenon had been exploited since the 1890’s in 
procedures for estimating the hematocrit from the 
conductivity of whole blood. Wallace Coulter reasoned that 
blood cells, suspended in a saline solution and passing one at 
a time through a small orifice, would be detectable by the 
change in electrical conductance or impedance of the orifice 
produced as the nonconducting cells passed through, 
displacing the conducting saline. 
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I am told that the first Coulter orifice was made in the 
cellophane wrapper from a cigarette package. The Coulter 

proved accurate for countin$ and sizing‘ blood 
cells and, as I have mentioned previously, apparatus based 
on this principle is now used worldwide in clinical and 
research laboratories. 

By the mid-l95O’s, which I regard as the beginning of 
the “Classical Period of flow cytometric history, much of 
both the methodology and the motivation of the field as we 
know it today already existed. 

3.2 CLASSICAL HISTORY 

Analytical Cytology in the 1950’s 
It was during the 1950’s that analytical cytology acquired 

its name, coined by Francis 0. Schmitt of M.I.T.; the first 
and second editions of a book entitled Analytical Cytology, 
edited by Mellors, appeared in 1955 and 19595’. The book 
included chapters by Mellors on “Fluorescent-antibody 
Method,” by Novikoff on “The Intracellular Localization of 
Chemical Consrituents,” by Barer on “Phase, Interference, 
and Polarizing Microscopy,” and by Pollister and Ornstein 
on “The Photometric Chemical Analysis of Cells,” in 
addition to material on autoradiography and on electron and 
X-ray microscopy. The chapter by Pollister and Ornstein on 
the theory and practice of absorption measurements is well 
worth reading even today. 

Another volume that provides a picture of the state of 
the art of analytical cytology in the 1950’s contains the 
proceedings of a New York Academy of Sciences conference 
on Cancer Cytology and Cytocbemisq’’. At this 1955 
meeting, several presentations dealt with instrumentation 
applied to the problem of discriminating malignant from 
benign cells in cytology specimens. It had become apparent 
that malignant cells were likely to contain more nucleic acid 
than normal cells. Mellors, having evaluated U V  absorption, 
interference microscopy for nuclear dry mass measurement, 
and berberine fluorescence as an indicator of nucleic acid 
content, proposed construction of an automatic scanning 
instrument for screening cytological smears. 

The Cytoanalyzer 
Tolles and Bostrom, at Airborne Instruments 

Laboratory, described the “Cytoanalyzer” built for this 
purpose. A series of apertures in a disc that rotated in the 
image plane of a microscope system were used to produce a 
raster scan of a specimen with approximately 5 pm 
resolution. A hardwired analyzer extracted nuclear size and 
density information; cells were then classified as normal or 
malignant using these parameters. The Cytoanalyzer was, to 
make a long story short, right more of the time than it was 
wrong, but its false positive and false negative rates were too 
high for it to be suitable for clinical use. The results were 
encouraging enough for the American Cancer Society and 
the National Cancer Institute to continue funding research 
on cytology automation. 

A different approach to high-resolution imaging was 
taken by Kopac, who equipped his microscope with a 
vidicon television camera. A single raster line from the 
television scan could be displayed on an oscilloscope screen, 
providing a density curve of absorption in a selected portion 
of the specimen. Differences in illumination intensity across 
the field of observation and differences in sensitivity in 
different portions of the camera tube limited the accuracy 
and precision of absorption measurements made with the 
television-based system; its obvious advantage over 
electromechanical scanning was its higher speed. 

Acridine Orange as an RNA Stain: Round One 

One cytologic development of the mid-1950’s which was 
to have a great influence on the subsequent development of 
analytical cytology and flow cytometry was the 
demonstration by von Bertalanffy and Bicki? that the 
metachromatic fluorescence of acridine orange could be 
used to identify and quantitate RNA content in tissues. 
Armstrong, working independently, reported similar results 
a few months late?’; by that time, von Bertalanffy et al had 
reported that acridine orange staining allowed good visual 
discrimination between normal and malignant cells in 
exfoliated smears56. 

At the state of the art as of the mid-l95O’s, any of several 
staining procedures and scanning methods could probably 
have supplied adequate input data to computer programs for 
cell classification. At that time, however, the few computers 
in existence were largely inaccessible to cytologists and there 
were no classification programs. Between the mid- 1950’s 
and the mid-l960’s, progress in cytology automation was 
evident more in the automation than in the cytology. 

How I Got Into this Mess 
I started to get involved in analytical cytology as a 

spectator around this time. My mother, who was originally 
trained as a microbiologist, had been operating an electron 
microscope and had gone back to graduate school; her thesis 
work involved histochemical staining procedures. I was in 
high school, where I edited an underground newspaper and 
wrote songs about scientific topics. Although I expected to 
study medicine, I was also interested in mathematics and in 
building audio and amateur radio equipment. At that time, 
power transistors didn’t exist; one could only use vacuum 
tubes. It was best if the tubes were selected for characteristics 
like low noise. I found the electron microscope in my 
mother’s lab fascinating for several reasons, not the least of 
which was that it was manufactured by RCA and that it and 
its spare parts kit contained several tube types highly prized 
by builders of audio and radio equipment. I would often 
spend afternoons hanging around the lab, helping out with 
staining and darkroom work, after which new tubes would 
mysteriously appear in various apparatus that my friends and 
I built. In this way, I managed to learn a fair amount of 
biology while supporting my electronics habit. When I 
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heard about Kopac’s television microscope, it occurred to 
me that this line of research could be a great way for a 
biomedical scientist to keep supplied with up-to-date 
electronic components. Little did I know. 

Most of my partners in crime were interested in physics 
or chemistry; several of them accumulated broken pinball 
machines in their basements in order to build computers. 
The digital computers of the 1940’s were primarily 
electromechanical, built of switches and relays; a pinball 
machine was a good source of such components. The most 
advanced computers of the 1950’s were electronic; they used 
vacuum tubes, cost millions of dollars, and occupied entire 
rooms at the few institutions lucky enough to have them. In 
the company of friends who lusted after such machines, I 
developed a desire to work with computers long before I 
could think of anything useful to do with them. My father, a 
practicing physician with a broad interest in science, 
encouraged my interests in mathematics, physical science, 
and computers; he was sure they would be of great use to me 
in my medical work. 

The Rise of Computers 
During the late 1950’s and early 1960’s, computers were 

acquired by more and more institutions, and people working 
in a variety of fields began to explore what computers could 
do to help them. To  do this, they had to learn how to use 
computers; this process generally did not occur in a vacuum 
but required some interaction with people who already knew 
how. In this area, as in others, one’s world view is apt to be 
derived from one’s teachers’. I became interested in 
mathematical modeling of metabolizing systems; I learned 
about computers from people who had worked in 
mathematical economics and statistics. The emphasis in 
their work, and mine, was on multivariate analytical 
methods that could never have been put to practical use 
without computers. 

Since, in those bygone days, there were few computers 
around and few people interested in computer applications 
in biology and medicine, it was possible to keep abreast of 
what everybody else was doing, if you had a mind to. There 
were only one or two meetings each year on the general 
topic, and they included the entire range of subject material. 
Mathematical models, computer diagnosis, computer 
analysis of electrocardiograms and electroencephalograms, 
and computer image processing, as applied to hematology, 
pathology, and radiology, were all discussed in front of the 
same audience. It was thus readily apparent to an interested 
observer that the successful application of computers in 
diagnosis in different fields of medicine would be based on 
overcoming a central problem common to all of those fields, 
i.e., the necessity to depend upon the diagnostic expertise of 
a trained observer in order to decide whether the computer’s 
diagnosis was “correct.” 

Computers in Diagnosis: A Central Problem 
This problem arises in any situation in which absolute 

objective criteria for classification do not exist. Where such 
criteria exist, it is easy to establish a diagnosis and to 
reconcile the findings of an instrument system and a human 
observer. To establish, for example, that a patient has sickle 
cell disease, one can perform a hemoglobin electrophoresis 
which will demonstrate the abnormal hemoglobin if it is 
present. One cannot diagnose mumps with anything 
approaching this degree of accuracy. In the days before 
mumps vaccine became available, about 95 percent of the 
population showed delayed hypersensitivity to mumps 
antigen, indicating previous infection with mumps virus. 
Only about 20 percent of the population would report 
having had symptomatic mumps. Mumps as a disease was 
originally defined by its symptoms; it is clear that an 
individual can be infected with mumps virus without 
exhibiting those symptoms. It is also known that someone 
previously infected with and immunized by mumps virus 
can lose immune reactivity to mumps virus antigen as a 
result of some disturbance of immune function. If mumps 
were redefined to mean infection with mumps virus, one 
could still not be sure that a member of the small fraction of 
the population which does not exhibit delayed 
hypersensitivity to mumps antigen had not previously been 
infected with the virus. 

The notion of diagnosis, in the sense in which they 
perceived physicians as making diagnoses, was attractive to 
many of the people who developed the “systems approach” 
to engineering and management. Indeed, it is possible, using 
a binary decision tree, to arrive at a diagnosis of what went 
wrong with your car or television set, or with the space 
shuttle, or perhaps with the XYZ Widget Company. Faced 
with more complex problems, both the systems thinkers and 
the computer-oriented physicians were quick to adopt 
statistical methods for their solution. 

Diagnosis and Classification: Statistical Methods 
The general approach to computer diagnosis was similar 

to that used for such tasks as optical character recognition 
and the classification of animals and plants. Attributes of the 
populations of interest were selected which could be 
reproducibly measured; a formal statistical analysis was then 
carried out to define a discriminant function, i.e., some 
algebraic combination of the measured variables which 
assumed different values when applied to individuals from 
different classes. Despite this similarity in methodology, the 
three classification tasks just mentioned are fundamentally 
different in nature. 

Optical character recognition, i.e., automated 
interpretation of the elements (not the content!) of printed 
text, required identification of features which, in 
combination, could be used to tell one letter or number 
from others. In actual practice, the subject material for 
analysis would be restricted to one or a few type fonts and 
sizes and to legible material. Under these circumstances, 
characters could be identified by an observer with almost 
absolute certainty, and one could readily assess the 
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performance of a computer program for character re- 
cognition. 

In the application of computers to classification of 
animals and plants, a field formally known as numerical 
taxonomy, the individual objects under study can not be 
precisely classified; the numerical analysis is oriented toward 
defining distances between objects in the feature space used. 
If two individuals differ slightly in characteristic A and 
greatly in characteristic B, they will appear to be more 
closely related if characteristic A is given more weight and 
less closely related if characteristic B is given more weight. 
Most controversies in numerical taxonomy arise because 
different people assign different importance to different 
characteristics. In some cases, it is clear that one 
characteristic, DNA sequence homology, for example, is 
more relevant to the analysis than another, e.g., hair color. 
When the DNA of every extant organism has been 
sequenced, there may be no controversies left among 
numerical taxonomists, assuming there are numerical 
taxonomists left by that time. Until then, this field will serve 
as my example of one in which the proper procedure is to let 
the data do the classifying for you. 

The classification problems involved in the application 
of computers to medical diagnosis were often treated, 
particularly during the early days, as analogous to character 
recognition. It was assumed, particularly by people not 
intimately familiar with clinical medicine, that there was 
some physician who could say with certainty that a cell was 
or was not malignant or that a cardiogram was or was not 
normal or that a patient did or did not have heart disease. It 
was obvious, even at that time, that in the most difficult 
cases, the “definitive” diagnosis was established by fiat of the 
most senior of the physicians involved. Since it was clear that 
these experts arrived at less difficult diagnoses by application 
of objective criteria, and that they could more or less 
successfully define those criteria for the benefit of the 
students and house staff under their tutelage, there was a 
general tendency to give clinicians undue deference and the 
benefit of the doubt in the more difficult cases. The 
alternative was to assume that the experts were not only 
fallible, but also occasionally arbitrary. 

In order to create a computerized diagnostic system for 
clinical use, whether it was designed to interpret elec- 
trocardiograms, Pap smears, blood smears, or chest 
radiograms, it would be necessary to demonstrate agreement 
between the instrument system and the human interpreter. 
The system was not likely to be accepted if the medical 
experts in its field of application were not convinced that it 
worked. If the computer and the experts agreed in all but the 
most difficult cases, the computer system might be regarded 
as suitable for routine use; naturally, the human experts 
would have to be called in as consultants for the remaining 
problem situations. The instrument developers could then 
take objective criteria as far as they could without any risk of 
confrontation with a professional community that might 
influence not only eventual acceptance of an instrument in 

the marketplace, but the initial grant funds for its 
development as well. 

To suggest that an element of arbitrariness was involved 
in difficult cases in which the computer, using the clinicians’ 
supposedly objective criteria, could not match their 
diagnoses, would have been politically and economically 
inexpedient, to say the least. In the 1960’s, there was an 
additional sound reason to avoid this issue; there simply 
weren’t computer-based systems that could do as well as a 
not-too-well-trained human interpreter, either for auto- 
mated cytology or for any of the other tasks to which 
computer technology was being applied. T o  my mind, the 
best indication of the progress which has been made since 
that time is the present willingness of clinicians in many 
areas of medicine to rely on automated and semiautomated 
systems for a great deal of diagnostic information. It is now 
possible to use the computer to do the “numerical 
taxonomy” tasks in medicine as well as the “character 
recognition .” 

Cytology Automation in the 1960s 

Most of the effort expended on automated cytology 
during the 1960’s was, not surprisingly, directed toward the 
development of instruments that posed no threat to expert 
or inexpert physicians. The partial success of the 
Cytoanalyzer provided motivation and funding for attempts 
to produce a system that could match the performance of a 
cytotechnologist in screening cervical cytology specimens; 
support was also given for studies aimed at automating the 
differential leukocyte count, another laboratory test 
performed, not always adequately, by medical technologists 
rather than by physicians. 

First Steps toward Automated Differentials 
Marylou Ingram, then at the University of Rochester, 

began studies on automated analysis of leukocyte images in 
collaboration with scientists at the Perkin-Elmer 
Corporation in the early 1960’s. The initial motivation for 
this work was the finding that exposure to radiation resulted 
in the appearance of increased numbers of binucleate 
lymphocytes in peripheral blood; the frequency of these cells 
was quite low (less than 1/1O,OOO leukocytes) in exposed and 
unexposed populations, and it would therefore be necessary 
to count hundreds of thousands of cells to derive reliable 
information as to whether the frequency of binucleate 
lymphocytes was abnormally high. This project thus 
represents an early example of what we now call rare event 
analysis. 

The scanning apparatus used in these studies was largely 
conceived by Kendall Preston, Jr., who had previously been 
associated with Airborne Instruments Laboratory, where the 
Cytoanalyzer was built. Vidicon-based and, later, vibrating- 
mirror scanners were used to produce digitized images of 
leukocytes conventionally stained with eosin-methylene 
azure dye combinations; several illumination wavelengths 
were used to allow color information to be c~ l l ec t ed~’ ’~~ .  
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A second effort at automated differential leukocyte 
analysis was also an outgrowth of the Cytoanalyzer work. 
The CYDAC scanner, built by Airborne Instruments 
Laboratory, was used by Mortimer Mendelsohn, Brian 
Mayall, and Judith Prewitt at the University of Pennsylvania 
to produce high-resolution digitized images of leukocytes. 
The CYDAC operated only at a single fixed wavelength, and 
cells were stained with a combination of gallocyanin chrome 
alum and naphthol yellow S, rather than with a conventional 
eosin-azure ~ t a i n ~ ~ . ~ ’ .  

Pattern Recognition Tasks in Cell Identification 

The problem of cell identification by image analysis 
incorporates two separate pattern recognition tasks. The 
first of rhese is feature extraction, i.e., processing of the 
digitized cell image to extract a set of parameters or 
descriptors. These may be features that correspond to 
known cytologic parameters, e.g., the size of the nucleus and 
cell or cytoplasm, the degree of cytoplasmic basophilia, or 
the shape of the nucleus. They may also be features derived 
from the image that indirectly provide data corresponding to 
what would be described by a human observer. For example, 
in eosinophil granulocytes, the cytoplasm contains 
numerous refractile granules; the refractive index differences 
between these and the cytosol manifest themselves as 
differences in optical density within the cytoplasm in the 
scanned image. If one calculates the average difference in 
optical density between each point (i.e., pixel, or picture 
element) of the image and the points or pixels adjacent to it, 
this will provide an indicator of texture which can be used 
to aid differentiation of eosinophils from other cell types. 

Figure 3-2. Digitized image of a neutrophil 
polymorphonuclear leukocyte stained with an eosin-azure 
dye mixture (courtesy of 1. Bacus). 

Figure 3-2 shows a leukocyte image digitized at the 
resolution used in commercial image analyzing differential 
leukocyte counters such as the Corning LARCTM, which was 
introduced in 1969. This instrument was developed by 
James Bacus and his colleagues, then at Rush-Presbyterian- 
St. Luke’s Medical Center in Chicago. Two lobes of the 
nucleus are visible as the darkest areas; cytoplasmic texture is 
evident from differences in intensity of different areas. Red 
cells adjacent to the leukocyte are seen at the right and upper 
right. 

The feature extraction tasks that must be accomplished 
to obtain descriptors from a digitized image such as that 
shown in the figure require fairly complex methodology. 
Even a simplistic definition of a nuclear lobe, for example, 
must specify a content of a certain minimum number of 
contiguous pixels of a certain minimum optical density. 
Determining where the leukocyte ends and the adjacent red 
cells begin, a necessary step in defining the cell size, is also 
not a simple task. This process of feature extraction, 
however, is peculiar to image analysis. 

The second pattern recognition task in cell 
identification, that of cell classification, is accomplished by 
statistical analysis of numeric data derived from the feature 
extraction procedure, and, as implemented by the developers 
of automated differential counters, used the same 
multivariate statistical procedures which others had applied 
to tasks such as optical character recognition and 
differentiation between normal and abnormal electro- 
cardiograms. A cell classification program recognizes patterns 
in the distributions of measurements of cellular parameters, 
whether or not such parameters are derived from image 
analysis; most such programs are designed to find discrete 
clusters corresponding to different cell types. 

In the 1960’s, much of what was known about the 
development and differentiation of blood cells had been 
learned from visual observation of normal and pathologic 
blood and marrow smears. An automated differential 
counter would have to do what a technician could. At a 
minimum, it should be able to distinguish among the 
mature leukocyte types present in normal peripheral blood, 
i.e., the granulocytes, including neutrophils, eosinophils, 
and basophils, and the mononuclear cells, is . ,  
lymphocytes and monocytes. The instrument would also 
have to flag “abnormal” cells, i.e., immature red and white 
cell types normally found in marrow, but not blood, and 
subdivide the neutrophils into the immature “bands,” cells 
in which the nucleus had not completely segmented into 
lobes, and the mature “segs,” cells in which segmentation 
was complete, the cell shown to the left being a seg. 

If you looked at a hematology text, it would tell you that 
there were stages in the development of cells, all arising from 
a common hematopoietic stem cell that couldn’t be 
described because nobody had ever seen one for sure. Then, 
there were supposedly discrete stages in the development of 
each lineage; in the case of neutrophils, the earliest 
recognizable progenitor cells were myeloblasts, large cells 
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with large nucleolated nuclei and basophilic cytoplasm (both 
due to the presence of the relatively large amounts of RNA 
needed in protein synthesis), and without cytoplasmic 
granules. The next stage, promyelocytes, were, if anything, 
larger, and had large, immature cytoplasmic granules. Then 
came myelocytes, with cytoplasmic granules more or less 
identical to those in mature neutrophils but with round 
nuclei. Metamyelocytes had kidney-shaped nuclei; they 
matured into bands, which matured into segs. 

This model was, as has been shown by a lot of elegant 
studies involving monoclonal antibodies and multiparameter 
flow cytometry, accurate in many particulars. However, 
there was one major problem with it, particularly as it was 
applied to differential counter design by people who knew a 
lot about engineering, mathematics, and or statistics, but not 
too much about biology. It appeared from the textbooks that 
a real hematologist should always be able to tell whether a 
cell was, for example, a promyelocyte or a myelocyte. The 
appearances of the cells, stained with Wright’s or similar 
stains, were discussed in the books; one stage might have a 
purplish-pink cytoplasm, the next pinkish-purple (I am not 
making this up!) 

What a real hematologist was more likely to tell you, at 
least if you were an aspiring hematologist, was that while 
there were “textbook examples” of each of the described cell 
types, there were also intermediate forms. You might also 
find out another little secret, namely, that hematologists 
couldn’t always tell whether a very immature cell, or blast, 
was a myeloblast, or a lymphoblast (lymphocyte progenitor), 
or an erythroblast (erythrocyte progenitor); they made the 
calls by looking at the more mature surrounding cells. If 
these were myelocytes, the cell was a myeloblast, etc. 

When you look at normal peripheral blood, you see 
different types of mature cells, which differ from one 
another in appearance in obvious ways. If you plot any of a 
number of descriptive parameters of these cells in a two- 
dimensional space, you get clusters. For example, lym- 
phocytes, monocytes, and granulocytes form separate 
clusters in a plot of forward vs. orthogonal scatter values. 
Plots of the same parameters for cells in marrow, where there 
is a continuum of maturing cell types, feature not so much 
clusters as connected blobs, more dense in some places than 
in others, a pattern I was later to dub a ginger root. In the 
1960’s, there were a lot of people trying to make 
instruments find clusters that weren’t there, because they 
were unaware of the continuous nature of many processes in 
cell differentiation. Unfortunately, despite our increased 
2 1st-century level of knowledge and sophistication, there are 
still some people trying to find nonexistent clusters. We’ll 
get back to this in several contexts later in the book. 

Between the late 1960’s and the mid-I970’s, about ten 
different commercial differential counters based on slide 
scanning technology were introduced to the market, each 
claiming to identify more types of “abnormals” than the 
next. There was also competition to add other features, such 
as measurements of red cell size and hemoglobin content or 

reticulocyte counting. Although the engineers concentrated 
on refining an inadequate technology, a few individuals with 
more of a biological orientation began to examine other 
possible means of distinguishing leukocyte types. 

Differential Leukocyte Counting: An Early Flow 
Systems Approach 

One early alternative approach to leukocyte differ- 
entiation was taken by Hallermann et a16’; this little-cited 
work of the early 1960’s anticipates many of the later 
publications (and, possibly, some of the later patents) on 
flow cytometric differential counting. During the 1950’s, 
blood cell counters based on flow cytometric detection of 
light scattering by cells were, as was mentioned previously, 
built by several manufacturers. These were entirely suitable 
for erythrocyte counting; since the number of leukocytes in 
blood was, in most cases, only about 0.1 percent of the 
number of erythrocytes, the inclusion of leukocytes in the 
erythrocyte count did not produce significant errors. The 
leukocyte count, however, was of at least as much interest as 
the erythrocyte count. 

To count leukocytes in a hemocytometer, blood was 
diluted in a solution that lysed the erythrocytes. A similar 
procedure had to be used in early blood cell counters based 
on either light scattering or electronic (Coulter) volume 
measurement, because neither measurement could reliably 
discriminate leukocytes from erythrocytes. A measurement 
method that could make this distinction was suggested by 
the work of Kosenow6’ and otherS6364, who demonstrated 
characteristic staining of different types of leukocytes by 
acridine orange. 

Optical cell counters used dark-field illumination, which 
was also a preferred technique for fluorescence excitation; 
the addition of a fluorescence detector to the scatter detector 
in such an instrument could allow detection of leukocytes 
based upon temporal coincidence of scatter and fluorescence 
pulses, while the nonfluorescent erythrocytes could be 
counted in the usual fashion by tallying scatter pulses. Since 
the leukocyte count is typically only about 0.1 Yo of the 
erythrocyte count, it might not, in practice, be necessary to 
discriminate between scatter pulses which were and which 
were not accompanied by fluorescence pulses in order to 
achieve an acceptably accurate erythrocyte count, but the 
leukocyte count could be corrected, if necessary. 

The fluorescence approach, however, promised to go 
beyond discrimination of leukocytes from erythrocytes. 
Hallermann et al reported that granulocytes in acridine 
orange-stained cell suspensions could be distinguished from 
mononuclear cells on the basis of flow cytometric 
determination of the intensity of red cytoplasmic 
metachtomatic fluorescence, which was greater in the 
granulocytes. Few other workers in analytical cytology seem 
to have been aware of this work at the time of its 
publication; I unearthed the reference to Hallermann et al 
when I was searching the literature on differential counting 
in the late 1970’s. 
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Kamentsky’s Rapid Cell Spectrophotometer 

The individual who set the pace for the development of 
flow cytometry as an analytical cytologic tool is Louis 
Kamentsky, who began to study the problem of automating 
cervical cytology screening during the early 1960’s, at which 
time he was working at IBM’s Watson Laboratory at 
Columbia University; IBM’s effort actually got its start from 
a back-fence conversation between neighbors in a New York 
suburb who were, respectively, a pathologist and an IBM 
manager (H. Derman, personal communication). 

Kamentsky (L. Kamentsky, personal communication) 
had developed both instrumentation and statistical 
techniques for optical character recognition; even during the 
earliest stages of his studies on cell classification, his 
experience led him to anticipate having to use multiple 
parameters to develop a discriminant function to identify 
abnormal cells. His familiarity with the existing state of the 
art in hardware and software image analysis led him to doubt 
that high-resolution scanning and feature extraction by 
image processing could be done fast enough to serve as the 
basis for a clinical laboratory instrument. 

Pathologists in New York, among them Herbert 
Derman, Leopold Koss, and Myron Melamed, taught 
Kamentsky that nucleic acid content and cell size were 
useful parameters for cervical cell classification; he learned 
how to measure these microphotometrically from Torbjorn 
Caspersson and Bo Thorell, in Stockholm. He then built the 
Rapid Cell Spectrophotometer (RCS), a flow cytometer 
based on a transmitted-light microscope, with an arc lamp 
source and high-N.A. optics, allowing reasonably accurate 
absorption measurements on cells passing, without sheath 
flow, through a channel in a slide. 

For work with cervical cells, the RCS measured nucleic 
acid content by absorption at 260 nm and cell size by light 
scattering at 410 nm6’. The light scattering measurement 
was indirect. The absorption of cells (other than 
hemoglobin-containing erythrocytes) at 4 10 nm was known 
to be minimal; the parameter actually measured in the 
apparatus was light transmission at 410 nm. Since almost all 
of the light loss was due to scattering, high transmission 
signals were assumed to correspond to low scatter signals, 
and vice versa. 

Kamentsky experimented with electrostatic and fluidic 
cell sorters, which could remove selected cells for 
examination by a pathologist and permit verification of the 
RCS’s performance; a syringe pump-based sorter was 
described in 196766. A refined version of the RCS, showing 
the computer, and the original prototype, which conveys 
more of the true flavor of a laboratory-built instrument, are 
illustrated in Figure 3-3. 

Kamentsky and his colleagues also investigated the use of 
the RCS in leukocyte differential counting, with Leonard 
Ornstein providing expertise in histochemical staining. 
Figure 3-4, to the right, shows a contour plot of a blood cell 

Figure 3-3. ABOVE Kamentsky’s Rapid Cell Spectro- 
photometer, as shown in several publications; this is 
actually the third version of the instrument. BELOW The 
real first RCS prototype, warts and all (courtesy of L. 
Kamentsky). 

Figure 34. A two-parameter histogram of blood cells 
stained with Feuken stain and naDhthol vellow S, 

population stained with the Feulgen stain for DNA and analyzed in the RCS, showing handdrawn contour lines. . 
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naphthol yellow S for protein; a number of cell clusters are 
visible. The contour lines are drawn by hand on a computer 
printout of numbers of cells corresponding to each pair of 
parameter values; the figure thus represents one of the first 
two-parameter histograms ever to be obtained from a flow 
cytometer. Incidentally, if you need to send somebody a 32 
x 32 or 64 x 64 2-parameter histogram in a text format, this 
gimmick still works. You can probably beam a 32 x 32 to a 
Palm device. But I digress. 

The RCS could actually measure four parameters; it was 
equipped with a dedicated digital computer (an IBM 1130) 
for acquisition and analysis of data from several hundred 
cells/second. Equivalent multiparameter analysis capabilities 
were not added to other flow cytometers for more than a 
decade after the RCS was built. 

When the apparatus was first described, however, its 
most notable features were its speed and its inclusion of a 
sorter. The speed was achieved by substituting rapid 
microphotometric measurements of entire cells for pixel-by- 
pixel scans, eliminating the need for a laborious feature 
extraction process, and by using a fluidic specimen transport 
mechanism instead of a motorized microscope stage. This 
made it feasible to deal with much larger cell samples than 
could be processed by a computerized image analyzing 
microscope. Kamentsky viewed the sorter primarily as a 
necessity for verification of the instrument’s performance in 
cytologic screening on a cell-by-cell basis; others would later 
exploit sorting’s preparative uses. 

An RCS prototype lent by IBM to Stanford was involved 
in the development of the Fluorescence Activated Cell 
Sorter (FACS) by Leonard Herzenberg and his colleagues; 
the RCS also influenced the subsequent development, by 
Leonard Ornstein and his colleagues, of Technicon 
Instruments Corporation’s Hemalog D, the first of a series 
of flow cytometric differential leukocyte counters. 

Fulwyler’s Cell Sorter 
The syringe pump sorter developed by Kamentsky and 

Melamed was not the first cell sorter described in the 
literature; Mack Fulwyler, then at Los Alamos Scientific 
Laboratory, reported using droplet deflection to separate 
cells on the basis of electronic cell volume in 196567, shortly 
after the publication of the first paper by Kamentsky et a165. 
The Fulwyler apparatus (M. Fulwyler, personal 
communication; M. Van Dilla, personal communication) 
was also, in a sense, developed to verify an instrument’s 
performance. 

Scientists at Los Alamos had been examining distri- 
butions of electronic cell volume measurements obtained 
with a Coulter counter, using a multichannel pulse height 
analyzer, a fairly common apparatus in a nuclear research 
establishment like Los Alamos, to accumulate distributions. 
It was noted that red blood cells frequently produced a 
bimodal distribution, i.e., one with two peaks. The 
question arose as to whether there was truly a bimodal 
distribution of cell volumes, the alternate hypothesis being 

that the bimodal distribution was artifactual, perhaps 
produced by differences in orientation and/or position of the 
asymmetric red cells as they passed through the Coulter 
orifice. 

Fulwyler adapted the principle of the ink jet printer, 
then recently developed by Richard Sweet of Stanford“, 
which used electrostatic deflection to deposit charged ink 
droplets in the desired pattern on paper. After cells were 
measured during passage through a Coulter orifice, the 
stream was broken up into droplets, which could be charged 
and then deflected into collection vessels as they passed 
between plates maintained at high voltages of opposing 
polarities. When cells from either peak of the bimodal 
distribution were sorted and reanalyzed, the original bimodal 
distribution was again observed, showing that it was due to 
an artifact. The Los Alamos group then turned its attention 
to the exploitation of real volume differences between cells; 
by 1967, they had successhlly prepared highly (>95%) 
purified suspensions of blood granulocyces and 
lymphocytes”. 

3.3 MODERN HISTORY 
The history of flow cytometry since 1967 has been 

discussed in some detail in references 1-9 and 1028. The 
remainder of this chapter describes events as I remember 
them happening. 

Cell Cycle Analysis: Scanning versus Flow Systems 
I spent some of my college years doing mathematical 

modeling of complex metabolizing in the naive 
expectation that this would provide a rational approach to 
the design of anticancer drugs. While in medical school, I 
responded to suitable financial inducements, and put cell 
dynamics aside to work on computer statistical analysis of 
electrocardiograms”. In 1967, I was told to brush up on the 
literature of automated cell analysis in preparation for my 
impending stint as a “Yellow Beret” at the National Cancer 
Institute, where I was to work on methods for automating 
cell kinetic studies of acute leukemias. 

Cancer had, for many years, been viewed as a 
consequence of disturbed cell growth patterns. The 
refinement in the 1950’s of techniques for measuring cell 
growth had, by the mid-l960’s, made it clear that cancer 
cells didn’t just grow faster than normal cells. This meant 
that the simplest approach to cancer chemotherapy, i.e., 
giving a drug or drugs that killed the fastest growing cells, 
wouldn’t work in all cases, although this would be, and still 
is, effective in treating those malignancies in which almost 
all of the cells grow rapidly. 

In his Growth Kinetics of Turnour?, Gordon Steel 
describes 1965 as marking the “end of the beginning.” In 
the beginning, growth rate could be estimated only by 
watching a tumor increase in size or by counting cell 
concentrations or numbers in culture. In the 1920’s, Payling 
Wright correlated the frequency of mitosis with cell growth 
rates’o94. By the late 1940’s, it was appreciated that DNA was 
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the genetic material, and that its replication was therefore a 
central event in cellular reproduction. 

Howard and Pelc1095-6 used the radioactive isotope ”P as a 
tracer, detecting its incorporation into cells’ DNA by 
autoradiography. Slides containing the cells were coated 
with a photographic emulsion or film and left in the dark for 
some time, allowing radioactive decay of the isotope to 
expose the emulsion. After subsequent development, silver 
grains could be seen in the emulsion overlying portions of 
the cells into which the isotope had been incorporated. They 
showed that DNA synthesis does not occur continuously 
during cell growth; instead, there is a cell cycle that includes 
two gaps, one (G,) preceding and one (G,) following the 
DNA synthetic (S) period. The mitotic (M) phase of the 
cycle follows G, and precedes the G, phase of the next cycle. 

Studies of cell kinetics were facilitated by the 
introduction in 1957 of tritiated thymidine (3H-TdR) as a 
radioactive tracerio97. Under most conditions and in most cell 
types, tritiated thymidine is either incorporated into DNA 
or lost from cells, making it highly specific. Quastler and 
Sherman1098 demonstrated the use of ‘H-TdR in analyses of 
growth kinetics of animal cells in 1959, and others quickly 
applied the material and autoradiographic techniques to 
studies of the growth kinetics of normal and malignant cells. 
One could, for example, estimate the fraction of cells in S 
phase from the labeling index, i.e., the percentage of cells 
over which grains could be seen in an autoradiograph. This 
was a reasonably tedious task, as was estimating the overall 
duration of the cell cycle from the percentage of labeled 
mitoses (PLM). Obtaining a quantitative estimate of the 
amount of tracer incorporated in cells required grain 
counting, a procedure that far surpassed reticulocyte 
counting in the speed with which it could addle an observer. 

The prevailing oncologic opinion in the mid-1960’s was 
that, once the kinetics of normal and malignant cell growth 
were defined, clinicians could devise drug dosages and time 
schedules for administration which would exploit kinetic 
differences to kill maximal numbers of cancer cells with 
minimal host toxicity. This would require the collection of a 
large data base, a task made difficult by the necessity to rely 
on autoradiographic measurements of ’H-TdR incor- 
poration by cells as the principal means of determining cell 
growth rates. NCI wanted a system that would scan blood 
and marrow specimens, identify immature and mature, 
normal and malignant blood cells and determine DNA 
synthetic activity by grain counting. 

This was obviously a considerably more complex task 
than automated differential leukocyte counting, which itself 
wasn’t exactly easy. Feasibility studies were being done by 
Perkin-Elmer under Ken Preston’s direction, with Marylou 
Ingram of the University of Rochester providing biological 
backup. Seymour Perry of NCI, who initiated the project, 
was also being advised by Marvin Zelen and other 
statisticians at NCI, by Mort Mendelsohn and Judy Prewitt, 
who, with Brian Mayall, were working on automated 
differential counting with the CYDAC system at the 

University of Pennsylvania, and by Lew Lipkin of the 
National Institute of Neurologic Diseases and Russ Kirsch of 
the National Bureau of Standards, who were attempting to 
use artificial intelligence to analyze and reconstruct the 
microscopic structure of the central nervous 

To  catch up with the latest developments in quantitative 
cytology and cytochemistry, I was told to attend a 
conference sponsored by the New York Academy of 
Sciences, held in June, 1967. Among the speakers was Lou 
Kamentsky, who by that time was measuring three 
parameters in the RCS, which already incorporated a 
dedicated computer as well as a cell sorter. I became an 
instant convert to flow cytometry. 

When I got to NCI, I expressed the opinion that we 
should be trying to do cell kinetics by developing differential 
cell stains for the different cell types, running the cells 
through a sorter, and doing autoradiography on the sorted 
fractions. This did not sit well with my image processing 
colleagues, primarily because they couldn’t envision a flow 
cytometer which measured the dozen or more parameters 
that they thought would be necessary for cell identification. 
Instead, we set up an image processing lab as a joint NCI- 
NIND-NBS venture. We mounted the mirror scanner built 
by Ken Preston on Lew Lipkin’s microscope; Phil Stein, one 
of my partners in crime from high school, redesigned the 
scanner electronics and developed computer-controlled 
drives for the microscope stage and monochromator and an 
interface to Lew’s LINC-8 computer. Phil also gave me a 
crash course on what had developed in electronics since we 
built amplifiers in our basements; this was necessary because 
the hiring freeze then on at NIH meant that I had to do 
some electronics construction and simple design work if I 
expected our instrument to be working by the time my hitch 
was up. We came up with a pretty sophisticated scanning 
optical mic ro~cope~~”~ ,  as I mentioned on pp. 14-15; 
unfortunately, it took two minutes to scan a cell at a single 
wavelength, making it difficult to do many biologically 
relevant experiments and increasing my desire to work with 
flow cytometers. 

Autoradiography was not quite the only game in town 
for analysis of DNA synthetic patterns in cell populations; 
one could measure DNA content on a cell-by-cell basis, 
using UV absorption or a Feulgen stain. This had actually 
been done by a few people; it hadn’t caught on because 
microspectrophotometry required expensive and uncommon 
apparatus. Using Feulgen stain and our scanning 
microscope, we accumulated a 200-cell DNA content 
distribution in a mere 12 hours, taking up an hour or so of 
mainframe computer time in the By the time the 
work was published, flow cytometry would have changed the 
rules of the game. 

Cancer Cytology: Scanning versus Flow Cytometry 
TICAS, a somewhat more practical image analysis system 

than our “Spectre 11,” was assembled in the late 1960’s by 
George Wied of the University of Chicago, Gunter Bahr of 
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the Armed Forces Institute of Pathology, and Peter Bartels 
of the University of Arizona in order to pursue automated 
interpretation of cervical smears. They organized a 
conference on “Automated Cell Identification and Cell 
Sorting,” held in Chicago in 196875. There were several 
presentations on flow cytometry, which were received with 
attitudes ranging from skepticism to hostility. 

An industrial group reported good results in analysis of 
cervical cytology specimens using a device called the 
CytoscreeneP, which performed medium-resolution image 
analysis of UV absorption of cells in a flow system. They got 
a chilly reception from the audience at this and subsequent 
meetings, although it was subsequently established by an 
NCI-sponsored study that their instrument worked at least 
as well as anything else developed at the time. 

Kamentsky‘s RCS also showed some promise in tests on 
cervical Specimens”, using UV absorption an light scattering 
to measure nucleic acid and cell size. Kamentsky also 
discussed experiments on identification of leukocytes stained 
with a Feulgen reagent and with naphthol yellow S7*. Mack 
Fulwyler described experiments in progress at Los Alamos on 
flow cytometric fluorescence measurement, using an argon 
ion laser, then inseparable in the public imagination from 
the “death ray” in the James Bond movie Goldfinger, for 
excitation7’. 

Once it had been established, during the 1950’s, that 
DNA and total nucleic acid content were useful parameters 
for discriminating between normal and malignant cells, the 
use of fluorescent reagents for measurement of these 
parameters had been suggested. In 1968, Walter Sandritter 
was one of the few vocal advocates of fluorescence flow 
cytornetry of DNA as a basis for cancer screening, as 
indicated by his presentations in Chicago and at a 
subsequent symposium8’ in Cardiff. 

During the late 1960’s, Dittrich and Gohde, in 
Germany, developed a fluorescence flow cytometer using 
arc-lamp epiillumination, the Impulscytophotometer 
(ICP)”, in which the cells flowed in a line extending along 
the axis of the high-N.A. microscope objective used as a 
condenser and collection lens. They also introduced 
ethidium bromide as a stoichiometric fluorescent stain for 
DNA, eliminating the need for the tedious process of 
Feulgen staining. 

There was also interest in fluorescence flow cytometry at 
Stanford, where the Herzenbergs were developing a cell 
sorter which they eventually hoped to use to separate cells 
stained with fluorescent antibodies; they borrowed one of 
Kamentsky‘s prototypes to determine its efficacy for 
fluorescence measurements*’ and, in late 1969, described 
sorting of fluorescently stained cells by an instrument using a 
mercury arc lamp for excitation”. A paper by Van Dilla et 
a17’, which had appeared a few months earlier, described 
results with Feulgen-stained cells, showing a reasonably clean 
DNA content histogram, and also anticipated extension of 

Figure 3-5. ABOVE Publicity photo of the first 
Biol Physics Systems Cytofluorograf. BELOW: The elusive 
Dr. Kamentsky in his natural habitat, shortly before the 
Cytofluorograf picture was taken (courtesy of 1. 
Kamentsky). 

the technology to work with fluorescent antibodies, to 
fluorescence detection at multiple wavelengths, and to 
multiparameter analysis using fluorescence, Coulter volume, 
and light scattering measurements, which were being 
investigated at Los Alamos by Paul Mullaney. 

Early Commercial Flow Cytometers 

In 1970, Phywe AG of Gottingen began selling a 
commercial version of the ICP, built around a Zeiss 
fluorescence microscope. This instrument was rapidly 
applied by European workers to studies of tumor cell DNA 
content and of the effects of therapy on cell kinetics (see Ref. 
232). Most people working with flow cytometry in the 
United States were unaware of the existence of the 
Impulscytophotometer until 1973 or 1974, when Barthel 
Barlogie brought an instrument to M. D. Anderson hospital 
in Houston. 
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Optical flow cytometers for research purposes also 
became available in the United States in 1970, when Lou 
Kamentsky, who left IBM to found Bio/Physics Systems, 
began to produce the Cytograf and Cytofluorograf, which, 
respectively, used helium-neon and argon ion laser light 
sources. The Cytograf measured forward scatter and 
extinction at 633 nm; it could be used to discriminate dead 
from live cells on the basis of uptake of Trypan blue. The 
Cytofluorograf, shown in Figure 3-5, on the previous page, 
measured forward scatter at 488 nm and green (about 530 
nm) and red (above 640 nm) fluorescence excited by the 10- 
15 m W  air-cooled laser. Both the Cytograf and Cyto- 
fluorograf used a meniscus-sensing arrangement to 
determine sample volume flow rates, facilitating cell 
counting; both allowed counting of cells in gating regions 
bounded on four sides. A 100-channel pulse height analyzer 
was available as an accessory; with this added option, the 
Cytofluorograf sold for just over $20,000. 

Although the Cytofluorograf could be used for DNA 
content analysis, its fluorescence measurement sensitivity 
was not sufficient to permit measurement of immuno- 
fluorescence under ordinary circumstances. Much of the 
research effort at Bio/Physics Systems focused on 
development of differential counters and cytology apparatus 
using acridine orange as a stain. By 1971, Dick Adam and 
Lou Kamentsky had shown that lymphocytes, monocytes, 
and granulocytes in whole blood samples stained with 
acridine orange in isotonic saline could be discriminated by 
their progressively higher levels of red cytoplasmic 

these identifications were confirmed 
independently by sorting by the Los Alamos group in 
1 973590. While the differential counter never reached the 
market, Bio/Physics Systems did produce the Hemac hema- 
tology counter, which used scattering and extinction of red 
light from a helium-neon laser to count and size blood cells. 

The first commercial flow cytometric differential 
counter, introduced in the early 1970's, was Technicon's 
Hemalog D84'85 (Figure 3-6), which used light scattering and 
absorption measurements made at different wavelengths in 
three different flow cytometers to classify leukocytes. 
Chromogenic enzyme substrates were used to identify 
neutrophils and eosinophils by the presence of moderate to 
high and very high concentrations of peroxidase and, in 
another channel, to identify monocytes by their esterase 
content. Basophil identification was based on detection of 
glycosaminoglycans in basophil granules using Alcian blue. 
A single tungsten-halogen lamp served as light source for all 
three flow systems. 

Although the Hemalog D employed cytochemical 
staining procedures that were well regarded by hematologists 
for such purposes as determination of lineage of leukemic 
cells, the apparatus, which worked pretty well, was initially 
regarded with a great deal of suspicion, at least in part due to 

the novelty of flow cytometry. The developers and 
manufacturers of image analyzing differential counters, 
which certainly didn't perform much better than the 

Figure 3-6. The Hemalog D Differential Counter. 

Hemalog D, did what they could to keep potential users 
suspicious of flow cytometry for as long as possible; the 
technology would eventually be legitimized by its dramatic 
impact on immunology. 

Figure 3-7: Leonard Herzenberg with ED'S first 
commercial version of the FACS, 1974 (NIH photo). 

In 1972, Len Herzenberg's group at Stanford described 
an improved version of their Fluorescence-Activated Cell 
Sorter (FACS), which used a fairly powerful argon ion laser 
instead of the arc lamp source used in the original, and 
which could detect the relatively weak fluorescence of cells 
stained with fluorescein- and rhodamine-tagged antibodies"". 
The instrument was produced commercially by Becton- 
Dickinson (B-D) two years later. The original version, the 
FACS-1 (Figure 3-7), measured forward scatter, which was 
used as a trigger signal, and fluorescence above 530 nm, and 
was equipped with a Nuclear Data pulse height analyzer for 
distribution analysis and with Tektronix event counters to 
keep track of the total number of cells counted and the cells 
in each of two gate or sort regions. Although flow cytometry 
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had only gradually begun to attract the attention of cell 
biologists, cell sorting immediately caught the fancy of 
immunologists, and B-D placed instruments in a number 
of active and prestigious laboratories within a few years. 

Coulter Electronics, which by 1970 had become a very 
large and successfil manufacturer of laboratory hematology 
counters, pursued the development of fluorescence flow 
cytometers through a subsidiary, Particle Technology, under 
Mack Fulwyler’s direction in Los Alamos. The TPS-1 (Two 
Parameter Sorter), Coulter’s first product in this area, 
reached the market in 1975. It used an air-cooled 35 mW 
argon ion laser source and could measure forward scatter and 
fluorescence. 

Not Quite Commercial: The Block Projects 
In 1972, I went to work for G. D. Searle & Co.. a 

pharmaceutical firm that was then heavily, if not profitably, 
involved with medical instrumentation. Among other things, 
I evaluated instruments and instrument concepts that 
various people were trying to convince Searle to back or buy. 
We were moderately interested in getting into the 
differential leukocyte counter business, but hadn’t seen 
anything we liked enough to get serious about. 

Early in 1973, Myron Block and Tomas Hirschfeld of 
Block Engineering came to Searle with a proposal to develop 
a clinical blood cell counter which would use a flow 
cytometer to count and size erythrocytes, platelets, and 
leukocytes, do a differential leukocyte count and, for good 
measure, calculate the hemoglobin content of the blood by 
integration of the absorption of hemoglobin in the 
individual erythrocytes. The whole blood samples were to be 
fixed and stained with a mixture of three fluorescent dyes, 
and analyzed in an instrument which would use five separate 
illumination beams, separated in space, to derive 
measurements of absorption in the ultraviolet (indicating 
DNA content) and the Soret band (indicating hemoglobin 
content), of light scattering, and of four fluorescence 
parameters, three representing fluorescence of the dyes and 
the fourth representing nonradiative energy transfer between 
two of the dyes. A dedicated minicomputer would be used 
to process data in real time, using a multivariate 
discriminant function for leukocyte classification. I thought 
this was a wonderful idea. A group of us from Searle went to 
visit Block‘s plant and talk to the people who would be 
involved in the project, and came away convinced that they 
could build the instrument and make it work. 

I had not been paying much attention to the details of 
analytical cytology since about 1970. A few weeks before 
hearing the presentation from Block, I had bumped into 
Judy Prewitt at a meeting and spent a few hours with her 
finding out what was, or was not, happening in the field of 
automated differential counting. Judy was responsible for a 
lot of the mathematical and computational methodology 
used in feature extraction and cell classifi~ation~~, and I had 
great respect for her opinions, possibly because they agreed 
with mine. Neither of us thought much of what was on the 
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Figure 3-8. A two-parameter display from the Block 
differential counter showing five leukocyte clusters. 

market or in development in the way of image analyzing 
systems; we reserved judgment on the Hemalog D. The 
conversation didn’t cover any other flow cytorneters, and I 
assumed that multiple illumination beam instruments with 
dedicated computers were already in use in research 
laboratories. I didn’t really learn otherwise until the 
Engineering Foundation Conference on Automated 
Cytology held in December, 1973, at which point work on 
the first of our multiple illumination beam systems” was 
well underway at Block. 

The trichrome fluorescent stain used in the system was 
developed by a physical chemist, Marcos Kleinerman, 
working in his basement. It was a mixture of ethidium 
bromide, a basic dye which was well known as a DNA 
fluorochrome and which imparted red fluorescence to cell 
nuclei, and of two acid dyes, brilliant sulfaflavine and a 
stilbene disulfonic acid derivative used as a laundry 
brightener and known by us as LN, for “long name.”8*’*9’90’9’ 
The two dyes had different pKs, and hence had different 
afhi ty  for cell proteins of different pKs; the result was that 
neutrophil granules stained primarily with LN, whereas 
eosinophil granules took up much more sulfaflavine. On 
slides, one could see blue granulocytes and green 
eosinophils; lymphocytes, monocytes, and basophils were 
distinguishable by cell size and nuclear and cytoplasmic 
morphology. The stain took some tweaking before it 
performed as well in flow systems; we had to scrap the 
fixatives and buffers originally proposed and start again from 
scratch. We also came to the realization that an instrument 
which derived five illuminating beams from a short-lived 
and highly explosive xenon arc lamp was not suitable for use 
in a clinical laboratory, and built a “simple” three-beam 
system using helium-cadmium and argon lasers92. Figure 3-8 
shows a display from that system. 
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It was primarily due to the technical success of our 
approach that the Block differential counter never made it 
into production. We were able to develop algorithms for 
leukocyte classification using seven or eight measured 
parameters, and thus to discover that we could do as well 
using a single blue illuminating beam to excite cells stained 
with only two dyes, sulfatlavine and ethidium bromide, and 
measuring forward and orthogonal scatter and the dye 
fluorescences. This simplified system was no longer 
protectable by any of the patents for which Block had 
applied. We  were also reasonably sure93 that there could be 
even simpler systems, based on our success (unpublished 
experiments) in identifying lymphocytes, monocytes, 
neutrophils, and eosinophils in unfixed, unstained blood 
using multiple wavelength, multiple angle scatter 
measurements. 

By 1976, automated differential counters had become 
the focus of a bureaucratic brouhaha at the Food and Drug 
Administration, requiring premarket clearance by that 
agency. The image analysis systems got around this through 
a “grandfather clause”; a new flow system couldn’t, although 
Technicon’s Hemalog D ,  which was “grandfathered,” wasn’t 
selling all that well anyway, because the hematologists hadn’t 
yet come to trust flow cytometry. The end result was that 
nobody was very interested in pursuing this line of 
investigation further. 

We had been doing other things with flow cytometry in 
addition to differential counting. An attempt was made to 
develop an instrument to detect bacterial growth, and a flow 
cytometer was developed that could detect fewer than 100 
molecules of fluorescein-tagged antibody bound to a single 
virus parti~le’~; one of these was actually sold to NASA. We 
also produced a system that would retrieve and store single 
cells afier they went through a flow cytometer, to allow cell- 
by-cell validation of flow cytometric procedures for cervical 
cytology screening and other critical diagnostic testZ5. 

The Evolution of Flow Cytometers in the 1970’s 
Although the commercial production of the 

Cytofluorograf and Impulscytophotometer in 1970 and the 
FACS in 1974 allowed laboratories which had not developed 
and built their own apparatus to pursue applications of 
fluorescence flow cytometry and sorting, advances in the 
technology itself during the 1970’s occurred primarily in the 
relatively small community of labs in which instruments 
were developed and built. What got done in any given lab 
was determined by the biological problems and/or clinical 
applications under investigation, and also by the migration 
of instruments and/or investigators from one place to 
another. This process has recently received some attention 
from real historians of science, resulting in several 
publications by Alberto Cambrosio and Peter Keating099- 

and in a video history by Ramunas KondrataslloZ, 
which was funded by B-D and is available from the 
Smithsonian Institution Archives. Wallace Coulter and Lou 
Kamentsky, among others, were not interviewed, 

1101.2427 

As has already been mentioned, RCS prototypes and 
people who worked with them played a role in the 
development of both the Technicon Hemalog D blood cell 
counter and the Stanford/B-D FACS; the latter instrument 
represented a convergence of the RCS lineage and the 
lineage of the Los Alamos cytometer/sorters. 

The Los Alamos instruments were oriented toward 
multiparameter analysis655; the lab received substantial 
funding from the National Cancer Institute for work on 
applications in cancer c y t ~ l ~ ~ ’ ~ ~ ’  and cell cycle analysis228- 

as it related to cancer chemotherapy. In the most 
elaborate of Los Alamos’ cytometers, cells were analyzed in a 
rather elaborate quartz flow chamber with a built-in Coulter 
volume sensor. Optical access was available on four sides, 
permitting measurements of fluorescence in two spectral 
regions and of scatter at several angles , multiangle 
scatter measurements proved invaluable for the identification 
of different types of leukocytes and were incorporated into 
commercial instruments by the late 1970’s. Two clones of 
the Los Alamos multiparameter sorter were delivered to the 
National Cancer Institute in the early 1970’s, accompanied 
by minicomputer-based data analysis systems, which had 
been developed to replace the less flexible two-parameter 
pulse height analyzer originally used. The Los Alamos 
cytometer designs were copied by investigators at other 
institutions, e.g., the Salk Institute, Colorado State 
University, the University of California at Los Angeles, 
where flow cytometry was first used to detect phagocytosis 
by uptake of fluorescent and the University of 
Houston, where the instrument was applied to flow 
cytometric analysis of 

Los Alamos also provided the inoculum for the 
subsequent growth of another major center for flow 
cytometer development, that at Lawrence Livermore 
Laboratory, where, from the mid-1970’s on, flow sorting 
was perfected as a means for separating human 

. Other work done at Livermore 
related to cell cycle analy~iS38~.~*~, measurement of sperm 
cells121, and detection of intracellular enzymes using 
fluorogenic 

At Stanford, the emphasis remained on sorting on the 
basis of relatively weak fluorescence signals from bound 
antibody and antigen, with the aim of isolating 
morphologically indistinguishable viable lymphocytes with 
differences in antigen responsiveness and other functional 

. This had two notable effects on 
instrument design. Droplet sorting was used because it 
allowed more cells to be processed and collected in a given 
time than would have been possible using a fluidic sorting 
mechanism. Placing the observation point, i.e., the 
intersection of the laser beam and the cell stream, in a jet in 
air, rather than in a flow chamber, shortened the distance 
between this point and the droplet breakoff point at which 
droplets containing selected cells had to be charged, 
decreasing the transit time between these points and making 
faster sorting possible. 

9.1104 
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Since B-D's commercial version of the FACS became 
available within two years of the appearance of the first 
publicationa6 describing the instrument, it was easier for 
most large immunology labs to buy an instrument than it 
would have been to build one. One notable descendant of 
the Stanford instrument was the computer-controlled, 
multiparameter cytometer/sorter built at the Max Planck 
Institute for Biophysical Chemistry in Gottingen119'147'23''314'405. 
This apparatus used mirrors, rather than lenses, for laser 
beam focusing and light collection, allowing operation at 
short ultraviolet wavelengths. It was used to measure such 
parameters as intrinsic protein fluorescence, membrane 
fluidity (using fluorescence polarization), and receptor 
proximity (using energy transfer), and to establish the utility 
of Hoechst 33342 as a vital DNA stain and thioflavin T as 
an RNA stain. 

At the University of Miami, work concentrated on 
simultaneous electronic measurement of Coulter volume and 
AC impedance (electrical opacity)715'1108-9 of cells; the group 
there also first showed the feasibility of demonstrating DNA 
synthetic activity by using immunochemical detection of 
bromodeoxyuridine (BrUdR) inc~rporation~~'  and 
investigated rare earth chelates as fluorescent labels for 
cytometryl"o. 

Work done at the University of Rochester on slit- 
scanning static cytofluorometryl ' ' ' was extended to flow 
systems, leading to the development of progressively more 
elaborate apparatus for processing pulse waveforms and for 
imaging cells in floWL71-4Y 

Collaborations with investigators at Memorial Sloan- 
Kettering Cancer Center, which had originated during the 
RCS development program at IBM, provided new 
applications for the Bio/Physics Systems Cytograf and 
Cytofluorograf instruments during the 1970's. Most notable 
among these were techniques using acridine orange for 
simultaneous determination of DNA and FWA content 
and for analysis of chromatin structure and DNA syn- 

. Studies were also done on cell sizing 
measurement~'~.~'~~~. This work was facilitated by the addi- 
tion of a minicomputer-based data analysis system and the 
development of software for multiparameter analysisLz8. 
While the Cytofluorografs available before 1976 were not 
sufficiently sensitive to be used for immunofluorescence 
analysis, the Memorial group did investigate lymphocyte 
activation using DNA and RNA m e a s ~ r e m e n t ~ ~ ~ ~ ~ ~ ~ ;  similar 
studies were done at Los A~XIIOS"'~ and elsewhere601. This 
work apparently failed to excite the imaginations of 
immunologists, who were committed to using antibody 
reagents even in the pre-monoclonal era. 

Other work on detection of lymphocyte activation using 
fluorescein fluorescence polarization was 
done on a laboratory-built instrument at the Ontario Cancer 
I n ~ t i t u t e ~ " ~ ~ ;  polarization measurements were also used to 
detect early responses of hematopoietic cells to c y t ~ k i ~ ~ ; ' ~ .  
This work represented one of the earliest instances of the use 
of functional probes in flow cytometry. The Ontario group 
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also studied changes in Hoechst dye uptake and retention 
during lymphocyte activation; this work played an im- 
portant role in the identification of the efflux pump 
mechanisms now widely studied for their roles in anticancer 
drug r e s i s t a n ~ e ~ ~ ~ ' ~ ~ ~ .  

At the German Cancer Research Centre in Heidelberg, 
dual-beam fluorescence excitation capability was added to 
commercial instruments and then incorporated into a 
laboratory-built ~ ~ r t e r ~ ~ ~ " ~ ~  that also had a computerized data 
analysis system capable of producing three-parameter 
displays. The Heidelberg group also introduced DAPI as a 
DNA stain and the combination of DAI'I and 
sulforhodamine 101 for DNA and protein staining in flow 
cyt~metry'~~. 

While the Heidelberg instrument followed the pattern 
established at Los Alamos, Livermore, and Stanford of using 
multiwatt, water-cooled argon and krypton ion lasers for 
fluorescence excitation, other instruments built in Europe 
during the 1970's utilized smaller light sources. The simplest 
approach to flow cytometry involved the addition of a flow 
chamber and electronics to a fluorescence micro~cope~~, as 
had been done in the original Impulscytoph~tometer~~. 

Kachel et a16% combined fluorescence and Coulter 
volume measurement capability in the Fluvo-Metricell, 
which was marketed by HEKA, while Eisert and his 

built instruments capable of highly precise 
optical size measurements using multiple small laser sources; 
one such system was eventually produced by Kratel. 

The arc source instrument described by Lindmo and 
Steen'00-2 observed cells in sheath flow after a jet in air 
intersected the flat surface of a cover slip, making multiangle 
scatter and fluorescence measurements with sufficient 
sensitivity to characterize bacterial". An early commercial 
version of this apparatus was produced by Leitz; a later 
version was made by Skatron, and an even later one, 
formerly available from Bio-Rad as the Bryte HSTM, is now 
being produced by Apogee in the U.K. 

By the mid-1970's, potential customers' interest in 
immunofluorescence measurement and sorting had 
increased to the point at which both Bio/Physics Systems 
and Coulter needed to develop new instruments 10 compete 
with Becton-Dickinson's FACS. Coulter's TI'S- 1 offered 
sorting capability, but its combination of relatively low-N.A. 
optics and a relatively low-power air-cooled argon laser 
source left it with limited fluorescence sensitivity. 
BioRhysics introduced the FC-200 flow cytometer, which 
substituted a flat-sided quartz flow cuvette for the thick- 
walled round capillary used in the original Cytofluorograf 
and replaced the original fluorescence collection lens with a 
higher-N.A. microscope objective. This instrument had 
sufficient sensitivity to measure immunofluorescence, but 
did not include a sorter. However, at the time, none of the 
manufacturers seemed to be in a great rush to add extra 
beams, more than one or two additional measurement 
parameters, and/or computers to flow cytometers as they 
were, for several reasons. 
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An instrument that could measure forward scatter and 
immunofluorescence could, using scatter as the trigger 
signal, do the single-parameter immunofluorescence 
measurements and, using fluorescence as the trigger signal, 
do the single-parameter DNA content measurements which, 
as far as most people were concerned, represented the state 
of the art. The addition of a second fluorescence parameter 
made it possible to measure two-color fluorescence from a 
dye such as acridine orange, or to measure DNA and total 
protein content using propidium iodide to stain DNA and 
fluorescein isothiocyanate as a covalent protein stain217.295. 

Two-parameter immunofluorescence measurements were 
desirable, but difficult. Monoclonal antibodies had been 
described in 1975785, but would not become available as 
reagents, even to those in the vanguard of flow cytometry, 
for several years; obtaining reasonably specific staining of 
two cellular antigens using polyclonal antisera was 
nontrivial. Then, there was the question of fluorescent 
labels. While immunofluorescence microscopy using two or 
more different dye labels had been done, this was typically 
accomplished by manually switching illumination between 
excitation wavelengths for the two labels, e.g., blue for 
fluorescein and green for rhodamine. Adapting this 
technique to flow cytometry would have required a dual- 
laser apparatus. 

Since their instrument didn’t have dual-wavelength 
excitation capabilities, Loken, Parks, and Herzenberg15 
resorted to a compromise in order to do the first flow 
cytometric measurements of two-color immunofluores- 
cence. Instead of using the 488 nm emission line of their 
argon ion laser for excitation, they used the 5 15 nm line to 
excite both fluorescein- and rhodamine-labeled antibodies. 
While 488 nm is very near the excitation maximum of 
fluorescein, rhodamine excitation is only about 5% of 
maximum at this wavelength. At 515 nm, rhodamine 
excitation is considerably improved, and, although 
fluorescein excitation is definitely suboptimal, the relative 
strengths of the fluorescein and rhodamine signals are 
reasonably well balanced. Fluorescence compensation 
circuits, which were used to reduce interference between the 
fluorescein and rhodamine signals, were described for the 
first time in this 1977 paper. From a practical point of view, 
however, two-color immunofluorescence remained in the 
“don’t try this trick at home” category. 

Multiangle scatter measurements had also nor yet made 
it to prime time. Following the demonstration at Los 
Alamos that orthogonal scatter measurements could 
discriminate among lymphocytes, monocytes, and 
 granulocyte^"^, we had incorporated orthogonal as well as 
forward scatter measurements into our instruments at 
Block””. It was difficult for B-D (or Stanford) or Coulter to 
do this with their stream-in-air systems, because the light 
scattered from the small, round stream produced 
considerable interference, which got considerably worse 
when the stream was vibrated during droplet sorting. 
Bio/Physics Systems had a different problem; the mounting 

arrangement of the lasers in Cytofluorografs put the 
polarization of the beam in a direction that precluded 
making measurements of orthogonal scatter. 

Going to three- or four- (or more-) parameter 
measurement capability also involved a major escalation in 
cost, because microprocessors, which had first appeared in 
1973, had not developed to the point at which they might 
even be considered for use in data analysis. A minicomputer 
system was the only possible choice. 

In late 1976, Myron Block and I tried to interest Bernie 
Shoor, of B-D, and Mack Fulwyler, who was just leaving 
Coulter’s flow cytometry operations to join B-D, in 
pursuing commercial development of our computerized, 
multibeam, multiparameter s y ~ t e m ~ * ~ ~ .  They told us they 
didn’t think anybody would need all those beams and all 
those parameters. Things changed fast. 

In 1976, Bio/Physics Systems was bought by Ortho 
Diagnostics, a subsidiary of Johnson and Johnson. By late 
1977, Fred Elliott and others at Ortho were developing 
prototypes of the System 50 Cytofluorograf‘, a droplet 
sorter which incorporated a flat-sided flow chamber and 
high-efficiency collection optics, allowed measurements of 
forward and orthogonal scatter, extinction, and fluorescence 
at two or more wavelengths, and offered multiple laser 
excitation and a computer-based data analysis system as 
options. 

By 1979, immunologists at NIH, with B-D’s aid, had 
added a krypton laser emitting at 568 nm to the argon laser 
with which the FACS was normally equipped, and examined 
cells stained with antibodies labeled with FITC and with 
isothiocyanate (XRITC) and sulfonyl chloride (Texas red) 
derivatives of rhodamine 101 ’ I 6 ” l 7 .  FITC fluorescence was 
excited at 488 nm and measured at 510-550 nm; XRTTC or 
Texas red fluorescence was excited at 568 nm and measured 
at 590-630 nm. Since the two measurements were made at 
different positions and at different times, there was 
essentially no crosstalk between the signals, therefore, no 
fluorescence compensation was needed. Work with the dual 
laser FACS was described in October 1979 at  a meeting 
sponsored by B-D and NIH, at which B-D announced 
commercial availability of a dual-laser version of the FACS 
I V  the instrument also had Computerized data analysis and 
sort control. The meeting precipitated a stampede of users, 
all of whom wanted to be first in their states with a dual laser 
cell sorter. 

Coulter, under Bob Auer’s direction, had also improved 
its breed of flow cytometers, introducing the EPICS series, 
droplet sorters that used large laser sources and that 
incorporated microprocessors into their data analysis 
systems. Although the first EPICS was intended as a single- 
beam instrument, the feeding frenzy underway in the user 
community led to the rapid addition of multiple-beam 
excitation capability. 

The demand for dual-laser instruments was due 
primarily to the dissemination of monoclonal antibody 
methodology into the immunology community, which 
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made immunofluorescence experiments with two antibodies 
relatively easy to do. This, in turn, led to the development of 
the covalent labels XRITC and Texas derivatives of 
rhodamine 101, which were designed for use in flow 
cytometry, and provided the impetus for people to acquire 
the dual-laser systems, which then provided the only 
practical approach to two-color immunofluorescence 
measurements. An illustration of the rapidity with which the 
field of multistation flow cytometry developed from 1979 on 
is given by the fact that papers describing conjugation 
procedures for XRITC and Texas red did not appear in print 
before 1982; for over two years, word-of-mouth and 
manufacturers’ product information provided a large and 
growing community of users with the only data available. 

Dog Days: The Genesis of Cytomutts 

By 1976, I had talked to and visited a few people in the 
Boston area who were using flow cytometers, gone to a few 
meetings at which I met people who developed flow 
cytometers, and come to appreciate that the multistation 
multiparameter instruments built at Block had capabilities 
that didn’t exist in any other flow cytometers. It also seemed 
that the apparatus was largely wasted on differential blood 
cell counting, and could be put to more productive use by 
biomedical researchers once they became familiar with the 
technology. 

In 1977, with missionary zeal, I assumed part-time 
proprietorship of a flow cytometry service laboratory at the 
Sidney Farber (now Dana-Farber) Cancer Institute, hoping 
to spread the word around Harvard, which, where 
multiparameter flow cytometry was concerned, hardly 
deserved to be called “the Stanford of the East.” I soon 
discovered that grants policies, at least as they were then, 
provided no mechanism by which the apparatus already 
built and lying idle at Block could be moved across the 
Charles River and used. I also discovered that if I wanted to 
attempt to duplicate high-sensitivity, multiple illumination 
beam, multiparameter flow cytometers, I would have to do it 
without the services of a machine shop or an electronics 
shop. I couldn’t see that I had a choice. I had become a flow 
cytometry junkie; I didn’t know how to do much of 
anything with fewer than two beams and none of the 
manufacturers would sell me an instrument with more than 
one beam for fluorescence excitation. Mort Mendelsohn 
dropped in for a visit, and told me that I was crazy to try to 
build a flow cytometer by myself, and that I would never get 
funded. He was half right; I got funded. 

The lab I was in at the Farber contained an old-style 
Cytofluorograf. It was also the repository for the carcasses of 
a Feulgen microspectrophotometer and a scanning 
cytofluorometer built in Caspersson’s lab at the Karolinska 
Institute, which had been used in the development of 
chromosome banding techniques by Caspersson in 
collaboration with Sidney Farber, George Foley, and Ed 
Modest in The Zeiss microscope optics had long 
since disappeared from these instruments, but 

photomultipliers and housings, power supplies, and some 
other electronics remained. I was able to scrounge the 
fluidics system, flow chamber, illumination and collection 
optics, optical bench, and mounts from one of the Block 
prototypes. All I needed was a data analysis system and some 
lasers. 

I wanted to avoid writing software at all costs. The best 
way to do this seemed to be to use a Data General 
minicomputer for data analysis; I could then use the 
s o h a r e  developed by Brough Turner at Block and/or the 
s o h a r e  written by Tom Sharpless at Memorial Sloan- 
Kettering, both of which ran on Data General hardware. 
When an unused Data General Eclipse minicomputer 
turned up in the basement, I figured I was all set. 

When I started looking into lasers, I was given the 
impression I’d need hundreds of milliwatts of laser power to 
make decent measurements. This didn’t completely square 
with my experience at Block; the most powerhl laser on the 
multibeam systems there ran at about 10 mW, and even the 
laser on the instrument used for virus analysis was never 
operated above 100 mW. However, the people I knew who 
were running FACSes told me they used much higher 
powers, and I assumed that I’d be getting weaker signals 
from live cells stained with antibodies than I got from fixed 
cells stained with nucleic acid and protein stains. I ordered a 
6-watt water-cooled argon ion laser, good for about 2 watts 
at 488 or 515 nm and 100 mW W, and a 1-watt krypton 
ion laser, good for about 500 mW in the red (647 nm), 100 
mW green (520 or 530 nm) or yellow (568 nm), and 50 
mW W. The optical bench from Block wasn’t big enough 
to hold the lasers, so I got a 4 by 8 foot optical table. The 
big lasers necessitated the then customary ritual of bringing 
in 150 ampere, three-phase, 220 V electric current and 
plumbing and pumps to supply cooling water at a rate of 6 
gallons/minute. 

The first version of the instrument used beams from the 
argon and krypton lasers to illuminate a thin-walled capillary 
flow chamber from a Block Cytomat, which also provided 
the illumination and collection optics. The red/green 
fluorescence detector assembly from the Cytofluorograf, 
transplanted outside the chassis of that apparatus, provided 
two fluorescence detectors; pending completion of the 
computer system, the counters and pulse height analyzer 
from the Cytofluorograf were used for data analysis. The 
third fluorescence detector and the orthogonal scatter 
detector were photomultiplier assemblies removed with 
loving care from the remains of the Karolinska-built 
equipment. Good blood lines all, but a few too many for a 
pedigree. I accordingly acknowledged the new beast’s mixed 
ancestry and its descent from the Cytomat, and named it 
“Cytomutt.” 

I was not entirely surprised to find that Cytomutt, with 
its high-N.A. collection optics, didn’t seem to require a lot 
of laser power. I could get good DNA content measurements 
from unfuted cells stained with Hoechst 33342 using less 
than 10 mW of U V  from the argon or krypton lasers. This 



94 / Practical Flow Cytometry 

allowed an arc lamp to be substituted as a UV source; 
although it made the optics a little trickier to align, this 
eliminated the almost certain need to spend $lO,OOO a year 
replacing the laser plasma tubes, which wore out much faster 
when operated in the ultraviolet. 

When the 6-watt argon laser was cranked down to 
minimum power, it put out 200 mW at 488 nm, which was 
a lot more than was necessary to get strong immuno- 
fluorescence signals. It was therefore possible to insert a 
beamsplitter, taking off almost 100 m W  to illuminate a 
second flow chamber, which, with minimal added detectors 
and electronics, was used for simple tasks such as screening 
monoclond antibodies. The extra head on Cytomutt was 
dubbed “Cerberus.” The system as it looked around 1980 is 
shown in Figure 3-9. 

Figure 3-9. The author with Cytomutt and Cerberus. 

The late 1970’s and early 1980’s were still very much the 
heyday of big lasers in flow cytometry; for much of that 
time, more multiwatt ion lasers were sold for flow cytometry 
than for any other use. Providing power and cooling water 
for three cytometer manufacturers and a laser manufacturer 
or two became a major logistic problem at Society for 
Analytical Cytology meetings, and the use of big lasers added 
to the prices and installation costs of the hundreds of 
instruments which came into use during this time. “Laser 
machismo” eventually became enough of a marketing 
gimmick that it was difficult to convince people to buy 
better-performing instruments with smaller lasers. 

In 1978, Stuart Schlossman, at the Farber, began a 
collaboration with Ortho Diagnostics that led to the 
development of the first of many monoclonal antibodies 
reactive with cell surface antigens on human lymphoid 

He advised his then-colleagues at Ortho to purchase 
a B-D FACS, the same apparatus he used for 
immunofluorescence flow cytometry; this advice didn’t 
exactly thrill Lou Kamentsky and his group, then 
manufacturing Ortho’s own flow cytometers in the Boston 
area. A “gunfight at the OKT corral” was arranged, with the 
same samples being run on the FACS, which used a water- 

cooled argon laser emitting 200 m W  at 488 nm, and on an 
Ortho FC-200, which used an air-cooled laser emitting 20 
m W  at 488 nm. The sensitivities of the two instruments, 
defined by the distance between peaks of histograms 
representing stained and unstained cells, were comparable, 
but the results of the test never found their way into either 
the scientific literature or Ortho’s advertising. 

Witnessing the shootour removed any doubts I had left 
that efficient optical design would make it possible to replace 
big, water-cooled, lasers with smaller, cheaper, air-cooled 
lasers and/or arc lamps as light sources for flow cytometry. 
Shortly thereafter, my colleagues and I built a dual-beam 
instrument with W illumination from an arc lamp and laser 
illumination at 633 nm from a 7 m W  He-Ne laser, allowing 
Hoechst dyes for DNA to be used in combination with 
oxazine 1 for RNA content measurement or with 
dicarbocyanine dyes for membrane potential estimation. The 
instrument also featured a hardwired data analyzer allowing 
the use of four parameters to define as many as eight gating 
regions. We brought this “Son of Cytomutt” to the 1981 
Analytical Cytology meeting in nearby New Hampshire, and 
ran it, while the manufacturers’ large systems sat idle due to 
the lack of electrical power and cooling water for the lasers. 

The 1980’s: Little Things Mean a Lot 

Our demonstration at the New Hampshire meeting was 
not the only indication that small might be beautiful. At 
around the same time, B-D announced its FACS Analyzer, 
a benchtop system using an arc lamp source. It could 
measure fluorescence in two wavelength regions, light 
scattering at large angles, and (electronically) cell 
and was offered with a microcomputer-based companion 
data analysis system. During the 1980’s, other 
manufacturers also moved in the direction of somewhat 
smaller, more user-friendly instruments. Ortho, which had 
acquired rights to manufacture and distribute the 
Impulscytophotometer, also produced the Spectrum 111”’4, 
an instrument designed for the clinical market, using an air- 
cooled argon laser source and measuring forward and 
orthogonal light scattering and two-color fluorescence. Both 
the B-D FACS analyzer and the Ortho Spectrum I11 
employed closed fluidic systems, and did not offer sorting as 
an option; Coulter, in contrast to its competitors, chose to 
make its initial approach to the clinical market with a sorter, 
the EPICS C, which incorporated the optical bench and 
droplet sorter used in the research instruments of the EPICS 
series and placed virtually every hnction of the apparatus 
under computer 

The FACS Analyzer and the EPICS C preserved some of 
the flexibility of research flow cytometers, at a price. The 
Analyzer’s optics were, and had to be, very efficient, in order 
to permit immunofluorescence measurements to be done 
using the relatively weak blue-green excitation available from 
the arc lamp source. By changing excitation filters, however, 
one could use the arc lamp’s strong UV, blue-violet, and 
green lines to excite dyes that could not be used with 488 
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nm argon lasers. Maintaining performance required 
maintaining optical alignment; this was clearly harder to do 
for some people than for others. The EPICS C achieved the 
capability for operation at one of several wavelengths by the 
simpler expedient of using a water-cooled argon ion laser 
source, which affected its size, price, and the logistics related 
to installation. By the time the second generation of clinical 
fluorescence flow cytometers were introduced in the late 
1980’s, the manufacturers had adopted Henry Ford’s 
philosophy about color choices on the Model T; you could 
have any excitation wavelength you wanted, as long as it was 
488 nm. 

B-D’s FACScan, the first of these benchtop 
instruments, used highly efficient optics, as had the FACS 
Analyzer, but substituted an air-cooled, 15 m W  argon laser 
source for the arc lamp in the Analyzer. The FACScan flow 
chamber, very similar if not identical to what B-D has 
subsequently used in the FACSort, FACSCount, and 
FACSCAlibur, incorporates a high- N.A. “immersion” lens, 
with an optical coupling gel rather than immersion oil, to 
maximize light collection. The FACScan was also 
noteworthy for its introduction of a third fluorescence 
measurement channel; in addition to forward and 
orthogonal scatter at 488 nm, fluorescence could be 
measured in fixed emission ranges in the green, yellow- 
orange, and red. Data acquisition and analysis and much of 
the rest of the operation of the FACScan were originally 
controlled by a Hewlett-Packard microcomputer with a 
68000-series processor. Coulter’s EPICS Profile, originally 
introduced with capabilities for forward and orthogonal 
scatter and two fluorescence measurements, soon added a 
third fluorescence channel. This instrument incorporated a 
microprocessor-based controller, and could be interfaced to 
more elaborate data analysis systems built around IBM- 
compatible personal computers. The Profile achieved high 
light collection efficiency with a flow chamber design 
incorporating integral lenses and mirrors. 

The 1980’s also brought changes in the design of flow 
cytometers and sorters used for research, predominantly in 
the directions of using smaller lasers and more efficient light 
collection optics and the incorporation of microcomputer 
systems for instrument control as well as for data acquisition 
and analysis. The direction of the evolution of the apparatus 
was largely determined by the development of new 
parameters, reagents, and analytical methods, and the 
emergence of clinical applications of flow cytometry. 

Measurements in the Main Stream 
Fluorescence flow cytometry, since its inception, has 

been employed predominantly for measurements of cell 
surface and intracellular antigens, on the one hand, and of 
cellular nucleic acid (DNA and sometimes RNA) 
content, on the other. Qualitative and quantitative changes 
in these cellular parameters have been, and still are, used to 
define and characterize normal and abnormal cellular 
differentiation and function. 

lmmunofluorescence Comes of Age: Monoclonal 
Antibodies and Multiple Labels 

The 488 nm argon ion lasers employed as light sources 
in most commercial flow cytometers are well suited for 
excitation of fluorescein, the popularity of which as a 
fluorescent label for antibodies antedated the introduction of 
both the laser and the cytometers. The subsequent 
development of labels such as phycoerythrin and its 
tandem conjugates was driven by the emergence of 
monoclonal antibody reagents, on the one hand (the 
subject of several articles and an entire book by Cambrosio 

), and the desirability of holding the 
cost and complexity of instruments down (at least in relative 
terms) by using only a single laser light source. 

The major obstacle to progress in multicolor immu- 
nofluorescence between 1940 and the late 1970’s was the 
difficulty of achieving specific staining with polyclonal 
antisera; as a result, little effort was expended during rhis 
time on discovery or development of fluorescent labels with 
emission spectra suitable for use in multicolor immuno- 
fluorescence measurements. Once monoclonal antibodies 
were developed as reagents, it became logical to look for new 
labels. Dual-laser flow cytometry using antibodies labeled 
with fluorescein and Texas red or XRITC gave better results 
than could be achieved with a single-laser instrument and 
fluorescein- and rhodamine-labeled antibodies, but greatly 
increased the cost and complexity of the apparatus required 
by adding a second water-cooled laser or a dye laser. 

It was obviously desirable to have several labels that 
could be excited at a single wavelength, ideally by the 488 
nm argon ion laser line prevalent in flow cytometers, and 
which emitted in different, reasonably well separated spectral 
regions; however, for a variety of reasons, it was, and is, not 
possible to simply design and synthesize molecules with the 
required characteristics. Nature, however, had provided a 
solution in the form of the phycobiliproteins, which are 
components of the photosynthetic apparatus of algae, and 
which, in their native configuration, nonradiatively transfer 
energy from blue-green and green light to chlorophyll, 
which could otherwise not utilize light from these spectral 
regions in photosynthesis. In the early 1980’s, while Alex 
Glazer of Berkeley and Lubert Stryer of Stanford were 
collaborating on studies of the biochemistry of 
phycobiliproteins, Vernon Oi, an alumnus of the 
Herzenberg lab, moved to Stryer’s department; it became 
apparent soon thereafier that these materials could be useful 
as fluorescent labels for antibodies, and in other 
circumstances as well”4. Glazer and Stryer described the first 
tandem conjugate, in this case made from the 
phycobiliproteins phycoerythrin and allophycocyanin, in 
1983306. A patent was secured by Stanford, which gave B-D 
several years’ worth of exclusive rights to phycobiliproteins 
as labels for flow cytometry; by the late 1980’s, numerous 
manufacturers were producing phycobiliprotein-labeled 
monoclonal antibodies. 

and ~~~~i~~ 1099-1101,2428-9 
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Monoclonal antibodies to human lymphocyte surface 
antigens were among the first to come into widespread use, 
and were investigated as both diagnostic and therapeutic 
agents for conditions such as rejection of transplanted 
organs . The analysis of lymphocyte subpopulations 
originally required an initial separation of the lymphocytes 
from granulocytes and other cells by density gradient 
centrifugation. It had been known for some time that a 
combination of forward and orthogonal scatter 
measurements could discriminate among lymphocytes, 
monocytes, and granulocytes157; it remained for Hoffman et 
a1175-6 to demonstrate the practicality of combining the scatter 
and immunofluorescence measurements for rapid analysis of 
immunologically defined lymphocyte subpopulations in 
whole blood. This, incidentally, introduced the concept of 
multiparameter gating to a substantial segment of the 
immunology community (recall the anecdote of p. 41). 

1003,2430 

Developments in DNA Content Analysis 

The initial description of fluorescence flow cytometry by 
Van Dilla et al” in 1969 included a histogram of cellular 
DNA content, determined using a fluorescent Feulgen stain. 
The paper by Dittrich and Gohde describing the 
Impul~cytophotometer8~, published the same year, described 
staining with ethidium bromide, which, although initially 
not offering the precision achieved with the Feulgen stain, 
greatly simplified sample preparation. In 1973, Crissman 
and Steinkamp2I7 described the use of propidium iodide, a 
homolog of ethidium with a slightly longer emission 
wavelength, malung it more suitable for use in combination 
with fluorescein in instruments with argon ion laser sources. 

Early work with ethidium and propidium was done with 
fixed cells; treatment of samples with RNAse was required to 
eliminate fluorescence due to binding of the dyes to double- 
stranded RNA. In 1974, Crissman and TobeJZ8 described a 
rapid staining procedure using mithramycin; although the 
DNA-specific fluorescence of this dye eliminated the need 
for RNAse treatment, the requirement for excitation at 457 
nrn or shorter wavelengths made the procedure usable only 
in systems using either large ion lasers or arc lamps for 
excitation. The first widely used rapid procedure for DNA 
staining was that reported by Krishan*’* in 1975, employing 
propidium iodide in a hypotonic sodium citrate solution, 
which rendered many cell types permeable to the dye. 
Subsequent modifications to this procedure by others2204 
added low concentrations of nonionic detergent, which 
improved cell permeabilization and facilitated storage, and 
RNAse treatment. 

The UV-excited, blue fluorescent Hoechst dyes, 
including compounds 33258 and 33342, were introduced 
by Latt2’*; in addition to offering the advantage of DNA 
specificity, these dyes provided the only reliable means of 
sroichiometrically staining DNA in living cells239. Another 
UV-excited, blue fluorescent, DNA-specific stain, 4’4-  
diamidino-2-phenylindole (DAPI), was introduced by 
Stohr et alz5*, while Barlogie et a1233 described DNA-specific 

staining using a combination of ethidium bromide and 
mithramycin. 

Flow Cytometry of RNA Content 

In the late 1970’s, Darzynkiewicz et a1262-3 developed flow 
cytometric methods for simultaneous measurement of RNA 
and DNA content using acridine orange as a 
metachromatic stain. This dye, applied to permeabilized cells 
under carefully controlled conditions, forms a green 
fluorescent complex with DNA and a red fluorescent 
complex with RNA. O n  the basis of analysis of such systems 
as mitogen-stimulated lymphocytes and leukemic cells 
undergoing chemical-induced partial differentiation in uitro, 
it was shown that patterns of DNA and RNA staining 
defined subcompartments of the cell cycle, distinguishing 
proliferating and quiescent cells. This is illustrated 
schematically in Figure 3-10. 

The histogram shown at the top of the figure illustrates 
the distribution of DNA content in a population containing 
growing cells. Cells in the “first gap,” or G,, phase of the cell 
cycle (see p. 86) have a DNA content described as “diploid,” 
or “2C,” i.e., the amount of DNA contained in the 2 sets of 
chromosomes present before DNA replication begins. 
During the DNA synthetic, or S, phase, DNA content 
increases to twice this amount, the “tetraploid,” or “ 4 C  
value. It remains at 4C through the “second gap,” or G ,  
phase, and during mitosis, the M phase. After mitosis, there 
are two daughter cells, each with a 2 C  DNA content. 

It was recognized that many differentiated cells, such as 
resting peripheral blood lymphocytes, normally remained in 
a quiescent state, described as Go or GIQ, characterized by a 
“diploid (2C) DNA content; Darzynkiewicz and his co- 
workers showed that such cells had a low RNA content. 
Within 12 hours or so following exposure to mitogens, 
lymphocytes enter the GI phase and begin to synthesize 
RNA. RNA content continues to increase during the S 
phase, beginning about 30 hours after stimulation, in which 
DNA synthesis occurs. 

Analysis of DNA content alone cannot discriminate cells 
in Go (G,,) from cells in the proliferative G I  state, because 
the DNA content remains at 2C until the S phase begins. 
Measurements of RNA content can be used to make this 
distinction and, in addition, to define different stages within 
GI .  Cells pass from GI, through a brief transitional phase 
called GI, (in which no cells are shown in the figure), in 
which RNA content is slightly increased, and then into GI,, 
during which RNA content increases further, but remains 
lower than the RNA content of any S phase cell. They then 
enter GI,, in which RNA content is at or above the lowest 
value seen in S phase cells. RNA content increases 
approximately linearly during S and G,. 

In exponentially growing cultures, which lack cells in 
GI,, cells appear to pass from S through G, and M back into 
GI*. Normal cells, such as stimulated lymphocytes, when 
maintained in long-term culture, tend to revert back to a 
GI ,  state, although quiescent, low-RNA “S,” and “G2(2,, 
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Figure 3-10 Cell cycle phases defined by DNA content 
(schematic histogram at top) and DNA/ RNA content 
(schematic cytogram at bottom). 

populations can appear transiently in cells deprived of 
nutrients or exposed to cold or to inhibitors of protein 
synthesis. Transition to quiescent (Q states during S and G, 
appears to be somewhat more common in transformed and 
malignant cells than in normal cells. 

Acridine orange staining for DNA and RNA content 
determination has been widely used in flow cytometry; 
excitation is feasible in both laser and arc source 
instruments. Using different preparative procedures, acridine 
orange can also be used to demonstrate differences in nuclear 
chromatin structure, evidenced by different sensitivities of 
DNA to heat or acid denaturation; this allows mitotic cells 
to be distinguished from G, cells, which cannot be done by 
DNA or DNNRNA staining. 

It is not feasible to do immunofluorescence measure- 
ments on cells stained for DNA and RNA with acridine 
orange, for two reasons. Many antigens are unlikely to 
emerge unchanged from the detergent permeabilization and 
acid treatment required to achieve specific staining of DNA 
and RNA. Also, the fluorescence of acridine orange 
interferes with the fluorescence of virtually all 
immunofluorescent labels that can be excited by blue or 
blue-green light. In 1981, I described a DNNRNA staining 
procedure, using Hoechst 33342 and pyronin Y ,  that could 
be used on intact or fixed cells also stained with fluorescein- 
labeled antibodies”’, employing a 488 nm beam to excite 

fluorescein (green fluorescence) and pyronin (orange 
fluorescence) and adding a second illuminating beam in the 
near UV (325 to 375 nm) to excite the Hoechst dye. The 
Hoechst/pyronin stain can be thought of as a modern 
fluorescent equivalent to the classical methyl greedpyronin 
stain discussed on p. 75. 

Measurements of Functional Parameters 
Intracellular enzyme activity, detected and quantified 

using chromogenic or fluorogenic substrates, was among 
the earliest parameters measured by flow cytornetry. The 
original Stanford sorter82 detected intracellular fluorescein 
fluorescence resulting from hydrolysis of fluorescein 
diacetate (FDA) (pp. 24-7); such staining was employed by 
numerous workers as a basis for tests of cell “viability,” as 
defined by structural integrity of the plasma membrane. The 
Technicon Hemalog D differential c o ~ n t e r ’ ~ - ~  (p. 88) used 
absorption measurements and chromogenic substrates to 
identify neutrophils, eosinophils, and monocytes. 

In 1983, Bass et al’” described the use of another 
fluorogenic substrate, 2’,i”-dichlorodihydrofluorescein 
diacetate (H,DCF-DA), for the detection of oxidative 
enzyme activity, in particular, the respiratory burst in 
activated neutrophils. H,DCF-DA, like FDA, enters intact 
cells; once inside, it hydrolyzes to the colorless dihydro 
compound, which is oxidized to the fluorescent 
dichlorofluorescein in the presence of hydroperoxides. 
Assessment of cells’ oxidative metabolism had previously 
been described by Thorell and others using an intrinsic 
parameter, i.e., the autofluorescence of the reduced forms of 
pyridine n u c l e o t i d e ~ ’ ~ ~ ~ ’ ~ ~ ~ ~ ,  but this required UV excitation. 
The H,DCF-DA technique has found much wider use. 

Flow cytometric analyses of other functional parameters, 
such as intracellular calcium ion concentration, 
intracellular pH, and cytoplasmic and rnitochondrial 
membrane potential, were developed for the analysis of a 
wide range of cell activation processes involving 
transmembrane signaling. These parameters, like oxidative 
metabolism, are only relevant when measured in live cells. 

(p. 
9 I) ,  used fluorescein fluorescence polarization rneasure- 
ment<I4 for flow cytometric detection of cell activation by 
mitogens and growth factors. Intracellular pH 
measurements, based on changes in the spectrum of 
fluorescein, were reported by Visser, Jongeling, and Tanke 
in 1979”’; later that year, in collaboration with Lou 
Kamentsky and Peter Natale, I described flow cytometric 
methods for cell membrane potential estimation using 
cyanine dyes. Darzynkiewicz, Staiano-Coico, and Melamed 
observed increased mitochondrial uptake of rhodamine 123 
in activated lymphocytes in 19814”, although they were not 
aware at the time that the dye uptake was driven by 
mitochondrial membrane potential. 

In 1981, I used chlortetracycline for flow cytometric 
detection of changes in membrane-bound calciuml12. 
Measurements with this probe shared a disadvantage with 

In 1977, Price et al, at the Ontario Cancer 
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membrane potential measurements; they yielded broad 
fluorescence distributions reflecting differences in cell 
volume and other factors not related to the functional 
parameter under study. Q ~ i n - 2 ~ ’ ~ ,  the first fluorescent probe 
described for flow cytometry of intracellular Ca” 
concentration, had the same problem. The newer i n d 0 - 1 ~ ~ ~ ,  
a UV-excited probe that changed its emission spectrum on 
chelating a calcium ion, allowed intracellular [Ca”] to be 
estimated by a ratiometric measurement (p. 47). The ratio 
of violet and blue-green emission intensities yielded a 
quantity proportional to the intracellular calcium 
concentration; distributions were sufficiently narrow to 
allow detection of relatively small responsive subpopulations 
among larger populations of cells unaffected by a given 
stimulus. Flow cytometric measurements using indo- 1 were 
reported by Valet, Raffael, and Russmann in 1985862. 

Valet and his coworkers had previously (1981) reported 
ratiometric pH measurement by flow cytometry; they 
originally used a UV-excited dye””, which was inaccessible to 
users of most cytometers. In 1986, Musgrove, Rugg, and 
Hedley showed that 2’,7’-6is-(2-carboxyethyl)-5-(and-6)- 
carboxyfluorescein (BCECF) could be used for ratiometric 
pH measurement with 488 nm excitation. Calcium, pH, 
and membrane potential probes have since been used in 
combination with one another872, and in combination with 
other labels, e.g., fluorescent antibodie:“. 

Functional assays of enzyme activity, membrane 
potential, calcium ion, and pH usually involve 
measurements of the variation of these parameters over time 
following manipulation of cells; the concept of doing such 
kinetic assays by flow cytometry was articulated by Martin 
and Swartzendruber in 1980436. Kinetic, as well as static 
assays, are also used for determination of drug uptake and 
efflux by cells. Krishan and Gana~a th i”~  used the intrinsic 
fluorescence of anthracyclines as a flow cytometric parameter 
in 1980, while Kaufman and S ~ h i m k e ~ ~ ~ ,  in 1981, described 
the use of a fluorescent analog of methotrexate to study 
amplification and loss of the dihydrofolate reductase gene. 

Flow cytometric procedures for determination of levels 
of glutathione and sulfhydryl or thiol groups in cells were 
first discussed in 1983 by Durand and O l i ~ e ~ ” . ~ ;  much 
initial motivation for this work derived from the known role 
of thiols in the radiation resistance of tumor cells. Flow 
cytometry of intracellular glutathione has, more recently, 
become important in studies of tumor cells’ drug 
resistance and of HIV infection and AIDS1’17”. Rice et 
al*” (1986) described the use of monochlorobimane, a W- 
excited, blue-fluorescent material now thought to be the 
most specific probe for glutathione measurement; a staining 
protocol is also given by Roederer et alllls. 

Clinical Uses of Fluorescence Flow Cytometry 
As I mentioned previously, much of the motivation and 

support for the initial development of flow cytometry came 
from the shared beliefs of investigators and government and 
industrial funding organizations that the technology would 

801.11 16 

lead to successful automation of cancer cytodiagnosis, on the 
one hand, and differential leukocyte counting and related 
tasks in hematology, on the other. 

Although we still don’t have the flow cytometric 
equivalent of a Pap smear, fluorescence flow cytometry, from 
its very beginnings, began to find applications in oncology. 
DNA content measurements were used clinically for 
diagnosis and for determination of the effects of drugs on 
tumor cell proliferation kinetics from the early 1970’s on, 
with European workers taking the By 1980, i t  had 
been made clear to the general medical community that 
DNA content abnormalities were common in cancer and 
leukemiabas. Issues of sample preparation and storage and the 
use of chicken and rainbow trout erythrocytes as standards 
for DNA content measurements were addressed in a series of 
papers by Vindelsv et a1222-5 in 1982. 

Interest in the clinical use of DNA content 
measurements increased markedly after 1983, when Hedley 
et a l 6 I a  described a method for measuring DNA in nuclei 
extracted from paraffin-embedded material. This allowed the 
prognostic significance of DNA content abnormalities in 
various tumor types to be determined in retrospective as well 
as prospective studies, and made flow cytometry vastly more 
attractive as a field of interest to young pathologists in a 
hurry, who would no longer have to wait five or more years 
to publish their data. Nomenclature for DNA content 
measurements was standardized in 1984 by a committee 
established by the Society for Analytical Cytology741. 

Although many more elaborate flow cytometric methods 
have been and are being used for analyses of cancer and 
leukemias, including DNNRNA content analysis, studies of 
DNA synthetic patterns using BrUdR and anti-BrUdR 
antibodies, immunofluorescence and immunofluorescence- 
gated DNA content measurements, measurements of 
functional parameters related to drug resistance, and 
detection of oncogenes and their nucleic acid and protein 
products, DNA content analysis remains the clinical flow 
cytometric procedure most widely used in oncology. 

When it came to automating the differential leukocyte 
count, flow cytometry was successful beyond our wildest 
dreams. Although there are still some slide-scanning, image- 
analyzing automated differential counters in service, three- 
and five-part differentials are now done predominantly by 
flow cytometers which don’t even use fluorescence, but 
measure Coulter volume, AC impedance, light scattering, 
and/or absorption. Where the original goal in design of 
differential counters was simply to “flag” abnormal or 
immature cells in peripheral blood, fluorescence flow 
cytometry has instead redefined our concepts of normal and 
pathologic blood cell development, and can even be applied 
to marrow, once seemingly sacrosanct. 

Clinical application of flow cytometric immuno- 
fluorescence measurements began almost immediately after 
the B-D FACS, the first instrument with the necessary 
measurement sensitivity, became commercially available. 
One of the first uses was in immunophenotyping human 
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leukemias. By the late 1970’s, groups led by Melvyn 
Greaves”” 2o and Stuart Schlossman1121, using polyclonal 
antisera, had shown that T cell acute lymphoblastic leukemia 
in children was unlikely to respond to chemotherapy. AI: this 
time, however, the lack of availability of standardized 
antibody reagents prevented widespread clinical use of 
immunofluorescence flow cytometry. 

In the days of polyclonal antibodies, standardization for 
applications such as immunoassay depended primarily on 
reliable quantification of binding characteristics; this was 
emphasized in much of the early work from the Herzen berg 
lab at Stanf~rd”~. By the early 1980’s, there were numerous 
commercial monoclonal reagents, making Standardization 
imperative as much for researchers as for potential clinical 
users. However, the homogeneity of individual antibodies 
and the reproducibility with which new batches of reagent 
could be produced made it less important to delelop 
quantitative standards than to achieve some consensus about 
which antibodies reacted with which antigens””. 

This led to the first of a series of International 
Workshops on Human Leukocyte Differentiation 
Ancigens1Iz2’, which have defined CD or “Cluster of 
Differentiation” Antigens on leukocytes and other cell 
types based on experiments by hundreds of laboratories with 
hundreds of antibodies and hundreds of cell types. The 5th 
Workshop, held in Boston in November 1993”’”’, was the 
first to provide data on quantitative expression of each of the 
tested antibodies. The printed volume from the 7th 
Workshop (Harrogate, UK, 2000) came out in 20023091; 
information on the antigens (now up to CD247) is also 
available in “Protein Reviews on the Web (PROW),” an on- 
line journal from NIH’~~’. 

As was mentioned previously (p. 96), monoclonal 
antibodies to lymphocyte surface antigens were among the 
first to become available, and were used for quantitxive 
analyses of T cell subsets in patients with such conditions as 
autoimmune diseases and graft rejection. In late 1981, it was 
reported that the T cell subset ratio was abnormal in an 
immunodeficiency state then newly described in inale 
homosexuals’”’. Within a short time, AIDS consciousness 
and fears of a heterosexual epidemic had become prevalent 
in the general public. In the few months that elapsed 
between the emergence of AIDS phobia and the discoveiy of 
the Human Immunodeficiency Virus, a lot of flow 
cytometers were peddled to a lot of clinical institutions on 
the basis that significant numbers of worried well people 
would be parting with several hundred dollars for T cell 
subset analyses once or twice a year. This was at best a 
questionable sales practice; subset analysis would never have 
been an appropriate screening test for AIDS. However, the 
buying frenzy left numerous consenting adults with flow 
cytometers in their labs and good economic reasons to find 
clinical applications, and determinations of the proportion 
and absolute count of CD4-positive T cells in peripheral 
blood have remained among the most useful predictors of 
the course of HIV infection, and among the most widely 

used immunofluorescence measurements in clinical flow 
cytometry. Cambrosio and Keating have recently focused 
their historical sights on phenoryping in 

Fluorescence flow cytometry has also provided the first 
practical method of automating the blood reticulocyte 
count, which (see p. 78) had previously been a tedious and 
imprecise procedure. The parameter of interest is the RNA 
content of immature red cells; Tanke et al, in 1981’“, 
showed that pyronin Y fluorescence could be used to 
identify reticulocytes; others developed procedures using 
acridine  range'^.^ and cyanine dyes76R. Better 
discrimination of reticulocytes was achieved by Sage, 
O’Connell, and Mercolino, in 198328R, using thioflavin T, 
but this dye was not usable with 488 nm excitation. A dye 
that was, thiazole orange, emerged from a study of 
structures related to thioflavin T carried out by Lee, Chen, 
and Chiu at B-D’” and published in 1986. 

An early conference on clinical cytometry was held in 
1982 under the joint auspices of the Engineering 
Foundation and the Society for Analytical Cytology5”; 
existing and projected applications of flow and image 
cytology in hematology, oncology, immunology, genetics 
and bacteriology were discussed. It was clear even then that 
fluorescence flow cytometry was being brought into the 
clinic via the back door by researchers who found their 
results clinically useful, and that, as a consequence, the 
calibrators and standards without which the instruments 
could never have been produced for the clinical market were 
largely unavailable. Although this deficiency has not been 
completely rectified, problems of standardization and quality 
control of instruments and procedures, and training and 
performance assessment of laboratory personnel, have been 
and are being addressed by numerous organizations involved 
in both cytometry and laboratory medicine. 

The End of History? 

I have to stop this discussion somewhere and get back to 
the technical details; 1’11 close by pointing you to the 
summary Table 3-1 on the next page and mentioning a few 
more significant firsts. The use of flow cytometry for 
detection of specific nucleic acid sequences was reported in 
1985’02. The ultimate in flow cytometric sensitivity, i.e., 
single molecule detection, was achieved in 1987660. In 
1988, Nolan et alla2 described a fluorescence flow 
cytometric procedure for detecting expression of a p- 
galactosidase reporter gene in transfected cells; since then, 
detection of gene expression has become much easier due to 
the introduction of GFP and its  relative^^^^''^^^^^'. 

Jumping back to “ancient history,” Watson’s recent 
“cytometry-oriented historical surveys of the origins of the 
physics of fluidics and and of numbers and 

are entertaining and informative. And, jumping 
forward again, a look at this week‘s journals should make it 
obvious that the range of applications of flow and static 
cytometry and cell sorting is still being extended. That 
should hold off the end of history for us, at least for a while. 
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A BRIEF OUTLINE OF FLOW CYTOMETRIC HISTORY 

YEAR 

PHYSICAL 
PARAMETER 

CELLULAR 
PARAMETER 

REAGENTS 
DNA Stains 

RNA Stains 

Antibodies1 
Labels 

Functional 
Probes 

SPECIMENS 

YEAR 

1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 

Scatter Absorption Extinction Polarized fluorescence 
Coulter volume Fluorescence Phase 

Opacity Multiangle scatter Polarized scatter 

Presence /Size Nucleic acid content Antigen content Nucleic acid sequence 
Protein content 

DNA content RNA content 
DNA base ratio 

Chromatin structure 
Membrane integrity pH Calcium 
Enzyme activity Membrane potential 

Endocytosis Apoptosis 
Membrane and cytoplasmic viscosity 

Drug uptake and efflux 

Redox state 
Lectin binding sites SulfhydrylsIGlutathione 

Gene expression 

Feulgen stains Ethidium Hoechst dyes 
Propidium DAPI TOTO- and related dyes 

Mithramycin 

Fluorescein Rhodamine 
Phycobiliproteins 

Bacteria Eukaryotic cells 

Acridine orange 
Pyronin Y 

Thioflavin T 
Thiazole orange 

Texas red1XRlTC 

Monoclonals 
Tandem conjugates 

Enzyme substrates Potential probes 

Indo-l 
pH probes 

Viruses Molecules 
Chromosomes Organelles 

1945 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000 

Table 3-1. A brief outline of flow cytornetric history. 



4. HOW FLOW CYTOMETERS WORK 

4.1 LIGHT A N D  MATTER 

Introduction 
In contemporary flow cytometry, measurements of light 

scattered, emitted, or absorbed by cells provide the values of 
almost all measurable parameters. Other techniques of ana- 
lytical cytology, such as confocal microscopy and scanning 
cytometry, are just as dependent on optical principles and 
measurements as is flow cytometry. To understand cytame- 
try, flow or otherwise, you need to know some basic facts 
about light and its interactions with matter. 

Photometry versus Radiometry: What’s in a Name? 
When I just said that most of the information we get 

about cells from flow cytometry is derived from measure- 
ments of light, you probably knew what I meant. From a 
physicist’s point of view, however, I was obviously in error. 
According to the precise definitions of physics, light, which 
is measured by photometry, is electromagnetic radiation 
perceptible to the human eye. The eye is most sensitive to 
wavelengths around 550 nm, and, in most of us, incapable 
of seeing much below 400 or above about 750 nm. Since, in 
our cytometric peregrinations, we may delve into the ultra- 
violet and/or the infrared, we are really measuring radiant 
energy or radiation, i.e., doing radiometry. 

Lucky us. The International System of Units (SI 
‘lJnit~)*~~’ deals with radiant energy in joules and with radi- 
ant flux (energy per unit time) in watts (1 watt equals 1 
joule/second), units with which we are apt to have at least 
some familiarity. If we were, instead, forced into using the 
physical units related to light, we‘d be up to our eyeballs in 
candelas, lumens, lamberts, nits, and apostilbs. Under tlhese 
circumstances, we had best not make light of radiation. We 
should, however, get the quantities and units we will be 

using on the table. The table, in this case, is Table 4-1, on 

the next page. 

Physical Measurement Units 
Of the quantities in this table, the one that is probably 

least familiar ro you is the solid angle, measured in steradi- 
ans. You may recall from high school geometry that the cir- 
cumference of a circle of radius 7 is 2x7, and that that angle 
which intercepts an arc of length 7 along the circumference is 
defined as one radian, which is approximately 57.3 degrees. 
A sphere of radius r has a surface area of 4x;; one steradian 
is defined as that solid angle which intercepts an area equal 
to on the surface of the sphere. Figure 4-1 illustrates these 
concepts. 

\ -‘-Y 

Figure 4-1. Radian and steradian. 

The “pie wedge” (or is it a pi wedge?) with its apex at the 
center of the circle on the left side of the figure subtends a 
plane angle of 1 radian. The cone with its apex at the center 
of the sphere on the right side of the figure subtends a solid 
angle of 1 steradian. A “fisheye” lens of the type customarily 
described as having a 180-degree field of view collects light 
over a solid angle of 2n steradians, i.e., a hemisphere. The 
rest of the tabulated units are likely to be old acquaintances. 

101 
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Then, there are a few other primary and derived quantities 
we will need. 

Next stop is high school chemistry, where we first en- 
counter the mole. One mole of an element or compound 
contains Avogadro’s number, or 6.02 x molecules, of 
the substance, and has a mass in grams equal to the 

molecular weight of the material. You may notice from the 
table of prefixes that I yoctomole, or lo-** mol, comes out to 
less than one molecule (it would be about 0.602 molecule); 
as far as I know, there is not yet an international convention 
for which corner to start from when slicing off a yoctomole. 
And, while we’re down at the atomic level, we should men- 
tion that the charge of a single electron is about 1.6 x 
coulombs. This means that an electric current of 1 ampere 
(A), which is 1 coulomb/second, represents a “flow” of 6.25 
x 10” electrons/second in the direction opposite to the di- 
rection in which the current is said to “flow.” The electrons 
don’t really travel very much, but I won’t get into that now. 

If you want definitive information on SI Units, you can 
get all you’ll ever need from the National Institute of Science 
and Technology (N1ST)’s Web site: 

http://physics.nist.gov/cuu/Units/index. html 

Table 4-1. SI units and prefixes. 

Light in Different Lights 
Since physicists from Newton’s time to the middle of 

this century noted that light resembles waves in some aspects 
of its behavior and particles in others, both practitioners and 
teachers of physics have found it convenient to deal with 
light in whichever guise was more suitable to the context at 
hand. When I took high school physics, both the wave and 
the particle aspects of light were avoided in favor of an in- 
troduction to geometrical optics, which deals with the laws 
of reflection and refraction and with image formation by 
lenses and mirrors. In college physics, which had as a pre- 
requisite the mathematics required to appreciate the proper- 
ties of waves, the weightier topics of physical optics crept 
in, and interference, diffraction, and polarization were ap- 
proached in terms of electromagnetic fields and waves, after 
which lip service was paid to such things as the photoelectric 
effect and the particle aspects of light. Further discussion of 
the concepts of quantum mechanics, and the interactions 
of light particles or photons with matter, was left for ad- 
vanced courses in physics and/or chemistry. 

It’s All Done With Photons 
In some respects, it made sense to deal with light in this 

schizophrenic fashion, provided you knew when to shift 
gears. In relation to flow cytometry, we can treat the light 
coming out of a laser as a “beam,” and confidently predict 
what will happen when we bounce it off a plane mirror or 
two. When we want to focus that “beam” to a small spot to 
illuminate the cell stream, however, we have to go beyond 
geometrical optics to diffraction theory to calculate the focal 
length(s) of the lens(es) needed to achieve the desired spot 
size and geometry. Even after the light and the cells interact, 
we can cover most aspects of light scattering using a wave 
model of light. Once we get to fluorescence, however, we’re 
forced to confront photons, whether we like it or not, and 
we find that photons behave in ways which seem strange to 
people who have learned “classical” physics. We also quickly 
discover that problems associated with the detection and 
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measurement of light are often best treated in terms of pho- 
tons. 

The truth is that light isn’t sometimes waves and some- 
times photons, it’s sometimes waves and always photons. 
Geometrical optics and wave formulas work because pho- 
tons, in large numbers, and over large (compared to atomic 
dimensions) distances, behave in ways that are, on the aver- 
age, predictable and well modeled by equations describing 
waves. However, when you take “wave” phenomena such as 
interference to their limits, and set up an experiment in 
which half of your light should go one way and half the 
other, once you get down to detecting very small amounts of 
light, one photon at a time, you find that photons don’t split 
in half; they either go one way or the other. So, you might 
ask, why don’t we forget about all this wave stuff? 

If you’d really like an answer to that question, you 
should, as the English Lit instructors say, compare and con- 
trast two books by Richard Feynman. In Volume I of The 
Feynman Lectures on PbysicS640, written for undergraduates at 
CalTech, he gives elegant descriptions of the behavior of 
light as a wave in a language that might best be described as 
mathematics with English subtitles. Mathematics is, of 
course, a language in which any serious student of physics 
must become fluent, and it is a useful language for the de- 
scription of physical phenomena because a few lines of suc- 
cinct formulae tell the whole story - to the fluent reader. 
The material on light in the Lectures is hard going, even for 
the budding physicists, who will have to keep studying math 
through their undergraduate and graduate careers just to be 
able to keep learning physics, which gets mathematically 
more difficult as it gets more advanced. It looks a lot like 
physics, but, as Feynman confides in some relatively non- 
mathematical asides, it doesn’t play at the single-photon 
level; what does is the theory of quantum electrodynamics, 
the mathematics of which are far too complex to be taught 
to undergraduate physics students. 

In the second book, a small and remarkable work called 
QEDG4’, which I invoked on pp. 4-6, Feynman provides 
equally elegant descriptions in diagrams and English, intelli- 
gible (and entertaining) to interested laymen, rather than in 
mathematical terms, of photons and electrons and their in- 
teractions, which, as explained by quantum electrodynamics, 
account for most of what happens in the physical world, 
excluding gravitation and radioactivity but specifically in- 
cluding all of chemistry and biochemistry. This book may or 
may not help physicists. They have to plow through the 
mathematics of classical physical optics, which provide a 
good enough approximation to much of what goes on in the 
real world to be useful for everyday work; then, if they want 
to work in the areas in which only quantum electrodynamics 
gives them the right answers, they have to go into that area 
in a mathematically rigorous way. O n  the other hand, a 
physicist I know told me that even physicists appreciated 
Feynman’s habit of explaining complex physical phenomena 
without resorting to complicated math. Unfortunately for 
those of us who would just like to get a little bit more of a 

handle on what’s going on in the instruments we use in our 
biomedical work, most books about physics are written by 
people who teach physics, and most people who teach phys- 
ics see their primary mission in life as teaching physicists, 
and don’t write books like QED. We have to take what we 
can get; for now, what we will get is back to photons. 

Photons are particles that, unlike electrons, protons, and 
neutrons, have no rest mass; they are composed of pure 
electromagnetic energy, and the absorption and emission of 
photons by atoms and molecules is the only mechanism by 
which the atoms and molecules can gain or lose energy. Ab- 
sorption and emission are quantized, that is, each discrete 
process by which an atom or molecule gains or loses energy 
is always associated with the same energy gain or loss, and 
therefore involves a photon of the same energy every time it 
occurs. 

Aggregates of photons are detectable as electromagnetic 
radiation, which behaves like a wave traveling at the speed 
of light (c). The speed of light is approximately 3 x 10’ me- 
ters per second in a vacuum, and less in materials. Some 
physicists in the Boston area have recently succeeded in 
slowing light to a speed I can easily beat on my bicycle; this 
is not yet of much practical interest, but it makes me feel as 
if I’m in great physical shape. 

From the frequency (v), in hertz (Hz) (formerly called 
cycles per second), or from the wavelength (A), in meters, of 
an electromagnetic “wave,” we can calculate the energy [E, 
in joules u)] of a single photon, using the formulas 

E = hv and E = hcl?, 

In these, h is Planck‘s constant, which is roughly 6.63 x 

joule-seconds. A single photon coming out of an argon 
ion laser emitting at a wavelength of 488 nm has an energy 
of approximately 4.07 x 10.” J. To  get a whole joule out of a 
488 nm laser, you‘d need 2.45 x lo’* photons. Since 1 watt 
(W) is equal to 1 J/s (that’s joule/second), a laser emitting 10 
m W  at 488 nm is putting out 2.45 x 10l6 photons per sec- 
ond. Photon energies are higher at shorter and lower at 
longer wavelengths; a 325 nm (UV) photon from a helium- 
cadmium laser has an energy of 6.12 x 10.” J, so 1 J of pho- 
tons at this wavelength contains only 1.63 x 10” photons, 
while, at the 633 nm (red) emission wavelength of a helium- 
neon laser, the energy of a single photon is 3.14 x J, 
and there are 3.18 x 10” photonsljouie. 

A Few Warm Bodies 
The photons most readily accessible to man have, 

throughout history, been derived from incandescent 
sources, that is, objects that produce light solely by virtue of 
their temperature. The distribution of energies of photons 
emitted from an incandescent object shifts toward higher 
modal values as the temperature increases. At relatively low 
temperatures, emission in the infrared predominates; this is 
perceptible as heat rather than as light. At about 1000 de- 
grees Kelvin (K) (or “1000 Kelvins” in SI), the object ap- 
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pears dull red; at about 1750 K, yellow. By the time the 
surface temperature of the sun, about 6000 K, is reached, 
the color is what we have become conditioned to as “white.” 
Stars hotter than the sun appear bluish white to our eyes. 

The physical theory that has been developed to deal with 
incandescence describes the behavior of an ideal radiating 
source called a black body, which absorbs all radiation fal- 
ling on it and emits radiation at all frequencies with 100 
percent efficiency. According to the Wien displacement 
law, the wavelength hm (in pm) at which maximum power is 
radiated from a black body at temperature T is given by hm = 

2898/T. The related wavelength A,”‘, at which the maximal 
number of photons are emitted per unit time (remember, 
there are more photons per joule at longer wavelengths) is 
given by hm‘ = 3670/T. Working out the numbers for the 
sun, we get maximum power output at 0.483 pm, or 483 
nm; that’s blue-green, but the maximum photon output is at 
612 nm, which is orange. For the cooler but more accessible 
3400 K photoflood lamp, we come up with maximum 
power output at 852 nm and maximum photon output at 
1079 nm; both of those wavelengths are in the infrared. In 
other words, incandescent sources of any kind are going to 
give us a lot of heat along with our light, and we’re going to 
have to use a pretty hot incandescent source, such as an arc 
lamp, if we want to get much light out in the blue, violet, 
and ultraviolet. 

The attractive alternative, in our modern world, is to 
dispose of the warm bodies and use a laser, which does not 
depend upon incandescence to produce its light. I said on p. 
50 that a fairly puny laser is actually brighter than the sun; 
the numbers to follow will prove it. The total solar power 
reaching the earth (actually, reaching the outer layer of the 
atmosphere) is about 1400 W/m2; the 0.8 m W  (800 pW) 
lasers in bar code scanners have a beam diameter of 0.8 mm 
and, therefore, a beam area of 5 x 10.’ m2, and thus produce 
1600 W/m2. Will wonders never cease? 

Polarization and Phase; Interference 

Two characteristics of light that are most easily under- 
stood in terms of the wave model are polarization and 
phase. Light behaves as a transverse wave or, more precisely, 
as two perpendicular transverse electric and magnetic 
waves, both perpendicular to the direction of propagation. 
We can start trying to clarify this with Figure 4-2. 

Wave motion is periodic; it repeats itself in both space 
and time. An electromagnetic wave has associated with it 
periodic changes in both the electric field and the magnetic 
field. Electric and magnetic fields are vector fields; that is, 
each has both a magnitude and a direction. In a light wave, 
the electric field vector E and the magnetic field vector B are 
mutually perpendicular, or orthogonal, and both are also 
perpendicular or orthogonal to the axis of propagation. 

Using a Cartesian coordinate system, with the light 
propagating along the z-axis, we have the electric field vector 
oscillating along the y-axis and the magnetic field vector 
oscillating along the x-axis; this keeps the electric and mag- 

netic waves perpendicular to one another and perpendicular 
to the axis of propagation. This arrangement has actually 
overspecified the system somewhat; all of the E vectors are 
lined up in a neat row in a single plane, as are all of the B 
vectors. This is the way things are in what we call plane or 
linearly polarized light. 

AXIS OF ELECTRIC FIELD 
VECTOR E 

MAGNETIC FIELD 
VECTOR B 

AXIS OF PROPAGATION 

Figure 4-2. Light as an electromagnetic wave. 

Since we know that the magnetic field vector is perpen- 
dicular to the electric field vector, and since most of the in- 
teresting things that happen when light interacts with matter 
relate directly to the electric field vector, we will, from this 
point on, keep track only of what’s happening to the electric 
field or E vector to simplify things. 

If you look at the axis of propagation in Figure 4-2, you 
might wonder why I identified the same dimension as both 
the wavelength and the period. I did because the wave can 
be considered as propagating in space or as propagating in 
time. Looking at the axis as a time axis, and the figure as 
representing successive values of the amplitudes of the E and 
B vectors at a fixed point in space, we can define the time 
interval, in seconds, between two successive occurrences of 
the maximum amplitude of the E vector as the period of the 
wave. The inverse of the period is the frequency, in Hertz, 
which indicates the number of complete cycles from maxi- 
mum value to maximum value that occur in one second. 

If you look at the axis of propagation as a space axis, the 
figure represents values of the amplitudes of the E and B 
vectors at different points in space at a fured point in time. 
The distance between two points in space at which the vec- 
tor is at maximum amplitude is the wavelength, measured 
in meters, or, more often, in micrometers (1 pm = 10.~ m; 
they used to be called microns), nanometers (1 nm = 10.’ 
m), or Angstrom units (1 A = 10.’’ m). The inverse of wave- 
length is also referred to as frequency; this, however, is a 
spatial, rather than a temporal frequency, and is measured in 
cycles per unit distance, rather than in cycles per second. 
The customary unit is the wavenumber; it denotes the 
number of cycles per centimeter, and is abbreviated cm-’. 
Spatial frequency is often given the same symbol, v,  as is 
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Figure 4-3. Constructive and destructive interference. 

used for temporal frequency; as your high school physics 
teacher must have told you, check your units. 

Each cycle of a wave can be represented as a full circle; a 
cycle doesn't have to be measured from peak to peak, but 
could be measured from trough to trough, or between any 
two places at which the amplitude and slope of the wave- 
form are equal. The full circle corresponds to an angle of 
360", or 2n radians. Two waves of the same frequency, dis- 
placed from one another along the axis of propagation, are 
said to differ in phase. The phase difference is conveniently 
expressed as an angle, given in degrees or radians; phase 
differences are therefore restricted to values between 0" and 
360" (or between -180" and + 180"). 

Two waves of identical amplitude with a phase difference 
of 0" (or 360") are superimposable and add to one another, 
producing a wave with mice the amplitude; this is called 
constructive interference. Two waves with a phase differ- 
ence of 180", or n radians, cancel one another; this is de- 
structive interference. The principle is illustrated in Figure 
4-3; waves A and B are in phase, that is, they have a phase 
difference of O", and add; waves C and D have a phase dif- 
ference of 180", and cancel. Both phase contrast and inter- 
ference contrast microscopy are based on interference. 

Suppose we had two plane polarized waves of the same 
frequency and phase, but with different, orthogonal planes 
of polarization, such that the E vector of one wave oscillates 
along the x-axis, while the E vector of the other oscillates 
along the y-axis. The two E vectors would then add, as vec- 
tors add, to give us a new wave, with an E vector at a 45" 
angle (n/4 radians) to both the x- and y-axes. Note that this 
situation is different from the case illustrated in Figure 4-3, 
in which the waves were polarized in the same plane. If the 

two waves were equal in amplitude, but different in phase by 
90" or 7x12 radians, they would add to produce a wave with 
an E vector that would rotate around the z-axis; this resul- 
tant wave would be circularly polarized. Circularly polar- 
ized light is somewhat crudely illustrated in Figure 4-4. 

ROTATION OF E AND / BVECTORS 

v I 

/\ 
AXIS OF PROPAGATION 

Figure 4-4. Circularly polarized light. 

Two waves with perpendicular E-vectors that are differ- 
ent in amplitude and out of phase by 90" produce ellipti- 
cally polarized light. Circular and elliptical polarization can 
be either left- or right-handed, depending upon the direc- 
tion of rotation of the vectors. As long as the E and B vec- 
tors remain perpendicular to one another, they can rotate 
freely in their mutual plane. So, we could have a situation in 
which both the electric and the magnetic field vector, while 
remaining perpendicular to one another in the x-y plane, 
moved through a 360" range of angles with the x- and y- 
axes; this would give us unpolarized light. 

Light Meets Matter: Rayleigh and Mie Scattering 

In a vacuum, light, whether we're thinking of it as waves 
or photons, travels in straight lines at a velocity, c, of ap- 
proximately 3 x lo8 m/s, carrying with it its oscillating elec- 
tric field. Just get some matter, even a few atoms worth, into 
the picture, though, and things change. Even in unperturbed 
atoms and molecules, there is some separation of positively 
charged protons and negatively charged electrons. When 
exposed to an oscillating electric field, these positively and 
negatively charged atomic constituents move in opposite 
directions in response to the field, becoming alternately 
closer together and farther apart, and thus giving rise to os- 
cillating fields, i.e., electromagnetic waves, of their own, 
with the same frequency as the light which initiated the 
process, but not necessarily either of the same phase or 
propagating in the same direction. The resulting phenome- 
non is described as light scattering, although the "scattered" 
light is actually new photons, rather than old ones that have 
changed direction (p. 5) .  So far, so good, but where does the 
quantization I mentioned before fit in? The best answer is 
that it is conspicuous by its absence. 

Among the interactions between light and matter, scat- 
tering is perhaps the most common and certainly the most 
casual. In more intimate encounters, in which photons are 
absorbed, atoms and molecules tend to be finickier about the 
energies of the photons involved, and quantization is more 
obvious. Even in these cases, however, we are dealing with 
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probabilities. If we look at the absorption spectrum of a 
compound, we find one or more peaks corresponding to 
wavelengths, or frequencies, or photon energies at which the 
molecule involved is most likely to absorb photons. Al- 
though absorption of photons of other energies is less likely, 
it is not impossible, and the likelihood of absorption in- 
creases as the photon energy approaches regions near absorp- 
tion peaks. The peaks can also be dealt with in a mechanical 
model as representing resonant frequencies of the molecule; 
transfer of energy to the molecule from an incident wave 
becomes more efficient as the frequency of the wave ap- 
proaches a resonant frequency. 

Scattering exhibits this characteristic as well. Materials 
scatter light at wavelengths at which they do not absorb. 
Atoms and small molecules (dimensions less than 1/10 
wavelength) scatter, but do not absorb light in or near the 
visible region (let's consider this wavelength range to be 350- 
850 nm), and therefore appear transparent to the eye; they 
typically have absorption bands in the ultraviolet below 300 
nm. As the wavelength of incident light decreases, approach- 
ing these absorption bands, the amplitude of oscillation in- 
duced in the intramolecular dipoles formed by charge sepa- 
ration increases, which means that the intensity of light scat- 
tering increases. The intensity of such Rayleigh scattering is 
directly proportional to a property of the scattering mole- 
cules called molecular polarizability (the term polarizability 
as used here relates to electric dipole formation, not to polar- 
ized light), and inversely proportional to the fourth power of 
the wavelength of the incident light. The cloudless sky ap- 
pears blue in sunlight because gas molecules in the atmos- 
phere scatter more light at shorter (i.e., blue and violet) than 
at longer wavelengths. 

Polarization can be produced by Rayleigh scattering of 
unpolarized light. The E vectors of both the incident and 
the scattered light oscillate in planes perpendicular to the 
axis of propagation of the incident light. Light scattered at 
90" to the incident light, however, itself propagates in a 
plane perpendicular to the axis of the incident light, i.e., in 
the same plane in which its E vector oscillates. If you are 
having trouble visualizing this, we can go back to Cartesian 
coordinates, and you can lend me a hand, let's say your right 
one. Cock your thumb and finger at right angles (go ahead, 
make my day), and then extend your middle finger perpen- 
dicular to the plane defined by your thumb and forefinger 
(the old hand has gotten a little stiff since high school phys- 
ics, eh?). 

Suppose the incident light propagates along the z-axis, 
represented by your middle finger. The E vectors of the in- 
cident and of the scattered light are oscillating in the plane 
defined by the your thumb and index finger, which respec- 
tively represent the x- and y-axes. Now imagine your thumb 
and index finger alternately lengthening and contracting, or 
move them back and forth, to represent the oscillation of the 
E vectors. Looking in the direction of the incident beam, 
i.e., end-on at your middle finger, you could readily perceive 
changes in length of either your thumb or index finger. 

NORMAL 

TRANSMITTED 
(REFRACTED) BEAM 

Figure 4-5. Reflection and refraction of light at  a 
surface. 

However, if you looked in the direction of light scattered at 
90" from the incident beam, say, along the x-axis, or end-on 
at your thumb, you would be able to perceive a change in 
length of your index finger much more readily than a change 
in length of your thumb. 

This is a handy way of getting you to appreciate one of 
the basic rules (of thumb?) of this silly game, which is that 
oscillations of the E vector in the direction of propagation 
don't count as light. In our coordinate system, with incident 
light propagating along the z-axis, when we look at 90" scat- 
tered light along the x-axis, we only see, or detect, light asso- 
ciated with oscillations of the E vector in the y-direction. 
This light, according to the definition in the previous sec- 
tion, is therefore linearly polarized. If you don't trust your 
right hand, you can see real polarization occurring via this 
mechanism by looking through a polarizing filter or polar- 
ized sunglasses at the blue sky at angles of 90" and 180" 
from the sun. At 90°, rotating the filter produces a notice- 
able change in brightness, because much of the light from 
this direction is polarized; at 180", little or no effect is seen. 

In Rayleigh scattering, the intensities of forward (near 
Oo) and back (near 180") scattered light are nearly equal, 
because the scattering particles are so small that there can be 
only small differences in phase between light scattered from 
any two points within a particle. For larger particles, sub- 
stantial phase differences may exist, leading to interference. 
Over a range of particle sizes from about 1/4 wavelength to 

tens of wavelengths, increasing amounts of light are scattered 
in the forward direction; this is Mie scattering, named for 
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Gustav Mie, who worked out the relevant theory. Flow cy- 
tometric forward scattering measurements for cell “sizing” 
are based on Mie’s analysis; Mie scattering itself is a complex 
phenomenon influenced by numerous factors in addition to 
particle size, and we will discuss it and them in detail later. 

A Time for Reflection - and Refraction: Snell’s Law 

Both reflection and refraction of light at surfaces result 
from light scattering, and both, like Mie scattering, involve 
interference. These phenomena can be described by either 
wave or photon models. The reflection and refraction of 
light at a plane surface are illustrated in Figure 4-5. 

Incident light strikes the surface at an angle 8,  to the 
normal. The angle of reflection, BS, is equal to the angle of 
incidence, el,  regardless of the material of which the surface 
is made. The angle 8, at which light is transmitted through 
the surface, does, however depend upon the composition of 
the material. According to Snell’s law of refraction, 

n, sin 8, = n, sin 8,, 

where n, and n, are the refractive indices, respectively, of 
the materials through which the incident and transmitted 
beams pass. In the figure, the incident beam is shown in air, 
which has a refractive index very close to 1 (about 1.0003). 

According to wave models, the light reflected from a sur- 
face is light scattered backwards by the layers of molecules of 
the scattering material nearest the surface. Reflected light is 
observed at the angle 8, = 8, because light scattered at all 
other angles is removed by destructive interference. Light 
scattered forward, i.e., in the direction of transmission, by 
the surface layers is parallel to the incident beam, but lags 
behind the incident beam in phase, and adds to the now 
somewhat attenuated incident beam to produce a resultant 
wave with a slight phase lag. This wave is scattered from the 
next deeper layer of molecules, with the result that the light 
transmitted through this layer is still Lrther retarded in 
phase, etc. The cumulative phase lags result in the light wave 
appearing to travel through the material at a velocity lower 
than the speed of light in a vacuum, c (=3 x 10’ m/s); the 
velocity of light in a material of refractive index n is cln. 
Fine, but why does the transmitted light travel at an angle 
different from the angle of incidence? 

The wave model gives us both highly complicated and 
simple explanations, which come down to the same thing. 
The complicated explanation states that Maxwell’s equa- 
tions, which describe electromagnetic radiation beautifully if 
you’re fluent in vector calculus, have to be satisfied at the 
surface as well as on either side of it; you then wade through 
three pages of formulas and find out that the transmitted 
light has to change direction. The simple explanation con- 
siders a wave entering the surface of the material. 

As before, we’ll have the wave coming in at the angle 8,. 
This is a transverse wave; its “crests,” or wavefronrs, can be 
treated as planes that are parallel to one another and perpen- 
dicular to the direction in which the light is traveling. Sup- 

pose that the wavelength, i.e., the perpendicular distance 
between the wavefronts, is 600 nm in air (refractive index 
01) and that the material has a refractive index of 1.2. The 
frequencies of the incident wave in air and the transmitted 
and scattered light in the material will be the same. The ve- 
locity of a wave is the product of the frequency and the 
wavelength. In air, the velocity is close to c, and the wave- 
length is 600 nm. In the material, the velocity is c/n, = 

c/( 1.2). Since the frequency remains constant, the wave- 
length in the material must be 600/(1.2) or 500 nm. 

As the wave enters the surface, then, the wavefronts have 
ro be 600 nm apart on the outside and 500 nm apart on the 
inside. Since the wave enters the surface, and is transmitted, 
at angles, the distance between wavefronts along the sur- 
face, on the outside, will be greater than 600 nm; it will be 
(600/sin 8,)  nm. The distance between wavefronts along the 
surface, on the inside, will be (500/sin 8,) nm. Since these 
two distances must be equal, the angles of incidence and 
transmission will be unequal unless both are zero. We can 
bend the wavefronts, but we can’t break them. 

The explanations of reflection and refraction based on 
the photon model (see QEDa’ for details) also, incidentally, 
strip some of the mystery from a well-known, but less well 
understood, law of optics known as Fermat’s principle of 
least time. This principle can be used, without benefit of 
photons, to find the directions in which reflected and re- 
fracted light go, based on the light always picking the path 
that takes least time to traverse. There are two problems with 
Fermat’s principle; one is that, just when you least expect it, 
light will rurn out to take the path that takes the most time 
to traverse, the other is that it seems to require the light to 
have road maps or some other advance information. 

When we’re looking at light as photons, we can’t say any 
given photon will go any given way, we can only compute 
the probability that a photon will go in any particular direc- 
tion. As it turns out, when we consider reflection and refrac- 
tion, we end up with a substantial probability that photons 
will go in the directions we have otherwise found reflected 
and refracted light to prefer, and a very low probability that 
they will go in other directions. The neat thing about this is 
that probabilities for most trajectories cancel out, leaving 
nonzero probabilities only for trajectories that take approxi- 
mately the same time to traverse. This time is usually the 
shortest possible time, but occasionally the longest, in accor- 
dance with Fermat’s principle. The photons don’t need road 
maps; they just roll dice at every intersection and get there 

“Fay-  

Polarization by Reflection; Brewster’s Angle 

Light reflected from a surface is actually scattered from 
the material beneath the surface as well as from material at or 
near the surface. This light is linearly polarized, for the same 
reason that Rayleigh scattered light at 90” from the incident 
beam is linearly polarized; that is, oscillations of the E vector 
of the reflected light are only detectable in the direction per- 
pendicular to the plane defined by the axis of propagation of 
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the incident light and the normal to the surface. The maxi- 
mum polarization occurs when the angle between the re- 
flected light and the transmitted light is 90”. At that point, 
8, + O2 = 90”, and, since sin (90”- x) = cos x, Snell’s law gives 
us (sin 8,/cos 8,) = n,/n, , making 8, = tan-’ ( n 2 / n l ) .  This value 
of 8, is known as Brewster’s angle. Each time light strikes a 
surface at Brewster’s angle (remember that 8, = 8J, the re- 
flected light is linearly polarized normal to the plane of inci- 
dence, and the transmitted light therefore contains a greater 
proportion of light polarized parallel to the plane of inci- 
dence. The end windows of a laser plasma tube are typically 
affixed at Brewster’s angle to the optical axis.of the tube. 
Since light emitted from the laser has effectively been re- 
flected many times by the mirrors at opposite ends of the 
laser cavity, thus passing through these Brewster windows 
many times, the laser light is highly polarized. 

Dispersion: Glass Walls May Well a Prism Make 
Like the atmosphere, the “transparent” materials such as 

glass and quartz out of which we make optical gadgets do 
not absorb much visible light, but scatter increasing amounts 
of incident light as the wavelength gets nearer their absorp- 
tion peaks in the ultraviolet. As the intensity of scattering 
increases, more phase lag is introduced into the transmitted 
beam; light thus appears to travel more slowly through the 
material. The refractive index therefore is higher at shorter 
wavelengths than at longer ones, meaning that the angles at 
which light of different wavelengths or colors are transmitted 
will differ, with blue and violet light more strongly deviated 
than orange and red. The change in refractive index with 
wavelength is called dispersion; it is the mechanism by 
which a prism forms a spectrum from incident white light. 
The degree of dispersion is different for different types of 
glass; high-dispersion glasses are used to make prisms. Dis- 
persion is also the basis for chromatic aberration, an unde- 
sirable characteristic of lenses arising from different colors of 
light being focused at different distances from the lens. 

Interference in Thin Films 
,A small fraction of the incident light is reflected from 

any interface between two materials of different refractive 
indices. When we pass monochromatic light through slabs 
of different thickness made from the same material, and 
measure the amount of light reflected, we find considerable 
variation with thickness, because the reflections from the 
front and back surfaces will, depending upon the thickness, 
interfere constructively or destructively. The difference in 
thickness over which a change from constructive to destruc- 
tive interference occurs is less than a wavelength, so the ef- 
fect is usually much more noticeable in thin layers of mate- 
rial than in thick slabs. A layer of material of a given thick- 
ness will reflect colors selectively, because there will be con- 
structive interference at some wavelengths and destructive 
interference at others. Which wavelengths are maximally 
reflected will also depend upon the angle of incidence of the 
light, because this will determine the angle at which light 

reflected from the back surface is transmitted through the 
medium, and, therefore, the distance traveled by this re- 
flected light. 

Interference effects produce the iridescent colors re- 
flected from thin films of oil on water; under much more 
carefully controlled conditions, thin layers of dielectric mate- 
rial can be deposited on optical components to produce in- 
terference filters, antireflection coatings, and mirrors. A 
typical antireflection coating for a camera lens, for example, 
is made by depositing a material such as magnesium fluo- 
ride, with a refractive index intermediate between the indices 
of air and glass, on the lens surface. Destructive interference 
at the wavelength h will occur if the thickness of the coating 
is h/4; the coating thickness used is generally about 125 nm, 
which is chosen for maximum efficacy against reflections in 
the green region of the spectrum, where the eye is most sen- 
sitive. The coating appears purple since, by design, it reflects 
very little green light (instead allowing it to be transmitted; 
energy is conserved) but does reflect somewhat more light at 
the violet and red ends of the spectrum. 

Interference filters are usually made of several “sand- 
wiches” of dielectric material separated by spacers; the struc- 
ture of the filter is determined by the location and width of 
the passband and the degree of transmission of wanted light 
and reflection of unwanted light required. Dielectric thin 
films can also be used to make highly reflective mirrors, 
such as those used in lasers. Operation of lasers at some 
wavelengths requires that the mirrors reflect more than 99.5 
percent of incident light. While such high reflectivity can be 
achieved fairly readily, it is generally possible to maintain it 

over only a small portion of the spectrum, and thus neces- 
sary to use different sets of mirrors when a laser is operated 
in different spectral regions. A spectrally selective mirror is 
said to be dichroic; in cytometry, the term is generally re- 
served for a spectrally selective mirror used at or near a 45” 
angle of incidence to separate light into two spectral bands. 

Interference and Diffraction; Gratings 
Diffraction, in its broadest sense, describes any depar- 

ture from the predictions of geometric optics. Using geomet- 
ric optics, for example, we would predict a sharp edge illu- 
minated by a point source to cast a sharp shadow; instead, 
we see alternating bright and dark fringes at the periphery of 
the shadow of such an object. Light passing through one or 
more slits or apertures also produces fringe patterns. Diffrac- 
tion results from interference, and it is diffraction that ulti- 
mately limits the resolution of optical systems; we will have 
more to say on this subject later. 

We have already noted that selective transmission and re- 
flection of different wavelengths can be achieved using thin 
layers of material. Similar effects can be obtained by passing 
light through an array of small slits or by reflecting light 
from a surface containing closely spaced (i.e., separated by a 
few wavelengths) grooves. Such structures are referred to as 
gratings; they are useful because they can provide greater 
spectral separation than can be obtained using prisms and 



How Flow Cytometers Work / 109 

because the spectra they produce are linear, whereas those 
produced by prisms are not. Precisely ruled gratings find 
application in spectrophotometers, while less precisely ruled 
ones are used in costume jewelry. Although both old- 
fashioned phonograph records and compact discs can act as 
gratings to disperse light, their primary esthetic appeal is, or 
should be, auditory. 

The “smooth” surface of a crystal does not behave as a 
grating when illuminated with visible light, because the pe- 
riodic structure of atoms or molecules in a crystal has dimen- 
sions much smaller than the wavelength of the light. Crystal- 
line materials, however, will produce diffraction patterns in 
response to electromagnetic radiation at appropriately 
shorter wavelengths, e.g., x-rays, and this provides the basis 
for x-ray crystallographic determination of molecular struc- 
tures. 

Optical Activity and Birefringence 

Although molecular dimensions are small compared to 
the wavelengths of visible and near-visible light, the scatter- 
ing of light at these wavelengths is highly dependent upon 
structural characteristics of the molecules. The presence of 
asymmetric carbon atoms and/or helical structure in a small 
or large molecule, and the presence of oriented asymmetric 
macromolecules in a material, typically make the molecule 
or material scatter light of different polarizations differently. 

These molecular properties account for optical rotation, 
a situation in which the plane of polarized light transmitted 
by a material is rotated with respect to the plane of polariza- 
tion of incident light. They are also the basis for birefrin- 
gence; a birefringent medium exhibits different values of 
refractive index for different polarizations of incident light. 
Both optical rotation and birefringence may, when measured 
in whole cells, provide some information about internal 
macromolecular structure. 

Some molecules exhibit little or no birefringence when 
randomly oriented but become strongly birefringent when 
aligned, either by mechanical forces, e.g., in a flowing fluid, 
or by an electric field. This has provided a basis for a num- 
ber of practical inventions, ranging from Edwin Land’s 
original sheet polarizer (whence the Polaroid Corporation’s 
name) to the ubiquitous liquid crystal display. 

Matter Eats Light: Absorption 

As you are now aware, a lot of optical phenomena can 
occur without benefit of absorption. Some of those in which 
we are most interested, however, such as fluorescence, can- 
not. Wave models don’t add much to discussions of either 
absorption or fluorescence, both of which are conveniently 
understood only in terms of relations between molecules and 
photons. 

According to quantum mechanics, molecules can only 
absorb energy as quanta, or photons, and any given type of 
molecule can only absorb photons with energies in specific 
ranges. Thus, a molecule can only exist in a countable num- 
ber of discrete energy states (I said countable rather than 

finite because the number is potentially infinite, but we gen- 
erally don’t have to worry about more than a few hundred). 
Absorption of a photon by a molecule in a minimum-energy 
ground state raises the molecule to a higher-energy excited 
state. A change from one state to another is called a transi- 
tion. 

There is a hierarchy of energy states. The total energy 
content of a molecule is the sum of electronic, vibrational, 
rotational, translational, electron spin orientation, and 
nuclear spin orientation energies; the energies of photons 
associated with these different types of transitions differ by 
orders of magnitude. Electronic transitions involve absorp- 
tion in the near infrared, visible, and ultraviolet, with pho- 
ton energies ranging from about 2 x J at 1 pm to about 
10 x 10.” J at 200 nm. Changes in vibrational energy states 
accompany absorption in the infrared; the photon energies 
range from about 2 x lo2’ J at 100 pm to about 7 x 10za J at 

3 pm. Thus, the energies involved in vibrational transitions 
are 1-2 orders of magnitude smaller than those involved in 
electronic transitions. 

Rotational transitions result from absorption of micro- 
wave radiation, with photon energies 2 to 3 orders of magni- 
tude lower than those involved in vibrational transitions. 
Molecular translation requires even lower energies. We asso- 
ciate molecular motion with heat; while many of us now use 
quantized absorption of microwave energy to increase the 
motion of water molecules, many more of us rely on thermal 
energy to heat food. Even in microwave ovens, some of the 
cooking is accomplished by the transfer of thermal energy 
from water molecules to other molecules that do not absorb 
microwave energy. 

A substantial amount of molecular motion can be pro- 
duced solely by thermal agitation even at room temperature. 
At any given Kelvin or absolute temperature T, the ratio of 
the numbers of molecules, nuppcg and nlowir, in upper and lower 
energy states associated with an energy difference A E  can be 
calculated from the Boltzmann distribution law, 

where k is Boltzmann’s constant (1.38 x J/K). Let’s 
plug in some figures for different kinds of transitions. My 
microwave oven runs at 2450 MHz, or 2.45 x 109/s; the 
corresponding photon energy (p. 103) is 1.62 x J. At a 
room temperature of 300 K, nuppejn,owcr for rotational transi- 
tions of this energy (i.e., AE = 1.62 x J ) turns out to be 
0.9996. In other words, heat energy at this ambient tem- 
perature raises almost as many molecules to the upper state 
as remain in the lower state. 

Next, we’ll consider a vibrational transition produced by 
another high-tech device sometimes used for heating water, 
in this case a carbon dioxide laser emitting at a wavelength of 
10.6 pm. The photon energy is 1.88 x 10-2a J, and nuppc,/nlOwc, 

at 300 K is .0107. Thus, the thermal agitation present at 
room temperature is sufficient to put only about one percent 
of molecules into an upper vibrational state. 
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Absorption of visible light produces electronic transi- 
tions. A (red) He-Ne laser operating at 633 nm emits pho- 
tons with an energy of 3.14 x 10.” J. At 300 K, the ratio 
uuppc,/u,owcc for this transition energy is 1.2 x 10”’. In other 
words, at room temperature, it is close to impossible for 
thermal energy to result in electronic excitation. At 6000 K, 
the ratio is still only 0.023. Among other things, this means 
that if you’re trying to get things to light up by heating 
them, you have to get them a lot hotter than room tempera- 
ture. More to the point, however, it means that if we want 
to detect and quantify molecules based on their absorption 
and/or emission of light, we don’t have to worry too much 
about the molecules getting into excited states due to ther- 
mal agitation. 

Absorption: Counting the Calories 
Since we’ve been talking about heating water, we’ll resur- 

rect the calorie (just call it cal), sometimes known as the 
small calorie, which is the amount of heat energy required 
to raise the temperature of 1 g (or 1 ml) of water by 1 K. 
There are 4.184 J in a calorie. For those of us who diet, 
there are no small calories, only large ones; the calories we 
count are really kilocalories (kcal), each of which is equal to 
4184 J. This digression serves as more than a coffee break; it 
gives us the numbers we need to be able to relate energies in 
joules per photon to the kilocalories per mole commonly 
used to describe energies of chemical reactions. 

There are 6.02 x 1 OZ3 molecules in 1 mol, and 4 184 J in 
1 kcal, so the energy change, in kcal/mol, resulting from the 
absorption of 6.02 x loz3 photons (a “mole” of photons, 
oficially known as 1 einstein) by 1 mol of a substance can 
be calculated by multiplying the photon energy (in J) by 
(6.02 x 1OZ3)/4184, or 1.44 x 10”. 
The photon energy in J corresponding to an energy change 
given in kcal/mol can be found by multiplying by the recip- 
rocal figure, 6.95 x 10.”. 

From this, we find that absorption in the microwave 
oven described above is producing an energy change of only 
2.33 x lo-* kcal/mol; that’s low calorie cooking indeed. Ab- 
sorption of 10.6 pm radiation from the CO, laser is good for 
2.71 kcal/mol. How do you handle a hungry molecule? Try 
some visible light; at 633 nm we end up with 45.2 kcal/mol. 
We all live by converting ADP to ATP and vice versa, which 
only takes 7.3 kcal/mol; but we all live off plants, which 
accomplish this by photosynthesis, in which chlorophyll 
absorbs red (680 nm) light, good for about 42 kcal/mol, 
and, ever obedient to the laws of thermodynamics, wastes a 
chunk of it while providing us with our meal tickets. 

A Selective Diet 
Molecules are finicky eaters; those photon energies or 

wavelengths at which a given molecule will absorb are de- 
termined by the structure of the molecule, according to se- 
lection rules dictated by quantum mechanics. The electrons 
we’re trying to excite reside in orbitals. Any given molecular 
orbital may contain up to two electrons, but, according to 

the Pauli Exclusion Principle, the two electrons must have 
opposite spins. Thus, an electron cannot go from a low- 
energy orbital ground state to a higher-energy orbital excited 
state if there is another electron of the same spin already 
present there. 

Molecular symmetry, or the lack thereof, can affect ab- 
sorption. Because transitions require a precise spatial rela- 
tionship between the molecular dipole moment and the E 
vector of the light that is being absorbed, asymmetric or 
oriented molecules may show dichroism, absorbing light of 
different polarizations differently. Circular and linear dichro- 
ism in absorption are analogous to optical rotation and bire- 
fringence in scattering. 

Speaking of scattering, in the discussion of that phe- 
nomenon, I mentioned that most small molecules absorb 
light in the ultraviolet. How, then, do we make molecules 
absorb at visible frequencies? Obviously, we have to arrange 
for electronic transitions to involve smaller changes of en- 
ergy. One of the more tried and true methods involves mak- 
ing large systems of conjugated double bonds, typically in- 
cluding some atoms other than carbon. The n orbitals in 
such molecular structures are formed by hybridization of p 
orbitals from the individual constituent atoms; one conse- 
quence of this is that the energy difference between elec- 
tronic excitation states becomes smaller, shifting absorption 
to longer wavelengths. Most of the dyes we use, fluorescent 
or otherwise, contain condensed and/or multiple heterocyc- 
lic rings. The people who design dyes have gotten quite good 
at tailoring their spectral characteristics. 

Of course, if a material contained a whole lot of electrons 
free to run around loose, it would be apt to exhibit strong 
absorption over a broad range of wavelengths. This type of 
electronic structure is found in metals (and semiconductors), 
and accounts for both their broadband absorption and their 
high reflectivity; very high electric field intensities are pro- 
duced in the surface layers of molecules of a metal object, 
resulting in intense scattering. Materials with discrete ab- 
sorption bands also show changes in scattering characteristics 
near their absorption bands; this classically was referred to as 
anomalous dispersion. 

The Chance of a Lifetime 
In addition to being finicky eaters, molecules are fast eat- 

ers; absorption associated with electronic transitions occurs 
in about 1 femtosecond, i.e., s. According to the 
Franck-Condon Principle, this time is too short for any 
nuclear displacement to occur. What does occur is charge 
displacement, or a change in the molecular dipole moment. 
Once absorption has occurred, things take on several aspects 
of a Roman orgy, because, depending upon how you look at 
it, molecules either don’t keep down what they’ve absorbed 
or don’t remain in excited states for long. The length of the 
average lifetime for a molecule in the excited state is de- 
pendent upon the processes by which the molecule can lose 
the absorbed energy, a subject we will consider further in our 
discussion of fluorescence. 
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The uncertainty principle of quantum mechanics tells 
us, among other things, that the more rapidly the energy of a 
system is changing, the less precisely we can define its en- 
ergy. Thus, excited states with long lifetimes are associ- 
ated with narrow absorption peaks, whereas excited 
states with short lifetimes are associated with broad ab- 
sorption peaks. We will presently find out that this aspect 
of the uncertainty principle will limit how much we can do 
in the way of designing multiple fluorescent probes with 
minimal spectral overlap. 

Spinning a Tale of Degeneracy 
Discrete states of a molecule with the same energy content 
are said to be degenerate. In some cases, an external influ- 
ence, such as an applied electric or magnetic field, can re- 
solve degeneracy, producing splitting, i.e., the appearance 
of two or more spectral lines where there was only one be- 
fore. The production of splitting by an applied magnetic 
field is known as the Zeeman effect. Applied magnetic 
fields increase the energy change associated with changes in 
orientation of electron and nuclear spins. Even in strong 
magnetic fields, however, we’re talking about pretty low 
energies, down in the radio frequency bands between a few 
dozen and a few hundred MHz. This is the region in which 
nuclear magnetic resonance (NMR) and electron spin 
resonance (ESR) spectroscopy, which measure absorption 
related to spin orientation changes, are done. 

Since the energies involved are so low, there are nearly 
equal numbers of molecules present in upper and lower 
states (consider the calculation for microwave absorption on 
the previous page). Thus, techniques such as NMR, which 
measure absorption in this energy region, can only detect 
absorption by a few molecules among many billions, and 
thus are relatively low in sensitivity. This is why NMR, 
which has become indispensable as a tool for qualitative 
analysis and structure determination, is not usable for the 
detection of very low concentrations of substances. 

Facing Extinction: Cross Section and Optical Density 
At this point, you are probably thinking that what you 

really needed to know about absorption was how to use it to 
measure things, and that all this business about molecules 
sucking up photons leaves you pretty far from that knowl- 
edge. It’s closer than you may think. Suppose we have a slab 
of material, the thickness of which is d cm, containing n 
molecules/cm3 of some absorbing substance. Moving closer 
to reality, we could make this slab a cuvette d cm across, 
filled with a solution of the absorber at a concentration of a 
mol/dm3 (that’s the the official SI unit for moleslliter; we’ll 
use M). We would then have n = Na/103, where N is 
Avogadro’s number. 

Beer’s law, also called the Beer-Lambert law, relates the 
intensity of light entering the cuvette, I,, and the intensity of 
light transmitted through the cuvette, I, by the formula 

In &/I) = ond, 

where o is a molecular property of the absorber called its 
absorption cross section. The cross section is expressed as 
an area (in this case, in cm’); this area is not the actual physi- 
cal area of the molecule but, rather, the area over which it 
will act as a barrier to the passage of light. Beer’s law can also 
be stated as 

In (I,/I) = aCd,  

where Cis  the concentration and a is the absorption coeffi- 
cient, which, like the cross section, reflects the capacity of 
the absorbing substance to absorb light. 

The units here get a little sticky. If we have n in mole- 
cules/cm3 and d in cm, we have to have CY in cm2 to get 
things to work out. Since CI is often represented in cm2/mol, 
C must be in mol/cm3 rather than in M (mol/dm’), meaning 
that C = a/IO’. Converting to decimal logarithms gives 

log,, (I,/I) = &ad = A . 

Here, A is the absorbance, or optical density (O.D.), a 
dimensionless quantity, and E is the decadic molar extinc- 
tion coefficient, represented in units of dm3mol~’cm~’. The 
preferred SI units for the extinction coefficient, concentra- 
tion, and thickness are m2/mo1, mol/dm3, and mm, but a 
confusing variety of units are used in the literature, and, if 
you’re not careful, your calculations may go off by powers of 
ten. 

Absorbance or O.D. units are convenient to use because, 
being logarithmic, they add instead of multiplying. An ob- 
ject with an O.D. of 1.0 absorbs 90% of the incident light. 
If another object with an O.D. of 1 .O is placed in the path of 
the 10% of light transmitted by the first object, 10% of this 
light, or 1% of the light incident on  the first object, is 
transmitted by the second object. Thus, two objects with 
O.D. 1.0 are equivalent to one object with O.D. 2.0. The 
additive nature of absorbance units also makes it possible to 
express the absorbance of a mixture of substances at any 
given wavelength as the sum of the absorbances of the com- 
ponents of the mixture at that wavelength. 

Absorption cross sections and absorption or extinction 
coefficients are, obviously, functions of wavelength, and are 
calculated from specrrophotometric measurements of known 
concentrations of absorbing materials in cuvettes of known 
path lengths. Note, however, that spectral curves often show 
the percentage of light absorbed, or the percentage of light 
transmitted, on a linear scale, rather than absorbance on a 
logarithmic scale. 

The cross section can be explicitly related to the extinc- 
tion coefficient by combining the several versions of Beer’s 
law. Since ln x = 2.303 log,, x, we get 

o = 2.303~a/n = 3.82 x lo-’‘&, 

which allows us to calculate the cross section from the ex- 
tinction coefficient and vice versa. We  can take an example 
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Figure 4-6. The Jablonski diagram of electronic energy 
levels, or states, and transitions. Solid arrows show 
radiative and dotted arrows nonradiative transitions. 

from Lakowic~~~ ,  who calculates, given that the value of E for 
anthracene at 253 nm is 160,000 dm3mol~'cm~', that the 
absorption cross section at this wavelength is 6.1 x cm2 
or, if you prefer, 6.1 K ;  recall that 1 A = 10." m = 

cm. The actual area of an anthracene molecule is about 12 
K ;  thus, at 253 nm, an anthracene molecule absorbs about 
half the photons that come its way. 

Unexciting Times: Emigrating from the Excited States 
Absorption of UV or  visible light leaves us with mole- 

cules in electronic excited states. There are a number of 
mechanisms by which they can get out of those excited 
states; they are often illustrated diagrammatically as was first 
done by Jablonski in 1935'12'. A Jablonski diagram is shown 
in Figure 4-6. At a minimum, absorption involves a transi- 
tion from the electronic ground state, known as So, to the 
first electronic excited state, S, , but there's usually more to 
it than that. We have previously (pp. 109-10) discovered the 
hierarchy of energy states, and noted that vibrational transi- 
tions only require 1/1OO to 1/10 as much energy as elec- 
tronic transitions. One consequence of this is that each elec- 
tronic state has associated with it a set of vibrational states. 
Immediately following absorption, the molecules involved 
are likely to be in higher vibrational excited states associated 
with S, or, if they have ordered New York cut photons, with 
S, (some of the molecules absorb enough energy to make it 
to the second electronic excited state). 

In general, the excited molecules "shake off their excess 
vibrational energy and, if they are in S, , their excess elec- 
tronic energy, in about 1 picosecond ( s) by mechanisms 

called internal conversion and vibrational relaxation, 
which are nonradiative transitions, i.e., changes in energy 
level that are not accompanied by the emission of photons. 
The excess energy is lost either to other vibrational modes of 
the excited molecule or, through collision or radiationless 
transfer, to other molecules, thus ultimately being converted 
to heat. 

This leaves the excited molecules in the lowest vibra- 
tional energy level of the first electronic excited state, S,, 
trying to book passage back to the ground state S,, which 
can be reached by several alternate routes. From our point of 
view, the route taken will determine whether getting there is 
all the fun, half the fun, or no fun at all. 

What we would generally like the molecules to do is 
fluoresce, emitting all or some of their remaining excitation 
energy as photons that we can detect in our instruments. 
Fluorescence, however, is only one of several mechanisms by 
which emission can occur. Luminescence encompasses 
fluorescence and phosphorescence, both of which are types 
of spontaneous emission. There is also stimulated emis- 
sion, which is the basis for laser operation. Then, there are 
nonradiative mechanisms through which the energy can be 
lost, including internal conversion, resonance energy trans- 
fer, various types of quenching, and bleaching. 

Fluorescence: Working the Stokes Shift 
If we get lucky, molecules that have returned, by internal 

conversion and vibrational relaxation, to the lowest vibra- 
tional state of S, will get themselves back to the ground state 
So in relatively short order by purging themselves of photons, 
a process we have come to know and love as fluorescence. 
In almost all cases, the energy content of the photons emit- 
ted will be lower than the energy content of the photons 
originally absorbed, for two reasons. First, as we have just 
mentioned, some of the absorbed energy is lost by internal 
conversion before fluorescence occurs. Second, although 
fluorescence emission will get the molecules back to So, they 
will often be in higher vibrational states of S,, and will lose a 
little bit more energy by vibrational relaxation in the 
seconds following fluorescence emission, arriving back at the 
lowest vibrational state of So. Thus, fluorescence emission 
will occur at longer wavelengths than the absorption that 
preceded it. 

The wavelength difference between the absorption or ex- 
citation maximum and the emission maximurn is known as 
the Stokes shift, after George Stokes, who described and 
named fluorescence in the mid-1 800's. The term fluores- 
cence was derived from fluorspar, which is fluorescent, by 
analogy to opalescence, another optical effect named for a 

The material Stokes observed was a solution of 
quinine; the light source was sunlight, the excitation filter a 
dark blue stained glass window, and the emission filter a 
glass of white wine. I am not making this up. 

If we look at a fluorescence spectrum, such as that shown 
in Figure 4-7, we generally see that the emission spectrum is 
shaped like a mirror image of the absorption (or excitation) 
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Figure 4-7. Fluorescence spectrum of fluorescein. 

spectrum. Also, in general, the shape of the emission spec- 
trum remains the same, irrespective of whether the material 
is excited at shorter or longer wavelengths within the absorp- 
tion region. This is so because the energy difference between 
the longer and shorter wavelength photons is dissipated by 
nonradiative mechanisms following absorption. 

Okay, you might say, but the excitation spectrum over- 
laps the emission spectrum. If the shape of the emission 
spectrum remains the same, no matter what the excitation 
wavelength is, wouldn't that mean that we could get 500 nm 
emission from 5 10 nm excitation, seemingly violating the 
Law of Conservation of Energy? Well, we could get 500 nm 
emission from 510 nm excitation, if the molecule in ques- 
tion was already in a vibrational excited state when the 510 
nm excitation photon arrived. The cost of electronic excita- 
tion remains the same, but the molecule itself is coming up 
with some of the money. 

The width and fine structure of the excitation spectrum 
reflect the energy differences between vibrational states of 
the electronic excited states; absorption peaks are typically 
skewed with long tails toward shorter wavelengths, because 
the transitions with the highest probabilities of occurrence 
are those to the first few vibrational levels of S, . The width 
and fine structure of the emission spectrum reflect energy 
differences between the vibrational states of So; emission 
spectra usually have long tails toward longer wavelengths, 
because the most probable transitions in emission are those 
to the lowest few vibrational states of So. 

In fluorescence, exit from the excited state generally 
obeys first order exponential kinetics. If fluorescence were 
the only process by which molecules returned to the ground 
state, the mean lifetime of molecules in the excited state 
would be l /k, ,  where k, is the rate constant for fluorescence 
emission. This quantity is defined as the intrinsic lifetime, 
T ~ .  In reality, there are other processes competing with fluo- 
rescence to deexcite the molecule; the actual excited state 
lifetime, T, will therefore be shorter. The actual mean ex- 
cited state lifetimes for most fluorescent molecules are on the 
order of 10" s, or 10 ns. Since the decay kinetics are expo- 
nential, the mean lifetime is not the median lifetime; the 
fraction l/e, or about 37 percent, rather than half, of the 

molecules will remain in the excited state at t = 7, while 
about 63 percent will have left the excited state by then. 

It is often possible to use differences in fluorescence life- 
times between molecules to advantage for analytical pur- 
poses. The lanthanide rare earth elements, such as europium 
and terbium, exhibit atomic fluorescence due to emission 
from electrons in forbitals; the excited state lifetime of such 
fluorescence is typically several microseconds. When rare 
earth chelates are used as fluorescent labels, it is possible to 
detect their fluorescence in the presence of much higher, but 
shorter-lived, background fluorescence by using a pulsed 
source such as a nitrogen laser and electronically gating the 
fluorescence measurement system so that 50 nanoseconds or 
so elapse before the measurement is made. This is an exam- 
ple of time-resolved fluorescence spectroscopy. 

The quantum efficiency, or quantum yield, of fluores- 
cence, @, is equal to the ratio of the number of photons 
emitted to the number of photons absorbed, and can also be 
represented as 

where Cki is the sum of rate constants for the competing 
nonradiative deexcitation processes. The total fluorescence 
emission obtained from a fluorescent material is the product 
of the number of photons or amount of light absorbed and 
the quantum efficiency. If you want to have a lot of light 
emitted, you've got to get a lot of light absorbed first; thus, 
good fluorescent probes need to have high extinction coefi- 
cients. 

Phosphorescence 

The S in So, S,, etc. stands for singlet. In absorption, an 
electron is raised from a low-energy orbital to a higher- 
energy orbital, typically leaving behind another electron in 
the low-energy orbital. According to the Pauli exclusion 
principle, two electrons in the same orbital must have oppo- 
site spins, which are described as paired. A singlet excited 
state is one in which the electrons in the high- and low- 
energy orbitals have paired spins; absorption processes which 
result in formation of singlet excited states have relatively 
high transition probabilities, and emission leaving both elec- 
trons in the low-energy orbital also has a high probability of 
occurrence. Such transitions are described as allowed. 

A triplet excited state is one in which the electrons in 
high- and low-energy orbitals have the same spin. Transi- 
tions to and from triplet states require changes of spin and 
therefore have a low probability of occurrence; they are 
called forbidden. The first triplet excited state, T , ,  generally 
has a lower energy than the first singlet excited state, S,. Fol- 
lowing absorption, molecules can relax via a nonradiative 
transition to the T,, rather than the S, state; this is called 
intersystem crossing. The transition to the ground state So 
from TI is forbidden. This doesn't mean it can't happen; like 
a lot of other supposedly forbidden things, it does happen, 
but it takes longer to occur because it has a lower probability 
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and because the energy must be passed through secret Swiss 
bank accounts. The associated emission is called phospho- 
rescence. Lifetimes for phosphorescence are much longer 
than for fluorescence, typically milliseconds to seconds, 
thanks to which we have television and watch dials that glow 
in the dark. Since the energy difference between TI and the 
ground state S o  is usually smaller than the energy difference 
between S, and So, phosphorescence typically occurs at 
longer wavelengths than fluorescence. 

Fluorescence Polarization 
I have already mentioned that, in order for absorption to 

occur, the E vector of the incident light must be aligned 
with the dipole moment of the absorbing molecule. If the 
incident light is linearly polarized, only those molecules that 
happen to be oriented properly with respect to the plane of 
polarization will absorb light. Since only those molecules 
absorb the incident light, only they are capable of fluores- 
cence emission. Like absorption, emission can only occur in 
a direction determined by the orientation of the molecule. 

s) that the absorbing 
molecules have no time to move during the process. If fluo- 
rescence emission occurred as rapidly as absorption, or if the 
molecules involved were completely immobilized, the fluo- 
rescence emission occurring following excitation by linearly 
polarized light would be linearly polarized, although not 
necessarily polarized in the same plane as the exciting light. 
By now, we know that that isn’t the way the world works; 
fluorescence is going to occur over a period of nanoseconds 
following absorption, and it’s a cinch that at least some of 
the molecules are going to change their orientations (ix., 
rotate) before they emit. This means that some fluorescence 
depolarization will occur. The more motion there is before 
emission, the more depolarization we can expect. 

We can make use of this effect to determine the relative 
rotational freedom of fluorescent molecules, or the fluidity 
of their microenvironment; or, looking at the other side of 
the coin, we can determine the extent to which molecular 
movement is restricted, or the viscosity of the microenvi- 
ronment. This is done by using appropriate polarization 
optics, which may be as simple as Polaroid filters in different 
orientations, and making measurements of fluorescence in- 
tensities polarized in the planes parallel and perpendicular to 
the plane of polarization of the excitation. These intensities 
are, respectively, denoted by Ill and 11. 

From the intensities, we can compute either the fluores- 
cence polarization, p, as 

Absorption occurs so rapidly 

or the fluorescence emission anisotropy, r, where 

r = (Ill- 11)/( I l l+ 2 11) . 

Values of both polarization and anisotropy increase as mo- 
lecular rotation is increasingly restricted. The use of fluores- 

cence polarization and anisotropy measurements to measure 
rotational diffusion of molecules in membranes and the cy- 
tosol will be discussed further in the chapter on parameters 
and probes. 

As a general rule, when we are not trying to measure ani- 
sotropy or polarization in our cytometers, we pay little or no 
attention to the degree or direction of polarization of fluo- 
rescence. Most of the time, we get away with it. However, an 
article published in 2000 by Asbury, Uy, and van den 
Enghz439 suggests that polarization effects may represent a 
fair-sized skeleton in our cytometric closet. 

Since the light emitted by most lasers used as light 
sources in cytometty is polarized, both scattered light and 
fluorescence emission are typically polarized to some degree. 
This makes the intensity of detected signals more dependent 
on the angle and direction at which they are detected than 
would otherwise be the case. Differences from instrument to 
instrument in optical geometry, and in the polarization re- 
sponse of optical elements such as lenses, dichroics, and fil- 
ters, may therefore lead to otherwise inexplicable differences 
in the intensities of signals measured from supposedly iden- 
tical cells or particles. Further complications may be intro- 
duced by the fact that different fluorescent probes exhibit 
differing degrees of fluorescence polarizarion, some intrinsic 
to the molecular structure of the probesr and some depend- 
ent on binding to macromolecules and on other environ- 
mental characteristics. 

The bottom line for most users is that polarization- 
related differences in the response of different instruments 
may interfere with the standardization of quantitative fluo- 
rescence measurement. The bottom line for those of us who 
develop and manufacture instruments is that we need to 
determine the nature and extent of those differences, in 
hopes of reconciling results from existing systems and im- 
proving the design of future systems. A simple solution was 
suggested by Asbury, Uy, and van den Engh; placing a 

polarizer at the so-called “magic angle” (54.7” for linearly 
polarized source emission) in the light path of each fluores- 
cence detector removes the dependence of intensity meas- 
urements on polarization, with only a modest loss of overall 
signal intensity. 

Stimulated Emission 
One of the stranger things photons can do is make more 

photons just like themselves. I don’t mean from nothing; 
there has to be some energy input to start with, but it’s still 
pretty remarkable. It took Einstein to figure it out. We al- 
ready know that a photon is likely to be absorbed by a mole- 
cule if the energy difference between the molecule’s ground 
and excited states is equal to the energy of the photon. It 
turns out that just having photons of that energy around also 
increases the likelihood that molecules already excited will 
emit identical photons. 

That, of course, is the catch. In general, when we’re talk- 
ing electronic excitation, there are a lot fewer excited mole- 
cules than molecules in the ground state, as our exercises 
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with the Boltzmann distribution showed. On the other 
hand, we also calculated that, for less energetic transitions, 
we could end up with nearly equal numbers of molecules in 
the upper and lower energy levels. So, what happens if we 
put a whole lot of energy and some well-chosen photons 
into a small volume of molecules? 

There are, as it turns out, a number of ways of doing 
this. One of them is to confine an incandescent ionized gas, 
or plasma, using a magnetic field, to the central portion of a 
tube placed in a mechanically rigid structure in which mir- 
rors at both ends efficiently reflect light in some spectral 
region in which components of the plasma emit, with one of 
the mirrors transmitting a tiny bit of light. The plasma will 
contain a higher proportion of ions or molecules in an ex- 
cited state than in a corresponding lower energy state, or a 
population inversion. With time, more and more light will 
bounce back and forth between the mirrors, and, wonder of 
wonders, the photons in the light transmitted out one end 
will all be of the same wavelength, and in the same phase, 
and going in the same direction. In other words, this light 
output will be coherent. We start with a little light of a 
given wavelength, and stimulated emission gives us more, 
so we are getting gain at that wavelength, or, to recoin a 
phrase, Light Amplification by Stimulated Emission of Ra- 
diation. In other words, we’ve made ourselves a laser. 

Since actually building working lasers involves substan- 
tial amounts of both high tech and black art, I am tempted 
to say that reproduction of photons is an unnatural act. As it 
turns out, though, there is at least one known example of a 
natural laser; there is some gain at carbon dioxide emission 
lines in the atmosphere of Mars. Assuming we don’t put 
enough laser light through flow cytometers to get the dyes in 
cells to lase (and I wouldn’t swear we don’t), there should 
not be competition between fluorescence and stimulated 
emission in flow cytometry. 

Resonance Energy Transfer 
There are a number of ways in which a molecule in an 

excited state can transfer energy nonradiatively to other 
molecules; collision, for example, is inelegant but effective. 
The transfer of energy, however, is more efficient when the 
energy differences between the So and S, states of the donor 
and acceptor molecules are the same, in which case there is 
said to be a resonance between them. This condition holds 
when an emission peak of the donor species and an absorp- 
tion peak of the acceptor species overlap substantially. Even 
then, however, significant resonance energy transfer can 
only occur when donor and acceptor molecules are within 
about 60 A of one another in space, because, as Forster 
showed in the 1950’s, the amount of energy transfer is in- 
versely proportional to the sixth power of the distance be- 
tween donor and acceptor. As will be discussed further in the 
chapter on parameters and probes, this sensitivity to inter- 
molecular distances makes it possible to use measurements of 
the extent of energy transfer between molecular species as a 
“spectroscopic ruler” to measure those distances”” 2347. 

Energy transfer is nonradiative; that is, the donor is not 
emitting a photon that is then absorbed by the acceptor. 
Nonradiative transfer of absorbed light energy through one 
or more phycobiliproteins to chlorophyll is widespread in 
nature and essential to life; while these molecules are fluores- 
cent to some extent in their natural environment, they are 
more fluorescent when separated from it. Energy transfer can 
be used for spectral shifting of fluorescence, since emission 
from the acceptor can result from absorption by the donor. 
This trick is commonly employed in scintillation counting, 
and is, as was noted in Chapter 1, also the basis for tandem 
conjugate labels. 

Quenching, Bleaching, and Photon Saturation 

More often than not, cytometry uses fluorescence as its 
medium of exchange for information; we use fluorescent 
probes or dyes to measure the amounts of various substances 
of interest on or in cells. We must therefore be concerned 
with processes that may, as it were, change the rate of ex- 
change, making the fluorescence signal no longer propor- 
tional to the amount of probe or label used. Quenching, 
bleaching, and photon saturation can all, in some circum- 
stances, interfere with our measurements; in other circum- 
stances, we may be able to use these effects to advantage. 

Quenching results when excited molecules relax to the 
ground state via any nonradiative pathways that provide 
alternatives to fluorescence. Loss of energy by vibration and 
collision, by energy transfer, and by intersystem crossing 
may all account for quenching. Molecular oxygen and para- 
magnetic molecules and heavy ions such as iodide quench by 
increasing the probability of intersystem crossing. Polar sol- 
vents such as water generally quench fluorescence to some 
extent because such molecules reorient around excited state 
dipoles. This may explain the popularity of cold showers as a 

means of getting out of excited states. 
Bleaching occurs when the structures of fluorescent 

molecules are altered sufficiently to render them nonfluores- 
cent. Bleaching can result directly from the action of light 
on the fluorescent molecules or from chemical reactions 
between the fluorescent species and other reactive molecules, 
such as oxidizing agents present in solution or free radicals 
produced by photochemical reactions. 

In fluorescence excitation, one is shooting at a finite 
number of targets. We have a certain number of dye rnole- 
cules, in each of which electrons can be raised to excited 
states, usually returning to the ground state after a few nano- 
seconds. However, there is always some chance that absorp- 
tion of one or more photons will alter molecular electronic 
structure enough to break a chemical bond, yielding a non- 
fluorescent product(s); the process is called photolysis. 

Bleaching can occur in flow cytometers at surprisingly 
low laser power levels, as was shown by Pinkel et a196. These 
authors set up a dual-beam flow cytometer, with excitation 
from two separated argon ion laser beams, both at 488 nm, 
each focused to an elliptical spot approximately 100 p n  
wide (perpendicular to flow) and 15 pm high (parallel to 
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flow) at its intersection with the cell stream. The two obser- 
vation points thus produced were separated in space by 10- 
100 pm. The power in the second “probe” beam was kept 
constant at 150 mW; power in the first beam was varied 
between zero (i.e., the beam was blocked) and 400 mW. 
This instrument was used to examine sperm cells stained for 
DNA by the acriflavine Feulgen method; distributions ob- 
tained from fluorescence measurements made in the probe 
beam were compared using different powers in the first 
beam. If passage through the first beam resulted in bleach- 
ing, i.e., destruction of dye molecules, fewer dye molecules 
would be present by the time the cells reached the probe 
beam, and the intensity of fluorescence detected in the probe 
beam would therefore be lower. 

A slight decrease in fluorescence intensity was noticeable 
when the power in the first beam was set at 8 milliwatts 
(mW); when power was 400 mW, fluorescence intensity 
measured in the probe beam was decreased by about 75 per- 
cent, compared to values obtained with the first beam off. 
This indicated that most of the dye was destroyed, or at least 
temporarily converted to a nonfluorescent form, by exposure 
to argon ion laser emission at 488 nm at power levels com- 
monly used for flow cytometry. Pinkel et al also showed that 
increasing excitation power above 15 mW in a single beam 
instrument did not result in a proportional increase in the 
peak channel number of the observed fluorescence distribu- 
tion; this provided further evidence of significant bleaching. 
While most dyes used in flow cytometry are less sensitive to 
bleaching than is acriflavine, the message is clear; there is 
always a power level above which “throwing more photons 
at the problem” may be counterproductive. 

My colleagues at Block and I were not at all surprised by 
these results. Tomas Hirschfeld had concluded, some years 
before the Pinkel paper came out, that one might get a better 
signal-to-noise ratio in some kinds of immunofluorescence 
analysis by taking advantage of bleaching. What we had 
been trying to do was to detect single viruses in serum iso- 
lates, using antibodies tagged with a macromolecule (poly- 
ethylenimine) to which several hundred molecules of fluo- 
rescein had previously been conjugated. 

We encountered two major problems; the serum was 
highly fluorescent, due to its content of flavins and other 
naturally fluorescent molecules, and the highly fluorescein- 
ated antibodies weren’t fluorescent, because the fluorescein 
molecules were close enough to quench one another by en- 
ergy transfer. This was an example of a common phenome- 
non called concentration quenching; one normally runs 
fluorescence spectra on micromolar or submicromolar con- 
centrations of dyes to avoid it. 

It occurred to Tomas that if he had several hundred fluo- 
resccin molecules quenching one another, it meant that they 
couldn’t be spending a lot of time in the excited state, i.e., 
quenching shortened the excited state lifetime. He then 
reasoned that the quenched molecules would be less likely 
than unquenched molecules to bleach if he threw a lot more 
photons at them. 

The interfering background substances weren’t present 
in enough concentration to be quenched to anything like the 
extent to which the fluorescein molecules were. Therefore, 
clobbering the sample with a lot of laser power should rap- 
idly bleach the molecules responsible for the background 
fluorescence. From that point on, photons would be 
squeezed out of the fluoresceins at a leisurely pace until they 
went to their reward. As long as the relative probabilities of 
fluorescence and bleaching remain the same, one can expect 
to get a certain number of photons out of a molecule before 
it gets bleached. Tomas concluded, and found, that he could 
get the same number of fluorescent photons out of a 
quenched fluorescein over a long time period than would be 
obtained from an unquenched fluorescein in a shorter 
timeIo8. 

“Bleaching out the background before making a cy- 
tometric measurement is analogous to letting the back- 
ground fluorescence fade out when you are looking at cells 
under the fluorescence microscope (p. 12). It only works 
when the fluorescent material you want to measure is 
quenched to a significantly greater degree than are interfer- 
ing fluorescent substances in the background. We had 
planned to use this strategy in the gadget we built to count 
single and Mike Hercher and others had done fairly 
extensive calculations of how much laser power we’d need. It 
turned out that, with 100 m W  of excitation at 488 nm, we’d 
be able to see a few dozen molecules of fluorescein, and we 
wouldn’t gain anything by increasing the power because we 
would have zapped every last fluorescein molecule with the 
100 mW. This made us curiouser and curiouser about why 
almost everybody else who was building flow cytometers was 
using big lasers to get a watt or so of excitation power. It 

seemed that they wouldn’t need that much power unless 
they were throwing away photons right and left everywhere 
in their instruments; to make a long story short, they were. 
But there are some justifications for the use of high laser 
power. 

As the intensity of the incident light goes up, the prob- 
ability of hitting dye molecules with photons increases. Up 
to a point, this will result in increased fluorescence emission. 
Once the number of dye molecules in the excited state be- 
comes equal to the number of dye molecules in the ground 
state, however, a state of photon saturation is reached. Fur- 
ther net transition between the ground state and the first 
excited state is impossible; throwing more photons at the 
sample will not result in increased fluorescence. 

A 1992 study by van den Engh and Farmer’’30 added 
considerably to our understanding of how of saturation and 
bleaching affect measurements made in flow cytometers. 
The theoretical section of this paper calculated the average 
time interval T~ at which photons hit a dye molecule; this 
quantity is equal to IIaI, where a is the molecule’s absorp- 
tion cross section, in units of area, and I is the intensity of 
incident light, in units of photons per unit area per unit 
time. A typical dye might have an extinction coefficient of 3 
x lo4 mol-’cm-’; the formula on p. 11 1 would convert this to 
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an absorption cross section of 1.15 x m2. A 1 W, 488 
nm laser beam, focused to a 20 pm spot, provides an average 
illumination intensity, or photon flux, of 7.87 x pho- 
tons m.’s.’; at the center of the Gaussian beam, the intensity 
is twice this. A dye molecule in the center of the beam will 
thus encounter a photon about every 6 ns. This time tp is of 
the same order of magnitude as the excited state lifetime z. 

Additional fluorescence cannot result from the interac- 
rion of photons with dye molecules rhat are already in the 
excited state; as van den Engh and Farmer put it, such mole- 
cules have an effective cross section of zero. The probability 
of a photon producing excitation of a molecule is T ~ / ( z  + zp); 
this reaches a maximum value when z = tp, and the excita- 
tion rate becomes 1/z. Increasing excitation intensity beyond 
this point simply decreases the efficiency of excitation, and 
does not increase the total amount of emitted fluorescence. 
Van den Engh and Farmer’s data also showed that bleaching 
is almost entirely due to absorption of single photons by 
molecules in the ground state, rather than to absorption of 
second photons by molecules in excited states. 

A molecule is unlikely to go through an infinite number 
of cycles of excitation and emission; the probability of its 
undergoing bleaching while in an excited state is constant, 
and, therefore, as the number of cycles increases, the likeli- 
hood that the molecule will be destroyed increases. A mole- 
cule of Hoechst 33258 bound to DNA was found to have an 
effective life of about 100 excitation-emission cycles, whereas 
a molecule of DNA-bound propidium iodide would last for 
just over 200 cycles. The critical point here is that these fig- 
ures are independent of excitation intensity. You get the 
same number of photons from a dye molecule whether you 
excite it at low intensity for a long time or high intensity for 
a short time, and you get the maximum number of photons 
out only by bleaching all of the dye molecules. 

For any given observation period, there is a lower range 
of intensities at which neither bleaching nor saturation are 
significant; in this range, usually corresponding to laser 
power levels of no more than a few tens of milliwatts, fluo- 
rescence emission increases linearly with excitation intensity. 
Above this range, the relative increase in emission is less than 
the relative increase in intensity, and above the intensity at 
which 7 = zp, there is no relative increase in emission. Thus, 
at least for dyes of the type studied by van den Engh and 
Farmer (i.e., DNA stains), there is some advantage to using 
very high excitation powers, i.e., hundreds of milliwatts. 

Since a typical laser beam has a Gaussian profile, focus- 
ing the beam to a 20 pm spot produces a large variation in 
illumination intensity over the width of even a small (e.g., 2 
pm) core stream. At low laser powers, this will result in un- 
acceptably large CV’s for fluorescence measurements. How- 
ever, if the power is high enough, the intensity variation over 
the width of the core will produce only small variations in 
fluorescence emission, with minimal effects on the meas- 
urement CV; effects of fluctuations in laser output that 
would otherwise decrease precision will be minimized, as 
well. 

One downside to measurements at high excitation inten- 
sity relates to the photochemical effects of dye bleaching on 
the biological and/or biochemical properties of the sample. 
Kissane et a1256 reported that UV laser powers above 100 
mW substantially decreased viability of sorted cells stained 
with Hoechst dyes. It is likely that this is due to formation 
of photoadducts between the dye and DNA that are not 
repairable by normal mechanisms, and it seems probable 
thar chromosomal DNA, or sperm, sorted after sraining with 
Hoechst dye and exposure to very high laser powers, might 
be similarly damaged. 

There are also other situations in which the use of high 
power levels may be counterproductive. Doornbos, de 
Grooth, and G r e ~ e ~ ~ ~ ’  carried out theoretical and experimen- 
tal studies of bleaching and saturation in a flow cytometer, 
considering the behavior of fluorescein (FL), phycoerythrin 
(PE), and allophycocyanin (APC), and using a wide range of 
both laser powers and observation times. While APC fluo- 
rescence could be accurately fit to a model in which exit 
from the excited singlet state could only proceed via fluores- 
cence emission, nonradiative decay, bleaching, and conver- 
sion to the triplet state, the fluorescence of FL and PE could 
nor, indicating the involvement of other processes. For APC, 
it was found that the best signal-to-noise ratio for detection 
could be obtained with relatively low excitation power (30 
mM), and a much longer observation time (1 ms) than is 
commonly used in conventional flow cyrometers. Under 
these conditions, Doornbos, de Grooth, and Greve calcu- 
lated it should be possible to detect a single molecule of cell- 
associated APC. In fact, a scanning system built by their 
group2383, using an 8 mW, 635 nm laser diode for excitation, 
with an observation time of approximately I ms, resolves 
beads bearing small numbers of APC molecules better than 
do current commercial flow cytometers. Long observation 
times, and very slow flow rates, have also been used to ad- 
vantage in flow cytometers specially designed for observation 

Here’s a riddle: when can a lifetime be a dead time? As 
was noted on p. 1 1  1, the uncertainty principle results in an 
inverse relationship between the widths of absorption peaks 
and excited state lifetimes. For most fluorophores, the excita- 
tion spectrum and the absorption spectrum are the same, or 
very nearly so, and emission spectra tend to be mirror images 
of excitation spectra. Thus, one would expect a fluorophore 
with a narrow emission peak to have a long excited state 
lifetime. The emission peaks of the lanthanide elements 
mentioned above are quite narrow, and, as would be pre- 
dicted, their excited state lifetimes are very long, meaning 
microseconds. You would therefore not want to use a lan- 
thanide label in a high-speed sorter, in which a cell spends 
less than a microsecond in the excitation beam; you 
wouldn’t be able to excite each label molecule more than 
once. Well, you’d also have to look downstream some dis- 
tance to detect the emission, and make the measurements 
over a long time period (it has been but that’s 
another problem. 

94 , viruses , and of DNA molecules660.1 144.2327.2333-4 
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But let’s say we have two dyes, one with a 3 ns lifetime 
and one with a 9 ns lifetime, and the excitation intensity is 
high enough so that a photon capable of exciting either 
comes by every 3 ns. You can get three excitation-emission 
cycles out of the dye with the 3 ns lifetime for every one you 
get out of the dye with the 9 ns lifetime. In other words, the 
3 ns dye is just at photon saturation; the 9 ns dye is well past 
it, and its lifetime, i.e., the time it spends in the excited state, 
has become a “dead time” during which it cannot be excited, 
no matter how many eligible photons pay it court. 

This may explain why some probes with short lifetimes 
yield higher intensity signals from flow cytometers than do 
other probes, with longer lifetimes that, according to spec- 
trofluorimetric measurements, have higher absorption at the 
excitation wavelength and higher quantum efficiency. The 
average spectrofluorometer doesn’t get its specimens any- 
where near photon saturation, meaning that the time be- 
tween excitations is very long, and the time molecules spend 
in the excited state is negligible, whereas photon saturation is 
not infrequently approached or reached in flow cytometers. 

I was thinking that a cover blurb describing this book as 
being about excited states, vibrational relaxation, and stimu- 
lated emission might boost sales; “no emission without a 
quantum” seemed like a useful slogan. However, good taste 
won out, at least for the cover. Before I start to improve my 
image, I should cover a few odds and ends to complete this 
discussion of the interaction of light and matter complete. 

Quantum Flotsam and Jetsam 

Inelastic Scattering and Doppler Measurements 
When we talked about scattering, I described what is 

more precisely defined as elastic scattering, which results in 
emission of photons at the same energy (or frequency, or 
wavelength) as the incident light. Inelastic scattering occurs 
when the scattering object is moving; the Doppler shift 
results in scattering at a higher frequency than that of the 
incident light if the object is moving toward the source and 
in scattering at a lower frequency if the object is moving 
away. The faster the object is moving, the larger the fre- 
quency difference between incident and scattered light. 
Since relatively low energies are involved in molecular mo- 
tion, the frequency differences between the incident and the 
scattered radiation are relatively small. Inelastic scattering of 
microwave radiation has been widely and profitably em- 
ployed by law enforcement agencies. Until the advent of 
lasers, it was difficult to use light to measure particle veloci- 
ties, because small frequency differences were hard to detect. 
Now, laser Doppler velocimetry can be used for such pur- 
poses, and the cops can tell whether your particle is going 
over 65 before you can take any countermeasures. 

Raman Scattering 
There is a small probability that a molecule will undergo 

a vibrational transition at precisely the time at which scatter- 
ing occurs, resulting in the emission of a photon differing in 

energ). from the energy of the incident photon by the 
amount of energy involved in the vibrational transition. This 
is Raman scattering. The vibrational event involved in Ra- 
man scattering can be either a transition to a higher vibra- 
tional level or a transition to a lower level. In the former 
case, which is the likelier of two rather improbable events, 
the Raman emission is at a wavelength longer than that of 
the incident light, and is described as Stokes Raman emis- 
sion. In the latter case, the Raman emission is at a wave- 
length shorter than that of the incident light, and is de- 
scribed as Anti-Stokes Raman emission. Nobody is getting 
something for nothing in either case. Until lasers came 
along, Raman spectroscopy was next to impossible, because 
the intensity of Raman scattering is only about 1/1OOO the 
intensity of Rayleigh scattering. It is now fairly easy to do, 
and can provide useful information about molecular vibra- 
tions. Stokes Raman emission can also be a significant source 
of interference with some flow cytometric fluorescence 
measurements, notably that of phycoerythrin fluorescence, 
since the Raman emission from water illuminated at 488 nm 
is at about 590 nm, and at least some filters used for phyco- 
erythrin measurement transmit this wavelength. 

Nonlinear Optics and Harmonic Generation 
At the high radiant flux densities achievable with lasers, 

electric field intensities are extremely high. Many physical 
effects are described by formulae containing terms that in- 
clude higher powers of field intensity as well as the first 
power; the higher-order terms are usually negligible and 
what we observe are those effects that depend linearly on 
field intensity. Lasers have facilitated the study and applica- 
tion of nonlinear optics. One common application is in 
harmonic generation, in which nonlinear effects in crystals 
result in generation of light at two or more times the fre- 
quency of the incident light. Second harmonic generation, 
or frequency doubling of the 1064 nm YAG (yttrium 
aluminum garnet) laser line, for example, produces 532 nm, 
while third harmonic generation, or frequency tripling, pro- 
duces 355 nm. Frequency-doubled YAG lasers have been 
used as sources in cytornetry, and may be more widely used 
in the future as they become competitive in price with argon 
lasers. In the long run, solid-state lasers doubled from the 
980 nm range to the 490 nm range will probably replace 
argon lasers in most fluorescence flow cytometers; Coherent 
introduced such a solid-state laser in 2001244’. 

Two-Photon and Multiphoton Excitation 
At very high photon fluxes, it is possible to use two or 

more low-energy photons to induce a transition to an ex- 
cited state that would normally require a single photon with 
two or more times the energy content. Denk, S t r ider ,  and 
Webb”” accomplished this in the context of scanning fluo- 
rescence microscopy, using a tightly focused pulsed red laser 
beam to excite UV-absorbing fluorophores. Fluorescence 
emission increases quadratically with excitation intensity; 
since the depth of focus of the excitation beam is very small, 
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the technique allows detection of fluorescence from a thin 
“slice” of the specimen. There are now at least a hundred 
multiphoton confocal microscopes in operation; they typi- 
cally use very expensive pulsed Ti-sapphire lasers for excita- 
tion, although it has been claimed that there are cheaper 
ways to play the game. Multiphoton excitation for flow cy- 
tometry poses problems because of the small size of the exci- 
tation spot, which makes it difficult to get signals from more 
than a small region of a particle the size of a typical cell dur- 
ing transit through the in~t rumenf4~~.  

4.2 OPTICAL SYSTEMS 
Having sated our voyeuristic curiosities about the private 

lives of photons, we can now turn our attention to the build- 
ing blocks of both the peeping Tom’s and the analytical 
cytologist’s hardware, i.e., the lenses and other elements that 
make up optical systems. Optical systems have only one 
basic function, which is diverting light from where it wants 
to go to where the user wants it to go. In order to learn how 
this is done, we must first consider where light wants to go 
to start with. This gets us away from quanta and back into 
the domain of geometric optics. 

Light Propagation and Vergence 
We usually consider light as originating from a mythical 

object called a point source, from which we imagine rays 
emanating in all directions, i.e., over a solid angle of 4n 
steradians. Rays go in straight lines unless reflected or re- 
fracted. Reflection is simple; the angle of incidence equals 
the angle of reflection. Refraction involves an important 
optical property of the material, i.e., the index of refrac- 
tion. Snell’s law and the indices of refraction of two materi- 
als allow us to determine the angle at which a ray will be 
“bent” at the interface between them, and provide much of 
what we need to model the behavior of optical systems (Fig. 
4-5, p. 106, and pp. 107-8). 

Rays from a point source get farther apart as they go 
along; they are divergent, or have negative vergence. Paral- 
lel rays have zero vergence; light consisting of parallel rays is 
said to be collimated. Rays that converge, or have positive 
vergence, get closer together as they go along. Convergent 
and divergent light in three-dimensional space can also be 
thought of as waves with spherical wavefronts; imagine 
something like an ice cream cone, with the tip of the cone 
being the point of origin or convergence of the rays and the 
hemispherical surface of the ice cream representing the wave- 
front. The wavefronts in collimated light are planar. 

At a distance D from a point of origin (a point source; 
D here is, by convention, negative) or a point of conver- 
gence (in this case D is, by convention, positive), the re- 
duced vergence, V = nlD . Vergence is measured in diop- 
ters, where 1 diopter = 1 m-‘. 

If a ray travels a distance L through a medium with a re- 
fractive index n, we say that it traverses an optical path 
length S = Ln. The optical path length reflects the distance 
light would have traveled in a vacuum in the same time it 

took to go the distance L in the medium. If many rays from 
one point travel the same optical path length to end up at 
another point, they will have the same phase (the peaks of 
their waves will coincide) and they will reinforce in such a 
way as to form a real image. 

Image Formation by Optical Systems: Magnification 
Images can be formed by mirrors, but we are concerned 

here with lenses. Lenses are pieces of material (usually glass, 
plastic, or quartz) with a shape such that all rays traversing 
them reach a distant point having traveled the same optical 
path. In Figure 4-8, that point is at infinity. The rays from 
the point source all emerge parallel to each other, so we say 
they are collimated. The distance from the point source to 
the lens is the focal length, f, of the lens. 

Figure 4-8 Light from a point source at the focal length 
of a lens is collimated. This defines the focal length, f. 

Light rays are entirely reversible, so the arrow heads on 
the rays of Figure 4-8 could be reversed, bringing light from, 
say, a distant star to a focus at the focal lengthfof the lens. 
That’s a lot easier way to measure a focal length than going a 

long way away to see if the light is really collimated. The 
best version of a real point source is a distant star, and since 
it is very far away, all the rays from it that go through the 
lens are parallel. That means we can evaluate our lens by 
looking at the focus to see if the rays all converge on one 
point, forming an image of the distant point source. If they 
do, there will be little rings around the point image, due to 
the wave nature of light. Those rings are diffraction rings, 
and a lens that can show them is said to be diffraction lim- 
ited (as opposed ro aberration limited). 

P 

I 

Figure 49. Rays from a point source can be focused to 
an image point. 

In Figure 4-9, we see the formation of an image point 
that is not at infinity. If we put the point source, which we 
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now refer to as the object, at a distance P, greater than the 
focal lengthf; from the lens, an image of the object will be 
formed at the distance Q on the other side of the lens; the 
distances P and Q andfare related by the Lens Formula, 

1IP + 1/Q = llf . 
Real point sources are hard to come by, and what we 

really want to make images of are things that are small, but 
bigger than points. So we use the lens of Figure 4-9 to make 
a real image from point images of multiple points in a real 
object, as shown in Figure 4-10 below. 

0 

Figure 4-10. Rays from many points of an object add up 
to make an image. 

We generally use lenses to make an image larger or 
smaller than the object. The transverse, or lateral, magnifi- 
cation of the lens shown in Figure 4-10 is M, where M = 

P/Q . But look closely at the object and the image in the 
figure, and you will see that their proportions are not the 
same; the ratio of width to height is larger for the image than 
for the object. This change of proportions has norhing to do 
with the fact that the image is inverted; it arises because the 
axial magnification, , of the lens is not the same as the 
lateral magnification, M; in fact, M,,,, = M’. 

Lens Types and Lens Aberrations 

The lens in Figures 4-8 to 4-10 is a simple lens, or 
singlet, made of a single material. Both surfaces are curved 
outward, or convex, making the lens a bi-convex or double 
convex lens. A lens with one flat surface and one surface 
curved outward is called plano-convex. Bi-convex and 
plano-convex lenses converge light, and are termed positive 
lenses. A lens with both surfaces curved inward is said to be 
bi-concave or double concave; a plano-concave lens has 
one flat side and one curved inward. Bi-concave and plano- 
concave lenses diverge light, and are termed negative lenses. 

A concavo-convex lens, with greater curvature on the 
convex than on the concave side, converges light and is also 
known as a converging, or positive, meniscus lens. A con- 
vexo-concave lens, with greater curvature on the concave 
than on the convex side, diverges light and is therefore called 
a diverging, or negative, meniscus lens. 

If the object is at some distance betweenfand 2ffrom a 
convex lens, a magnified, real, inverted image is formed at a 
distance between 2f and infinity. If the object is at 2f; the 
image, again real and inverted, is at 2 .  and the same size as 

Figure 4-11. Elements of a typical microscope lens, show- 
ing the half angle e that defines the acceptance cone and 
the numerical aperture (N.A.) of the lens. 

the object. If the object is between 2f and infinity, a mini- 
fied, real, inverted image is formed between f and 2f 

When the object is at a distance less t h a n j  a magnified, 
erect, virtual image appears. When real images are formed, 
light diverging from the object converges in the image plane; 
a real image can be seen on a screen placed in the image 
plane. When a virtual image is formed, light from the object 
appears to be diverging from the image plane, although nei- 
ther the object nor a real image is located there. The eye 
contains the necessary optics to convert virtual images to real 
retinal images, and thus to make use of simple convex lenses 
as magnifying glasses and of mirrors for a variety of pur- 
poses. However, the detectors in our instruments need to be 
presented with real images. Simple lenses do not make the 
best images, due to the presence of aberrations. 

Most lenses are spherical, that is, their curved surfaces 
are the surfaces of portions of a sphere. Spherical aberration 
results from rays passing through the outer portions of a lens 
coming to a focus at a different point from rays passing 
through the central portion. Chromatic aberration is a 
consequence of dispersion (p. 108); since the refractive index 
of a material is higher at shorter wavelengths, rays of light of 
different wavelengths come to foci at different distances 
from the lens. Other aberrations include astigmatism, re- 
sulting in different lateral magnifications in the vertical and 
horizontal directions perpendicular to the lens axis, curva- 
ture of field, resulting in the image of a rectangular object 
taking on a “barrel” or “hourglass” shape, and coma, result- 
ing in images with comet-like “tails.” Spherical aberration 
may be corrected by using aspheric rather than spherical 
surfaces in lenses. Although it is difficult for lens grinders to 
produce spheric elements one at a time, it is simple and 
inexpensive to mold spheric lenses once a prototype is 
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made. Chromatic aberration is corrected by making lenses 
incorporating two or more elements made of materials with 
different dispersion characteristics. The simplest such lenses 
incorporate two elements, and are called achromatic dou- 
blets, or just achromats; they bring blue and red light to a 
focus at the same point. Apochromatic lenses have at least 
three elements, and focus blue, green, and red light to the 
same point. The planapochromatic lenses used in good 
microscopes also incorporate elements to correct spherical 
aberration, and to correct for curvature of field, providing an 
image that is in focus over most of the field of view, or flat, 
whence the “plan” in planapochromatic. 

Numerical Aperture (N.A.) and Lens Performance 
When a lens needs to collect rays over a very wide angle, 

multiple elements are needed to achieve diffraction-limited 
performance. Figure 4-1 1 shows a cross section of a typical 
microscope lens. The half angle 8 shown in the figure is a 
measure of the acceptance cone of the lens. The numerical 
aperture (N.A.) of the lens is given by N.A. = n sin 8 , 
where n is the refractive index of the medium between the 
subject and the front element of the lens. The N.A. of a lens 
is important in determining its resolution. The numerical 
aperture is important also because it measures the resolution 
of the lens; two self-luminous points can be resolved if they 
are a distance Ax apart, where Ax = O.Glh/(N.A.) , with h 
representing the wavelength of the illuminating light in a 
vacuum. The wavelength in vacuum is specified here, be- 
cause, as was noted on p. 107, the wavelength of light in 
material media is shorter than the wavelength in vacuum; in 
a medium of index n, hmCd = hVJn . One consequence of this 
shortening is that cells in water ( n  = 1.33) can be resolved 
almost exactly 1.33 times better than cells in air ( n  = 

1.0003). The use of immersion lenses, with water or an 
appropriate oil or gel with an index higher than that of air, 
increases both resolution and light collection. 

Even the most exquisitely engineered microscope lenses 
impose some restraints on the user. For instance, they are 
designed to minimize aberrations when used at specified 
distances. Usually that means that Q, which, in this context, 
is called the tube length, is on the order of 150 mm; in 
many newer lenses, however, Q = infinity. Departure from 
the specified conjugates, i.e., the tube length and the work- 
ing distance, which is the intended distance of the object 
from the front element of the lens, degrades the image qual- 
ity. Also, most high-N.A. microscope objective lenses have 
large magnifications at their specified conjugates. That may 
mean that the axial magnification is so large that the objects 
in the field of view must all be in the same plane to be in 
focus. To meet the needs of such application areas as scan- 
ning microscopy, in which it is desirable to have a relatively 
large depth of focus, objective lenses with low magnification 
but relatively high N.A. have become available. 

To be completely frank, though it is essential to have 
lenses with high resolution if you are doing confocal micros- 
copy, or anything fancy in the way of scanning or image 

“HIGH-DRY” 
OBJECTIVE, 
N.A. = 0.95 

1 

OIL IMMERSION 
OBJECTIVE, 

N.A. = 1.4 

Figure 4-12. Showing the effect of N.A. on light collection. 
Modified from Murphy D B  Fundamentals of Light Microscopy and 
Nectronic lmaginim7, Copyright 2001 by Wiley-Liss, Inc. Used 
by permission. 

analysis, or even just trying to look at a blood smear by eye, 
neither flow cytometry nor low-resolution scanning laser 
cytometry requires high-resolution optics. What we do need 
are optics that collect as much light as possible. That means 
a large acceptance cone, i.e., high N.A. However, there are a 
lot of high-N.A. lenses that have been optimized for high 
resolution in transmitted light microscopy by putting in a 
lot of lens elements, and, even with antireflection coatings 
on the elements, there is likely to be enough light lost at all 
the interfaces to reduce the light transmission of such lenses. 
The effects of N.A. on light gathering power can be appreci- 
ated from Figure 4- 12. 

The figure, modified from one in Murphy’s admirable 
Fundamentah .f Light Microscopy and Electronic Imagini4’’, 
shows the acceptance angles of a “high-dry’’ objective (N.A. 
= 0.95) and an oil-immersion objective (N.A. = 1.4); it is 
split to show the high-dry objective on the left and the im- 
mersion objective on the right. Rays of light defining the 
acceptance cone are shown coming from a “cell” depicted as 
a black dot between a slide and cover slip, with the line de- 
fining the split between the two objectives passing through 
the center of the cell and perpendicular to the slide, cover 
slip, and front surface of the lenses. We will assume that the 
cell is mounted in a medium with the same index as both 
the glass in these elements and the immersion oil, n = 1.5 15. 
We will first examine the high-dry objective. 

Since the medium closest to the front element of this 
lens is air, with n = 1.0003, N.A. could not be any higher 
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than this value. In fact, about the best one can do with a 
high-dry lens is N.A. 0.95. Let us consider the refraction of 
light coming from the cell at the interface between the cover 
slip and the layer of air between the cover slip and the front 
element of the lens. Snell's law tells us that light rays leaving 
the cell at angles larger than 41" to the perpendicular will 
not emerge from the cover slip at  all; they will either be 
transmitted along the surface of the cover slip by total in- 
ternal reflection, or be reflected back from the cover slip 
toward the slide. In practice, the half angle of the largest 
cone of light that will make it from the cell into the objective 
is 39"; this is the angle between the dotted line and the per- 
pendicular through the cell. However, a ray of light coming 
from the cell at 39" and hitting the outer surface of the cover 
slip will be refracted according to Snell's law and emerge at 
an angle of 72" (1.515 sin 39" y 1.0003 sin 72" = 0.95, 
which is the N.A. of the lens). This is interesting, because it 
shows us that the quantity n sin 8 , which defines N.A., re- 
mains the same from one medium to another. However, 
what does not remain the same is the half angle. We are try- 
ing to get light out of a cell and into our lens, and the big- 
gest cone of light we can capture coming out of the cell has a 
half angle of 39". So what fraction of the total amount of the 
light coming out of the cell does that cone represent? 

Assuming that we don't have any anisotropy or other di- 
rectional effects due to polarization, etc., the light should be 
coming out of the cell uniformly in all directions, i.e., over a 
solid angle of 4n steradians. We need to calculate the solid 
angle subtended by a 39"cone. It just so happens that the 
solid angle, in steradians, subtended by a cone with half an- 
gle 8 is 2 ~ ( 1  - cos 8 ) ;  a 39" cone therefore subtends a solid 
angle of 1.40 steradians. Since 4n steradians = 12.57 steradi- 
ans, we can only collect about 11 percent of the light from 
the cell using the N. A. 0.95 objective. Now let's turn our 
attention to the oil immersion objective on the right. 

O n  this side, we have immersion oil, matching the index 
of refraction of the slide, mounting medium, cover slip, and 
front element of the lens, in between the cover slip and the 
lens. There is therefore no change in refractive index be- 
tween the cell and the lens, so the half angle of the cone of 
light collected from the cell remains at 67" all the way along. 
This subtends a solid angle of 3.83 steradians; the oil im- 
mersion lens could, therefore, collect just over 30 percent of 
the light coming from the cell, or almost three times as 
much as the high-dry lens. 

It is generally stated that the light gathering power of 
lenses increases as the square of N.A.; according to this for- 
mula, the oil immersion lens should collect 2.17 times as 
much as the high-dry lens. Of  course, if we were using the 
high-dry lens to look at a cell on the surface of a slide, with- 
out the refraction at the surface of the cover slip, we would 
be able to collect light over a somewhat larger half angle. 
However, since, in flow cytomecry, we are almost always 
looking at cells in either a stream of water in air or a stream 
of water in a quartz cuvette, we can expect to have the accep- 

tance cones of lenses used without a coupling medium, such 
as immersion oil or a gel, restricted somewhat. When you 
can't afford to throw photons away, it pays to use the most 
efficient light collection system available, and the manufac- 
turers of cytometric instruments have increasingly taken this 
lesson to heart. 

Gradient Index, Fresnel, and Cylindrical Lenses 
In a convex spherical or aspheric lens, the optical path 

length is made equal for rays passing through the center and 
edges of the lens by making the lens thicker at the center 
than at the edges. In a gradient index, or "grin" lens (the 
trade name "Selfoc" often used to describe such lenses prop- 
erly refers only to those made by Nippon Sheet Glass), the 
thickness of the lens is constant, but the refractive index 
changes from the center to the outside. Such lenses can be 
made by diffusing various chemicals, which will change the 
index, into a cylinder of glass from the outside, and then 
heating the glass and drawing it out until a desired smaller 
diameter is reached. Small slices of the drawn material can 
then be cut and the ends polished, allowing large numbers of 
small lenses to be produced without the need for grinding 
curved surfaces. The process is virtually identical to that used 
in the production of fiber optics, and, in fact, grin lenses less 
than a millimeter in diameter and only a few millimeters 
long are often used in fiber optic systems. 

A Fresnel lens is a flat surface with concentric trapezoi- 
dal grooves cut or, more commonly, molded into one sur- 
face; the angles of the grooves vary with the distance from 
the center, and, thus, rays entering the lens at different dis- 
tances from the center are reflected and refracted at different 
angles. A Fresnel lens superficially resembles a grating, and 
you might guess it worked by diffraction, but it's all straight 
geometric optics. Just to confuse matters, there is also some- 
thing called a Fresnel zone plate, which can focus light, but 
which does work by diffraction. Fresnel lenses with very 
high light gathering power can be made cheaply; they are 
most likely to be seen in overhead projectors, where they are 
used as condenser lenses. 

Cylindrical lenses converge (if they are convex) or di- 
verge (if they are concave) light in only one plane. Whereas a 
convex spherical lens will focus a circular collimated beam to 
a point, a convex cylindrical lens will focus the same beam to 
a line. Crossed convex cylindrical lenses with different focal 
lengths are typically used in the illumination optics of flow 
cytometers to focus a laser beam with a circular cross section 
to an elliptical spot. In a stream-in-air flow system such as is 
found in most high-speed cell sorters, the stream itself acts as 
a relatively strong cylindrical lens. Toric lenses have cylin- 
drical surfaces with different curvatures in two perpendicular 
planes, each of which includes the optical axis. A simple 
toric lens is a piece of glass or plastic with a spherical surface 
on one face and a cylindrical surface on the other. Opticians 
use toric lenses to correct the astigmatism that results from 
the eye's own lens being somewhat toric. 
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The Helmholtz Invariant and Throughput 

We can do some remarkable things with optics, but we 
can’t beat the second law of thermodynamics and the law of 
conservation of energy. There are a few concepts that can 
help us keep out of trouble in this regard, and one of them is 
throughput. Figure 4-13 will get us started with this. 

Fig 4-13. Multiple views of magnification. 

Figure 4-13 largely reproduces Figure 4-10 (p. 120), 
which introduced us to magnification. We have provided for 
media of different indices, n, and n,, on the object and im- 
age sides of the lens. We already know that the lateral mag- 
nification of the lens in the figure is M, and that M = QIP . 
There are two similar triangles with apices at the center of 
the lens, one including perpendicular sides with the dimen- 
sions h (the height of the object) and P, and the other in- 
cluding perpendicular sides with the dimensions H (the 
height of the image) and Q. Because these triangles are simi- 
lar, Hlh = QIP = M ; this is the magnification equation. 
We can also see that hlP = HIQ, and, multiplying both sides 
of this equation by the lens diameter, D, we get hDIP = 

HDI Q. 
The Abbe sine condition, derivable from geometric op- 

tics and also from tells us that 

n,hsinO, = n,Hsin0, .  

Hlh; rearranging the terms in the equation thus tells us that 

Hlh = n,sin 0, I n,sin 0, = M .  

But n, sin 0, and n,sin 8, , respectively, are the numerical 
apertures (N.A.’s) of the lens from the object side and the 
image side, respectively. So we can express magnification not 
only in terms of the ratios of image size (height) to object 
height, Hlh, and image distance to object distance, QlP, but 
also in terms of the ratio of the N.A. for light collection and 
the N.A. for imaging. And we see that, for any given optical 
system, the product of the linear dimension of the object or 
image and the N.A. on the appropriate side of the system 
remains constant, or invariant. In the two-dimensional 
model we have just considered, the constant h n sin 0 is 
sometimes referred to as the Helmholtz invariant and 
sometimes as the Lagrange or optical invariant. 

We can find a similar invariant quantity for the three- 
dimensional case. We consider an object, or source, of area 

We already know that the magnification, M, is equal to 

A,  in a medium of index n,, with the lens collecting a cone 
of light in a cone with a half angle 0,. The lens forms an 
image of area A, in a medium of index n, , and the half angle 
of the cone on the image side is 0 , .  We can actually use 
Figure 4-13 to play this game if we just assume that the areas 
of the object (with height h) and the image (with height H) 
in the figure are A, and A,. The solid angles, a, and Q2, sub- 
tended by the cones with half angles 8, and 8, can be calcu- 
lated from the formula n = 2 4 1  - cos 0). And we end up 
with 

n,’A,n, = n,*A,a, = O. 

The invariant quantity here, 0, is variously known as the 
optical extent, &endue, or throughput and, as the last of 
these terms suggests, it tells you how much light can be 
transmitted through the system. 

It is not the case that throughput can’t be increased; we 
do it all the time when we switch from the high-dry to the 
oil immersion lens while using a microscope. However, once 
you’ve picked your optical components, you’ve defined the 
throughput of your system, and, while you can lose light, 
you can’t get more than there was in the first place. The 
bottom line on all of this is that you get the most light inro 
an optical system by collecting over the largest possible an- 
gle, or through the largest possible aperture. We’ll get to a 
practical application of throughput a little further on, when 
we talk about light sources. 

Photons in Lenses: See How They Run 
To return to the peregrinations of photons for a mo- 

ment, we might consider how lenses get photons to alter 
course. Let’s keep it simple and think of photons leaving an 
object at a distance 2ffrom our simple convex lens. If the 
lens weren’t there, they’d just go off in all directions. How- 
ever, the formulation of quantum electrodynamics is that 
photons have the highest probability of going along paths 
from which any given deviation results in the smallest possi- 
ble change in the time taken to traverse the path. A photon 
headed along the optical axis would normally get to the im- 
age plane a lot faster than a photon headed off toward the 
rim of the lens. That’s why we make a convex lens convex. 
The lens is made of a material of refractive index greater 
than that of air, and light travels more slowly in such a mate- 
rial than in air. We make the center of the lens thickest, and 
make it thinner toward the rim, so that getting from the 
object plane to the image plane takes about the same time 
regardless of the angle at which the photon originally started. 

If we really wanted to get the photons synchronized, 
we’d have to shape the lens so that its curvature was not 
spherical; in practice, spherical surfaces are easier to grind, so 
we usually put up with the spherical aberration that results 
from the lens not being quite the right shape. For some ap- 
plications, molded or ground aspheric lenses are preferable. 

The refractive index n for air is 1.0003, and sin 0 is I 1; 
therefore, the highest value of N.A. that could theoretically 
be achieved for an optical system in air would be 1.0003. 
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Higher N.A., and thus increased light gathering capacity, 
can, as Figure 4-12 shows, be achieved by filling the space 
between the optical system and the object with a medium of 
higher refractive index, such as immersion oil; the system 
must, of course, be designed with this in mind. 

Aperture and Field Stops; The f Number 

If you are familiar with photography, or, in this day and 
age, with video, you may recall that the f number (f/#) of a 
lens indicates the light gathering capacity of the lens. The 
iris diaphragm in a camera lens is an aperture stop; that is, 
it limits the cross-section and solid angle through which 
light can be collected. The f number is the ratio of focal 
length to aperture stop diameter; for small values of x, 

f/# = 1/12 x (N.A.)] 

Unlike an aperture stop, a field stop limits the field of view, 
but does not affect the angle over which light is collected. 
Field stops are typically located in the image plane, and 
some of us (mea culpa) refer to them as image plane aper- 
tures. Field stops, usually in the form of “pinholes,” are fre- 
quently used in flow cytometers to limit the area from which 
light can reach the detectors to the region immediately sur- 
rounding the observation point. 

Depth of Field and Focus and Resolution of Lenses 
It seems logical that as an optical system deals with light 

collected over an increasing range of angles, it becomes 
harder to get the light precisely where we want it. Thus, 
systems with high light gathering power should have rela- 
tively small depths of field and focus, while decreasing the 
aperture should increase depth of field and focus at the ex- 
pense of getting less light through the system. This is exactly 
the way things work; you probably know that stopping 
down a camera lens increases depth of field, and you may 
remember that cheap cameras with f / l1  lenses don’t need a 
focus adjustment. You may also have been disappointed by 
the poor visual results you got using a high N.A. microscope 
lens because its depth of field and depth of focus were SO 

small. 
Depth of field, A, denotes the longitudinal range of ob- 

ject distances over which a “sharp” image of an object is ob- 
tained at a fixed point in the image plane, where the sharp- 
ness criterion is defined by the acceptable diameter of the 
‘‘blur circle” in the image of an axial point object. For typical 
microscope objectives working at a wavelength A, A is given 

by 

A = A[(KZ*-(N.A.)’)”’/(N.A.)~] . 
Depth of focus, Ax, denotes the longitudinal range of 

distances in the image plane over which the image of an 
object at a fixed distance remains sharp; the relation between 
depth of field and depth of focus is expressed by Ax = MA . 

To determine the limit of resolution of a lens, we must 
take into account the phenomenon of diffraction. The dif- 
fracted image of a point shows a bright central spot, or Airy 

disk, surrounded by alternating dark and light circles. At a 
wavelength A, the radius of the Airy disk is 0.6lh. The im- 
ages of two points are just resolved when the distance be- 
tween the images is equal to this radius; this is the case when 
the distance between the two points is O.Glh/(N.A.). 

4.3 LIGHT SOURCES 

The Best and the Brightest 
If we intend to do fluorescence measurements, the light 

will undoubtedly come from either a laser or a mercury arc 
lamp. Why are we restricted to these two sources? It’s pretty 
obvious that the laser can readily be induced to put more 
photons than we really need through a very small area; we 
used to burn little holes through pieces of paper to impress 
visitors. w h y  can’t we use a high-intensity quartz-halogen 
lamp? The microscope companies, after all, sell quartz- 
halogen illuminators for fluorescence microscopy, and even 
promote them for immunofluorescence work. 

The characteristic we are looking for in a light source is 
commonly thought of as brightness, which was the old 
photometric term for it. What we’re after is the analogous 
radiometric quantity, called radiance or sterance. We can 
describe radiant energy coming from anywhere, be it a 

source, an element of an optical system, a wall, etc., in terms 
of radiant areance or exitance, which measures the power, 
or radiant flux (cp) emitted per unit area (A), in units of 
W/m’. A true point source can be described in terms of its 
intensity or pointance, which measures power per unit 
solid angle (R), in units of W/sr. There are no real point 
sources; arcs, filaments, light emitting diodes (LEDs), and 
the good old sun are, instead, what are called extended 
sources. Radiance (L) measures power emitted from, trans- 
mitted through, or reflected by a surface, per unit of its area, 
per unit solid angle; that is, L = (p/AR. The units of radi- 
ance are Wm.’sr’. It is this quantity that is used to compare 
light outputs of extended sources. 

We have already noted that the throughput of an optical 
system cannot be increased at any point in the system. Since 
throughput, @ = n2AQ for a system in air, with IZ = 1 , 0 = 

q/L. We are starting with whatever throughput we get to 
work with at  the source, and, as we go through the system, 
things can only get worse. We can’t take light from a system 
with low radiance and “squeeze it down” through a small 
cross-section. If we could, we’d probably be able to start a 
fire by holding a convex lens up to a lightning bugs rear 
end. 

The optical system that transmits illumination light from 
an extended source to a specimen must, at a minimum, in- 
clude a lens to collect light from the source and another to 

converge the collected light on the specimen. Both lenses are 
generally referred to as condensers; for purposes of this dis- 
cussion, they will be distinguished as the lamp condenser 
and the microscope condenser. To add to the confusion, it 
should be noted that, in the epiillumination systems gener- 
ally used in fluorescence microscopes, the microscope objec- 
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Oriel Corp.). 

tive, which collects the emitted fluorescence, also serves as 
the microscope condenser. 

The most efficient illumination, i.e., that which pro- 
duces maximum radiant flux through the specimen, can be 
obtained by making an image of some portion of the emit- 
ting surface in the plane of the specimen. In order to maxi- 
mize light collection and specimen illumination, the con- 
denser lenses should be of high N.A., to make the collection 
and illumination angles as large as possible. Consider, for the 
moment, that a single convex lens serves as both lamp con- 
denser and microscope condenser. If the emitting surface of 
the lamp is located two focal lengths from the lens on one 
side, and the specimen plane is located two focal lengths 
away on the other, the lens will form a 1:1 image of the 
source in the specimen plane, and the solid angles for collec- 
tion and illumination will be the same. If a magnified image 
of the source is to be formed, the lamp must be placed closer 
to the lens, and the specimen moved further away; the lens 
can then collect light over a larger solid angle, but the radi- 
ant flux per unit area in the specimen plane will not be in- 
creased. If a minified image of the source is formed, the 
lamp must be placed more than two focal lengths away from 
the source, and will therefore collect light over a smaller 
solid angle; again, the radiant flux through the specimen will 
not be increased. 

The largest possible collection angle obtainable using a 
convex collecting lens will be achieved if the lens is placed 
one focal length from the source; it will then collect a colli- 
mated beam of light, requiring that a second lens be used to 

converge light on the specimen. It is also possible to collect 
light from a substantial fraction of the emitting surface of a 
source using ellipsoidal or parabolic reflectors. However, 
while this can allow substantial amounts of power to be di- 
rected through surface areas larger than the emitting surface 
of the source, it is still not possible to put more radiant flux 
per unit area of the specimen than can be collected per unit 
area from the source. I’ll say it again: you can’t put any 
more light through a given area of the specimen than 
comes from the same area of an extended source. And, if 
you don’t collect all the light you can from the source, you 
can’t get it to the specimen. 

Thus, in illumination optics, as was the case for collec- 
tion optics, it is obviously a good idea to use the fastest 
(highest N.A. or lowest f/#) condenser lens you can get to 
collect light from a lamp. The condenser lens doesn’t have to 
produce a high quality image; it just has to be well enough 
corrected to do a decent job of “collimating” the light. 
Manufacturers of arc lamp systems, slide and movie projec- 
tors, and microscopes generally use aspheric lenses for this 
light collection job; it would otherwise require a lens shaped 
something like a marble, which would have intolerable 
spherical aberration. We can’t improve on things, by the 
way, by using an ellipsoidal collector with an arc lamp; this 
will let you make a brighter image on a movie screen but not 
in a microscope or flow cytometer; it’s a throughput thing. 
One might be able to collect and refocus the largest fraction 
of source emission from an arc using paraboloids, a notion 
suggested by Mike Hercher, to whom I am indebted for 
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many explanations of throughput. The available paraboloids 
may not be good enough, and you would have to use hu- 
mungous interference filters, but it might be possible. You 
still couldn't get around throughput; you could only collect 
more of the light to start with. Many people, including some 
who do optics for manufacturers of flow cytometers, do not 
seem to appreciate throughput; I kept hounding Mike, and 
also Rob Webb, until I got explanations in English, but I'll 
take the rap for this version. Whatever else you do, however, 
if you want to shine lots of light on a cell, you need a high- 
radiance source. 

Harc, Harc, the Arc! 
Now that we are all aware of the desirability of using the 

brightest lamp source available for flow cytometry, it would 
be nice to know which of the lamps available is the brightest. 
May I have the envelope, please? The lucky winner of the 
brightness sweepstakes is a 100 watt mercury short arc 
lamp, for example, the Osram HBO 100W/2; the character- 
istics of this and some other lamps are shown in Figure 4-14. 
A 100 W Hg arc lamp has an average (photometric) bright- 
ness four times that of a 75 W xenon lamp, eleven times that 
of a 150 W xenon lamp, almost six times that of a 200 W 
mercury lamp, and about 100 times the brightness of a 
quartz-halogen lamp. The radiances go in pretty much the 
same order. The 100 W lamp has the highest radiance be- 
cause the arc itself is smaller in size (about 0.25 by 0.25 mm, 
or 250 x 250 pm) than the arcs in mote powerful lamps, 
and the difference in size more than offsets the lower total 
flux. 

There is one lamp with higher average brightness than a 
100 W mercury arc; this is a 500 W xenon arc lamp. How- 
ever, the mercury lamp, as I calculate things, has a higher 
radiance in the region of its strong spectral lines at 365, 405, 
436, 546, and 578 nm than does the xenon lamp, which has 
no strong lines in the near W or visible spectrum. The 500 
W xenon lamp, in other words, won't give you more usable 
power than a mercury lamp in those regions of the spectrum 
in which you're apt to be interested, and it has the undesir- 
able characteristic of self-destructing without warning, doing 
a creditable imitation of a hand grenade in the process. 'This 
may have adverse consequences for your mental and physical 
health and for the physical health of any optical elements in 
the path of the fragments. If you still think you need a 500 
W xenon lamp, you probably have space for it in the garage 
next to the assault weapons. 

Is it just coincidental that a better and more peaceful ap- 
proach to increasing excitation power in arc lamp flow cy- 
tometers has come from Norway? Steen and S a r e n ~ e n " ~ ~  
modified the front end electronics and arc lamp power sup- 
ply in a flow cytometer to increase the lamp current by a 
factor of ten for a few microseconds afier the trigger signal 
goes above its threshold value, thus substantially increasing 
the excitation power while the cell is still in the observation 
region. The modification is inexpensive, increases the sensi- 
tivity of the instrument, does not substantially decrease the 

life of the lamp, and does not appear to increase the likeli- 
hood that the lamp will explode; whether anyone will at- 
tempt this trick in a commercial instrument remains to be 
seen. 

Why, you may ask, does anyone bother using a 50 or a 
200 W mercury lamp, a xenon lamp, or a quartz-halogen 
lamp in a fluorescence microscope if the 100 W mercury 
lamp is so good? There are several reasons. The radiance 
issue is germane to flow cytometry, where we want to illu- 
minate a relatively small region of space. The 250 pm by 
250 pm arc in the 100 W lamp is ideal for illuminating an 
area its own size (or smaller, using a field stop) in a flow 
cytometer, but we would benefit from the use of a larger arc 
size if we wanted to get uniform illumination over the entire 
field of view of a fluorescence microscope or an imaging 
cytometer, especially when using the lower magnifications. 
The other mercury lamps have larger arcs; in the 200 W 
lamp, arc dimensions are 600 by 2200 pm. The other lamps 
also have longer average lifetimes, e.g. 400 hours for a 200 
W mercury and 1000 hours for a 200 W mercury-xenon 
lamp as opposed to 200 hours for the HB0100W/2. 

Xenon lamps are generally chosen for their spectral char- 
acteristics, or lack thereof. Fluorescence microscopy pretty 
much grew up with mercury lamps. At first, only the ultra- 
violet emission from these lamps, principally the strong 365 
nm line, was used for excitation. As a result, the dyes that 
were first found useful for fluorescence microscopy were 
those that could be excited in the near W, either because 
they had absorption maxima in that spectral region or be- 
cause they had high enough quanrum efficiencies to emit 
appreciably when excited at wavelengths far from their ab- 
sorption maxima. 

Xenon lamps do not have strong spectral peaks in the 
visible region; they are preferred to mercury lamps as sources 
for spectrofluorometers for that reason, and are similarly 
useful for microspectrofluorometry. In principle, they allow 
use of a wider range of dyes; in practice, however, the con- 
tinuum between the strong lines of a mercury arc is apt to be 
as bright a source in those spectral regions as is a xenon arc, 
and the mercury lamp is better near its strong W, blue, and 
green lines. 

A publication by Koper et all''' on the addition of arc 
lamp illumination to a B-D FACS reported that ILC Tech- 
nology (Sunnyvale, CA) had made xenon lamps with a zinc 
iodide additive, producing strong emission lines between 
460 and 480 nm. Such lamps should be useful for excitation 
of fluorescein. ILC Technology told me they were no longer 
available, but some more were apparently made for use in 
the B-D FACS Analyzer; special lamps are also now available 
from Partec, which manufactures arc source cytometers. 

Fluorescein and acridine orange, both of which have ab- 
sorption maxima between 450 and 500 nm, in a region in 
which a mercury lamp has no strong lines, first became use- 
ful in fluorescence microscopy at a time when only W exci- 
tation was used. These dyes are better excited by the blue 
mercury line at 436 nm than by the W line, and thus be- 
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came more useful when filters permitting use of blue excita- 
tion became widely available. Both fluorescein and acridine 
orange ate ideally suited for excitation by the 488 nm line of 
an argon ion laser; this characteristic has made these dyes 
particularly useful for flow cytometry. There are other dyes 
that are easily used in fluorescence microscopy, but see only 
limited use in flow cytometry, e.g., brilliant sulfiflavine, 
which has an excitation maximum at about 420 nm. This 
dye is well excited by the UV and blue lines of a mercury 
lamp, but very poorly excited at 488 nm. 

Arc lamps require relatively elaborate power supplies, in- 
cluding circuitry to generate a high-voltage pulse or RF (ra- 
dio frequency) pulse train to ionize the gas, producing a 
conductive medium in which an arc can be started and 
maintained. Although arc lamps intended for spectropho- 
tometry and microscopy are sold with power supplies that 
are supposed to provide light output regulated to better than 
1%, I have measured 6-10% variations in light intensity, 
synchronized with the power line frequency, in arc lamp 
systems made by several manufacturers. A lamp, or any other 
light source, with such intensity fluctuations is apt to be 
unacceptable for cytometry. 

Several of the largest manufacturers of lamps have, since 
the late 1980’s, undertaken major efforts at developing arc 
lamps for use as automobile headlights, primarily to provide 
the stylists with headlights less than 1” high, and the status- 
conscious automobile buyer with yet another option to 
covet. It seems to have worked; I see a lot of cars with what 
the industry calls “discharge headlights” on the road these 
days, but I haven’t heard of anybody using one in a flow 
cytometer yet. 0 Gucker, where art thou? 

Peters’06 compared laser and mercury arc lamp illumina- 
tion for flow cytometry, and found that arc lamps offered 
some advantages over ion lasers as W sources. At the pre- 
sent state of the art, I would favor U V  helium-cadmium 
lasers and/or violet diode lasers2444 over both arc lamps and 
ion lasers for most applications; I will have more to say 
about this later. 

Quartz-Halogen Lamps 

In comparison to arc lamps, quartz-halogen lamps are 
less expensive and can be operated from simpler power 
sources; they employ incandescent filaments, but produce 
more green and blue light than conventional filament lamps. 
They can thus be used for fluorescence excitation in micros- 
copy. The Technicon Hemalog D differential co~nte?‘*~ 
successfully used a quartz-halogen lamp for flow cytometric 
absorption and scattering measurements; the newer hema- 
tology systems from Bayer Diagnostics, which absorbed 
Technicon, add a red laser, but keep the lamp as a source for 
absorption measurements. 

I have detected brightly stained fluorescent objects 
(beads and cells stained with DNA fluorochromes) using a 
microscope-based flow cytometer with a quartz-halogen 
source. However, the quartz-halogen lamp is at best less than 
a tenth as bright as an arc lamp, and its low photon output 

severely limits the precision with which fluorescence can be 
measured at conventional flow rates. LEDs (see below) are 
better. 

Light Emitting Diodes (LEDs) 
LEDs are everywhere these days, not just on electronic 

gadgets. My bicycle tail light, and various auxiliary rear 
lights on automobiles, use red LEDs, and green LEDs are 
replacing incandescent sources in traffk lights. What has 
made this possible is the development of “high-brightness” 
LEDs by companies including Cree, LumiLeds (a joint ven- 
ture of Agilent, formerly part of Hewlett-Packard, and Phil- 
ips), and Nichia. Although an LED, like a lamp, is an ex- 
tended source, it is not an incandescent source; when cur- 
rent is applied to the device, photons are emitted as electrons 
traverse the energy “band gap” in a semiconductor material. 
The precise composition of the material determines the en- 
ergy range of these transitions, and emission is typically re- 
stricted to a relatively narrow spectral region (tens of nano- 
meters). The lower end of the range of available LED emis- 
sion wavelengths has moved steadily downward; there are 
now UV and violet LEDs in addition to blue, green, yellow, 
red, and infrared devices. Bob Hoffman and Eric Chase pre- 
sented a poster at the 2000 ISAC meeting describing the use 
of UV and blue LEDs as illumination sources in flow cy- 
to meter^^^*^. They measured DNA content in DAPI-stained 
calf thymocyte nuclei, with a C V  of 2 percent, using a W 
LED light source, and, using a blue LED source, could read- 
ily discriminate different levels of immunofluorescent stain- 
ing of leukocytes by a PerCP-antiCD45 or a PE-antiCD4 
antibody. I have recendy compared a 100 W mercury arc 
lamp, a 50 W quartz-halogen lamp, and a high-brightness 
blue (460 nm) LED as illumination sources in a fluorescence 
microscope; the LED is at least as good as the quartz- 
halogen lamp in terms of its ability to produce visually de- 
tectable images of dimly stained objects, while consuming 
only a few hundred milliwatts of electrical power, rather 
than tens of watts. 

Illumination Optics for Lamps and LEDs 
Figure 1-21 and the related discussion on p. 51 show 

that two simple cylindrical lenses are all you need to get 
proper illumination for a flow cytometer using one (or 
more) laser sources; the monochromatic nature of laser light 
is, in general, all that is needed to define the excitation wave- 
length range. 

The optics required for lamp illumination in flow cy- 
tometry are more complicated. Even when the same micro- 
scope objective is used for illumination and collection, as in 
an epiilluminated fluorescence microscope or a typical arc 
source flow cytometer, we also have to have a condenser lens 
for the lamp, and possibly a few additional lenses and dia- 
phragms, in addition to some optical filters and a dichroic 
mirror (Figure 1-4, p. 9). 

What we will consider first, however, is the plain, old- 
fashioned transmitted light microscope and its illumina- 
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tion optics. Separate lenses, i.e., the condenser and objec- 
tive, are used for illumination and light collection. This 
configuration has also been used in flow cytometers, begin- 
ning with Kament~ky's"~; the original Block systems8 used 
two opposed pairs of lenses to permit absorption and scatter 
measurements, and Technicon's Hemalog D differential 
c o ~ n t e ? ~ " ~  and the Steen/Lindmo i n ~ t r u m e n t ' ~ ~ ~ ' ~ ~ ,  now be- 
ing resurrected by Apogee Flow Systems, also used or can 
use opposed lenses. 

In transmitted light microscopy, one of the goals (if I 
said objectives that would just confuse things) is generally 
high spatial resolution. Resolution increases with increasing 
N.A., which is a function of the angle over which light is 
collected. Now, if we are concerned with scattered light or 
fluorescence, we can essentially treat our specimens as what 
optical theorists call self-luminous objects. It doesn't mat- 
ter whether we illuminate the specimen over a large angle or 
a small one; light will be scattered, and fluorescence emitted, 
in all directions, i.e., over a solid angle of 471 steradians. 

If what we are looking at, however, is light transmitted 
by the specimen, the situation is quite different. In order for 
the light to come out of the specimen at large angles, it has 
to go into the specimen at large angles. Thus, the condenser 
has to have an N.A. equal to that of the objective. It's amaz- 
ing to me how many people either don't know that or have 
forgotten it. The N.A. value engraved on a lens simply de- 
fines the highest N.A. you can get; actually getting it is up to 
you. The immersion objectives on good microscopes typi- 
cally have an N.A. of 1.3-1.4, as do the condensers. How- 
ever, recall that the n in the formula that defines N.A. as n 
sin 8 is the refractive index, which is only 1.0003 for air. In 
other words, if the condenser is not immersed, you might as 
well not bother immersing the objective, because the effec- 
tive N.A. can't be higher than 1. If the condenser is im- 
mersed, but its aperture diaphragm is stopped down, 
restricting the region through which light enters the con- 
denser, you also won't be able to achieve the full N.A. of the 
microscope objective. 

The condenser lens illuminates the specimen with light 
derived from the source. There are two basic arrangements 
used for specimen illumination; they are shown in Figure 4- 
15. In Kohler illumination, an image of the light source is 
formed in the back focal plane of the condenser lens. Thus, 
light rays from the source (image) leave the condenser lens 
and pass through the specimen as parallel bundles. Each 
point in the specimen plane is illuminated by light coming 
from all points of the source image. The alternative illumina- 
tion setup is called critical illumination, for which an im- 
age of the source is formed in the specimen plane. 

The position of the arc in an arc lamp will change with 
time; this phenomenon is referred to as arc wander, and is 
more of a problem with some lamps than with others. Sig- 
nificant arc wander may make it preferable to use Kohler 
illumination, which will average out intensity fluctuations at 
various points in the arc image. However, the overall level of 
illumination obtained from Kohler illumination is typically 

lower than that achieved when critical illumination is used. 
Critical illumination can be used satisfactorily with an arc 
source if a large enough image of the arc is formed in the 
specimen plane to keep the intensity distribution homoge- 
neous over the observation region, even in the presence of 
arc wander. 
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Figure 4-15. Kohler and critical illumination. 

When Kohler illumination is employed, maximal illumi- 
nation is achieved when the source image fills the entire ap- 
erture of the condenser in the condenser's back focal plane. 
The use of intermediate relay lenses relaxes the rather severe 
constraint on the physical geometry of the system that would 
be imposed by the use of a single lens to collect light from 
the source and image the source in the back focal plane of 
the condenser. In a typical transmitted light microscope with 
a substage illuminator, one or two lenses are used to collect 
light from the source, forming an image of the source in the 
plane of the substage diaphragm, which serves as a field stop. 
In critical illumination, the condenser is used to form an 
image of this image in the specimen plane; in Kohler illumi- 
nation, an additional Kohler lens forms an image of this 
image in the back focal plane of the condenser. 

Arc Source Epiillumination for Flow Cytometry 
An optical system typical of those used in an arc source 

flow cytometer or an epiilluminated fluorescence microscope 
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Figure 4-16. Optics for arc source epiillumination for fluorescence microscopy or flow cytometry. 

is diagrammed in Figure 4-16. Infrared (heat) and red light 
are removed from the arc source by glass heat absorbing 
and red absorbing filters; since these are color glass rather 
than dielectric or interference filters, their transmission is 
not affected by angle of incidence. Their placement is not 
critical, but putting them between the source and the excita- 
tion filter used to select excitation wavelength reduces the 
heat load on that filter. In the past, color glass excitation 
filters, such as the UV-transmitting Schott UG 1, were gen- 
erally used for UV and violet and sometimes used for blue 
illumination; interference filters were preferred for blue- 
green and green illumination. These days, whether you’re 
doing fluorescence microscopy, image cytometry, or flow 
cytometry, it’s more likely that you’ll be using interference 
filters, and getting the right filter characteristics is critical to 
the quality of results. 

In some instruments, a collimated beam is formed in the 
excitation optics to allow placement of interference filters 
normal to the beam; since the spectral transmission of inter- 
ference filters changes with the angle of incidence, this ar- 
rangement maximizes the chance of the filter performing as 
specified. It is obviously difficult to avoid having converging 
beams impinging on the dichroic from both the illumination 
and collection sides of an epiilluminated fluorescence micro- 
scope, and the fluorescence collected by the objective will 
also pass through the emission filter(s) as a converging 
beam. However, this beam, being on the image side of a 
high-N.A. lens, forms a cone with a relatively small half an- 
gle; it is unlikely that any of its constituent rays strikes the 
emission filter at an angle far enough from normal to cause 

problems. It is also possible to reject even unwanted light 
that hits the filter at somewhat larger angle by keeping the 
passbands of excitation and emission filters well separated. 

If critical illumination is used, images of both the arc 
and the object are formed in the image plane; with Kohler 
illumination, light from the arc is diverging as it passes 
through the image plane. The latter arrangement should 
result in less stray light from the arc getting through the 
filters and reaching the detector. However, if the emission 
filters contain a colored (absorptive) backing, filter fluores- 
cence is more likely to occur and, because the light is diverg- 
ing, one cannot simply use a field stop to eliminate the filter 
fluorescence, as is easily done in a flow cytometer with a laser 
source and orthogonal geometry. 

Figure 4-16 shows a single emission filter, as would be 
used in a fluorescence microscope; a microscope-based flow 
cytometer making multicolor fluorescence measurements 
would use a series of filters and dichroics, similar to those 
shown in Figure 1-21 (p. 51), to separate the desired wave- 
length regions. 

Lasers as Light Sources for Flow Cytometers 

If arcs work for fluorescence microscopy and flow cy- 
tometry, why does anybody use lasers? Looking back over 
flow cytometric history, we see that Kamentsky‘s first in- 
strumentS61.66.78, the original Stanford sorter82, and the lCP3 
all used arc sources. We have already seen that collecting the 
light from an arc source and putting into a small volume 
such as the observation region of a flow cytometer is a non- 
trivial task, just in terms of selecting lenses. We haven’t 
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really paid any attention to another major problem area, i.e., 
the selection of filters or other optical elements to define the 
excitation and emission wavelength regions that will be used. 
It is obviously much easier to get laser beams to go where 
you want them to than it is to ride herd on arc lamp emis- 
sions, and one doesn’t have to tweak and/or realign laser 
focusing optics nearly as frequently as is required with arc 
lamp optics. Two-thirds of the optical filter problems associ- 
ated with arc lamps are essentially eliminated when using 
laser sources, because you dispense with the excitation filter 
and dichroic, and only have to worry about emission filters 
for the detectors. The monochromaticity of laser light often 
permits you to relax the specifications on the emission filters, 
as well. Lasers are undeniably brighter than arc lamps; fi- 
nally, before they became ubiquitous in CD players and as 
pointers, they were trendy and sexy and some people got 
(and may still get) a feeling of power from having to have 
the whole building replumbed and rewired so they 
couId/can connect their instruments. 

The Los Alamos group, which first reported the use of a 
laser for fluorescence flow cyt~metry’~, probably was influ- 
enced by the high radiance and the resulting ease with which 
an apparatus could be designed and built; since high tech- 
nology tends to come to Los Alamos before it gets to a lot of 
other places, people there had the first crack at using lasers 
anyway. The use of an argon laser instead of an arc lamp in 
the second version of the Stanford sorteTS6 was motivated by 
the improvement in the quality of weak (immune)- 
fluorescence measurements possible using the brighter 
source. 

There is no doubt (L. Kamentsky, personal communica- 
tion) that the novelty and trendiness of lasers strongly influ- 
enced the decision in the late 1960’s to use them as sources 
in the production Cytograf and Cytofluorograf. The latter 
was the first commercial product of any kind so incorporate 
an argon ion laser; its light source was a small, air-cooled 
device very much like those now used in most commercial 
flow cytometers, with a power output of about 10 mW. The 
laser machismo which subsequently developed among com- 
mercial and noncommercial builders of flow cytometers 
made it difficult, during the 1970’s and early 1980’s, to ap- 
preciate that bigger was not necessarily better. Fortunately, 
times have changed. 

Laser Illumination: Going to Spot 
Laser sources differ radically from extended sources in 

several respects; one is that the emission from lasers is con- 
fined to a very small solid angle, so it is generally possible 
(neglecting transmission losses) to focus all of the energy in 
the beam to a circular or elliptical spot. Most lasers used for 
flow cytometry emit a so-called TEM,, beam, in which the 
energy distribution is Gaussian. Spot “diameters,” in the 
case of a circular spot, or “width” and “height,” in the case 
of an elliptical spot, define the “l/e2 points,” at which in- 
tensity is I/e2 (or 0.135) times the value on-axis. Approxi- 
mately 87.5 percent, or the fraction [l - (l/e’)], of the total 

emission is contained in the region within the l/e2 points; 
the area of this region corresponds to the area of a central 
elliptical region of a bivariate (two-dimensional) Gaussian 
(normal) distribution within two standard deviations of the 
bivariate mean. 

Let’s consider a typical laser illumination setup for a flow 
cytometer. The laser is assumed to be emitting a beam with 
a diameter of D mm. We will assume that the beam is colli- 
mated, i.e., not diverging at all, because its actual divergence 
is pretty small. If we took a convex spherical lens of focal 
lengthfmm and placed it in the beam, with its axis coinci- 
dent with the beam axis, the beam would be focused to a 
round spot with diameter d pm at the focal distance f mm 
from the lens. The formula generally used for estimating the 
spot diameter d is 

d z (4 /n ) (h f /D)  z 1.27(hf/D), 

with h being the wavelength (in pm, not nm) of the laser 
emission. This formula neglects lens aberrations and assumes 
that the beam is focused to a diffraction limited spot; the 
formula is not, and cannot be, derived from geometric op- 
tics. 

Loken and Stall calculated the spot size normally ob- 
tained in the original B-D FACS, which focused the beam 
with a 125 mm focal length spherical lens, as 55 pm with 
5 15 nm illumination and 61 pm with 458 nm illumination‘, 
based upon laser beam diameters of 1.5 mm and 1.2 mm, 
respectively, at these wavelengths. Let us assume the center 
of a 20 pm wide core stream runs along a diameter of a 60 
pm spot, and determine the variation in illumination over 
the width of the core. A table of the Gaussian distribution 
shows that the l/e2 points, 30 pm off-axis, represent dis- 
tances of 2 standard deviations (S.D.) on either side of the 
mean. A point 10 pm off-axis is thus 0.67 S.D. from the 
mean, and receives only 0.79 times peak beam irradiance. 

What this means is that a small particle traveling near the 
outside of a 20 pm core stream receives only 79 percent as 
much illumination as an identical particle traveling down 
the core axis. If fluorescence emission is a linear function of 
illumination intensity, two identical particles following these 
different trajectories will produce signals differing in ampli- 
tude by over 20 percent. This does not make for low coefi- 
cients of variation. If one observes a low CV in a fluores- 
cence distribution measured with this beam geometry and 
core size, the only possible explanation is that the illumina- 
tion power used is at a level at which the change in fluores- 
cence intensity for a given change in illumination intensity is 
relatively small (p. 117), minimizing the effects of uneven 
illumination. If you have enough laser power, you can be 
sloppy about illumination optics. 

If the laser power level is lower, there are two obvious 
ways to improve performance of the system just described. 
One is to make the core smaller. Suppose we keep the 60 
pm round spot and go to a 10 pm core diameter; the edges 
of the core are now 5 pm off axis, at which point the irradi- 
ance is almost 95 percent of the peak irradiance. That’s bet- 



How Flow Cytometers Work / 131 

ter than 80 percent but it still isn’t where we want to be. 
We‘d have to have a 5 pm core to keep illumination varia- 
tions to within 1 percent of the peak value with a 60 pm 
spot. This is acceptable if you’re not processing 10 pm cells; 
if you wint to look at bacteria, or chromosomes, you can 
probably get to a 5 pm core and keep the round spot as is. In 
fact, the unmodified B-D FACS didn’t do badly at chromo- 
some analysislo7, although high laser power, rather than 
smaller particle or core size, was probably responsible for the 
low c v s .  

It’s not that easy to use a really small core if we’re look- 
ing at cells, and easiest way to get more even illumination 
over the width of the core is to form an elliptical focal spot, 
using crossed cylindrical lenses, as shown in Figure 4-17, 
decreasing the 60 pm dimension along the direction of flow 
and increasing the dimension perpendicular to the direction 
of flow. Going back to the Gaussian distribution, we find 
that we can keep illumination at over 98 percent of the peak 
value within the central 10 percent of the beam width. With 
a 100 pm beam width, we can handle a 10 pm core. By 
keeping the beam height a few times as large as a cell diame- 
ter, we avoid the “slit-scan” effect discussed on p. 51, and 
can use peak detectors instead of integrators, making the 
signal processing simpler, but losing the ability to derive 
information about cell size from pulse width or to discrimi- 
nate doublets by their pulse height vs. pulse area. If we do 
want the additional information, we can simply use a shorter 
focal length lens, and add the extra electronics. 

I should note that, in some of its instruments, B-D uses 
a wedge, or prism, and a spherical lens, rather than crossed 
cylindrical lenses, to form an elliptical spot. Either way, la- 
sers make optical design much easier than do lamps. 

If you want to focus down to extremely small spots, e.g. 
5 pm or less, it may be advisable to expand the laser beam 
first. This is not usually done in commercial laser source 
flow cytometers. I have tried beam expansion several times, 
and find that it causes as many problems as it cures, so I’ve 
given up on it; commercial instruments, by and large, don’t 
use beam expansion. 

Suppose you want to use two or more laser beams? My 
approach, and that used in many commercial instruments, 
has generally been to use mirrors to get the unfocused beams 
lined up in space and then to put them through a single set 
of crossed cylindrical lenses. Others, such as the groups at 
Livermore and Los Namos, have gone to more elaborate 
arrangements with the beams at small angles to one another 
going through different sets of lenses, primarily to get very 
precise control over focus and spot size for high-precision 
analyses of chromosomes. If there isn’t a lot of power to 
spare, and/or if the beam diameters and wavelengths used 
are different enough so that one lens pair won’t give you 
acceptable dimensions for the spots from both lasers, it may 
be easiest to place the lasers and their focusing optics on 
opposite sides of the flow cell; instruments from both Cy- 
tomation and Luminex follow this practice, and I’ve been 
doing it in my Cytomutts, when necessary, for years. 

SIDE VIEW 

I TOP VIEW 
SHEATH CORE 

CYLINDRICAL LENSES 

Figure 4-17. Use of crossed cylindrical lenses to focus a 
laser beam to an elliptical spot on the core stream. 

Shedding Light on Cells: Lasers, Lamps, and LEDs 

By now, it should be clear that lasers and arc lamps are 
usually the most realistic choices as light sources for flow 
cytometers. However, I have mentioned that LEDs have 
been used successfully as sources for two common types of 
flow cytometric analysis, namely, DNA content determina- 
tion and immunofluorescence measurements. So what’s the 
bottom line? How much light can each of these sources get 
through a cell? Let’s do the math and find out. 

If a laser beam were focused to an elliptical spot 100 pm 
wide by 20 pm high, a not unreasonable size to use in a flow 
cytometer, it can be calculated, from characteristics of the 
bivariate Gaussian distribution, that about 10 percent of the 
total power in the beam would illuminate a cell 10 pm in 
diameter at or near the center of the focal spot. That per- 
centage figure will hold for any laser wavelength or power. If 
the laser in question is an air-cooled, 488 nm argon ion la- 
ser, emitting about 20 mW, probably the most widely used 
source in fluorescence flow cytorneters at present, we get all 
of 2 mW through our 10 pm diameter cell. That is an illu- 
mination intensity of 2.55 x 10’ W/m’; since a 488 nm pho- 
ton has an energy of 4.07 x 10.” J, the figure is equivalent to 
6.27 x photons.m.2.sI (photons per square meter per 
second), and the photon flux through the 10 pm cell is 4.9 x 

10” photons-s-’ (photons per second). 
There would be less power and fewer photons from a fo- 

cused laser beam impinging on smaller targets. Only about 1 
percent of the light (roughly 5 x 1014 photons%’) would hit 
a 1 pm diameter bacterium; about 0.002 percent of the light 
(1 O Z 2  ph0tons.s.’) would hit a 0.1 pm virus particle. 
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The laser calculation is relatively easy; to get the corre- 
sponding numbers for lamps and LEDs, we have to dig up 
data on radiance from sources such as Figure 4-14 (p. 125). 
The figure originally appeared in an optics catalog from 
Oriel Corporation, now Thermo Oriel (Stratford, CT; 
www.oriel.com), a major supplier of light sources. It com- 
pares the spectra irradiance of mercury (Hg) and xenon 
(Xe) arc and quartz tungsten halogen (QTH) filament 
lamps. The irradiance values are given in mW.m-2.nm-’ 
(milliwatts per square meter area per nanometer wavelength) 
at a distance of 0.5 m; the corresponding radiance is calcu- 
lated by determining the solid angle represented by a square 
meter at this distance and by integrating over an appropriate 
wavelength region. 

The lOOW Hg arc lamp has an irradiance of about 120 
mW.m-2.nm-l in a 10 nm band around the strong ultraviolet 
(UV) line at 366 nm, so total irradiance in this spectral band 
is approximately 1.2 W.ri2. The surface area (4xr‘) of a 
sphere with a radius of 0.5 m is 4n.(0.25) m2. Since this is 
the surface area subtended by a solid angle of 4n sr (steradi- 
ans), 0.25 m’ is the surface area occupied by 1 sr; the radi- 
ance is thus about 0.3 W.m-2.srI, or 300 mW.m-2.sr1. 

The arc in a lOOW Hg lamp is 0.25 mm (250 pm) in di- 
ameter; its surface area is 4~ . ( .000125)~  m’; therefore the 
surface area of a 1 sr segment of the arc is (.000125)2 m2, or 
15625 pm2. The power radiated through 1 sr is 300 mW. A 
spot 10 pm in diameter on the surface has an area of 7~425)~  
pm’, or 78.5 pm2; thus, about 1.5 m W  [(78.5/15625).300] 
of UV power in the bandwidth discussed would be emitted 
through this surface. This represents the maximum amount 
of power collected from the arc which can be directed back 
through the same area, thus, if the arc is used to illuminate a 
cell 10 pm in diameter, no more than 1.5 m W  can impinge 
on the cell at any given time, no matter how efficiently light 
is collected from the arc and transmitted through the optics. 

Mercury arc lamps have strong emission lines at several 
wavelengths other than 366 nm; peak radiance near that of 
[he 366 nm line is also obtainable at 313 nm, farther in the 
UV, at 405 nm (violet), 436 nm (blue-violet), 546 nm 
(green), and 578 nm (yellow). Under the best conditions, 
neglecting transmission losses in lenses and in the filters used 
for wavelength selection, one would expect to be able to 
direct at most 1-1.5 m W  in any of these wavelength regions 
from an Hg arc lamp through a 10 pm cell at any time. 
Since we have already figured out that we can get 2 m W  (10 
percent of the total beam power) through a cell with rela- 
tively little effort if we use a 20 m W  laser source, we can 
calculate that the 1OOW Hg arc lamp will, at best, provide 
cytometrically usable light output equivalent to that from a 
15 m W  laser. That’s more than adequate to do a lot of cy- 
tometry, especially when oil immersion lenses are used for 
illumination and light collection, but it’s suboptimal for 
applications such as high speed sorting. 

Illumination intensities obtainable from Hg arc lamps in 
the real world may be even lower than the above calculations 
suggest. Unger et a12446 measured an illumination intensity of 

4.8 x lo5 W.m-’ in a fluorescence microscope using green 
(546 nm) illumination from a 100W H g  arc lamp, with a 
N.A. 1.4, 60 x oil immersion objective serving as condenser 
and collector lens. At 546 nm, a photon has an energy of 
3.64 x J; the photon flux through a 10 pm cell in this 
setup would therefore be about lot4 photonsk’, or about 
1/50 of what one could expect to get from a 20 m W  laser. 
However, this level of illumination proved more than ade- 
quate to detect fluorescence from single molecules of a 
tetramethylrhodamine conjugate using a cooled CCD cam- 
era and an observation time of 100 ms. 

A xenon arc lamp, as can be seen from Figure 4-14, has a 
relatively flat emission spectrum between the near ultraviolet 
and the near infrared (350-750 nm); this makes the Xe arc a 
desirable illumination source for spectrophotometers and 
spectrofluorometers. However, since the radiance of the Xe 
arc over this range is only about 1/10 the radiance of the Hg 
arc at its strong emission lines, the Xe arc is less desirable as a 
source for cytometry, except possibly in the region between 
450 and 500 nm, where its radiance is slightly higher than 
that of Hg arc lamps. In any given 10 nm wavelength band, 
a Xe arc lamp probably won’t put any more photons 
through a 10 pm cell than would a 200 p W  laser. 

The radiance of a quartz tungsten halogen filament lamp 
is substantially lower than that of a xenon arc lamp below 
600 nm, and slightly higher between 600 and 800 nm. 
However, the area of the emitting surface of the filament 
lamp is much larger than the area of the arc in an arc lamp; 
thus, much less power - probably only a few tens of micro- 
watts at most - can be collected from and directed through a 
small area. This makes filament lamps poorly suited for fluo- 
rescence excitation in flow cytometry, although they have 
been used quite successhlly in flow cytometers which meas- 
ure absorption and light scattering. For these purposes, they 
have the advantage that it is relatively easy to achieve precise 
regulation of output power. 

What about LEDs? The current brightness champion 
among blue LEDs is Cree, Inc.’s XBright 470 nm device, 
which emits 150 m W  from an 810 x 810 pm surface area. 
The emission from the 78.5 pm2 area corresponding to the 
area of a cell 10 pm in diameter is about 18 pW, or less than 
1/100 what one could get from a 20 m W  laser. However, 
measurements made on my fluorescence microscope show 
that a blue LED should deliver about twice as much light to 
a cell as can be obtained from a quartz halogen lamp. 

I’m sure LEDs will get brighter, but I don’t think they 
will ever get hundreds of times brighter, so I don’t see them 
replacing lasers for many flow cytometry applications. How- 
ever, I will mention that Agilent is now producing a simple 
flow cytometer module that uses a red diode laser and a blue 
LED as light sources. It was designed for a restricted range of 
applications, and it appears to do the jobs it was designed to 
do. I have also seen a very impressive, inexpensive fluores- 
cence imaging cytometer prototype with a blue LED source. 
The next few years should be interesting, but, for now, we 
need to focus, and focus on, lasers. 
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Figure 4-18. Energy levels involved in laser action. 

Lasers: The Basic Physics 

Einstein on the Beam: Stimulated Emission 

The word “laser,” as previously noted, is an acronym for 
“Light Amplification by Stimulated Emission of Radiation.” 
The physical process behind all lasers is stimulated or 
induced emission, described by Einstein in the early 1900’s. 
In order for any kind of light emission to occur, the 
prospective emitter, an atom, ion, or molecule, must be 
excited by absorption of a photon, raising an electron to a 
higher energy level. After a brief period of time, the molecule 
typically returns to a lower energy state by emitting a photon 
with energy less than or equal to that of the absorbed 
photon. Under most circumstances, only a small fraction of 
the molecules in a material are in excited states, and the 
photons emitted from different excited molecules are 
different in wavelength, phase, and polarization; such 
emission as occurs is called spontaneous emission. 
However, as Einstein showed, once a molecule (or atom or 
ion) has been excited by absorption, the mere presence of a 
photon or photons of a particular energy in its vicinity 
increases the probability that it will emit a photon of the 
same energy (frequency or wavelength), phase, and 
polarization. Thus, photons can induce or stimulate the 
emission of like photons, and the light generated by 
stimulated emission is monochromatic, and coherent, i.e., 
the emitted radiation is at the same wavelength, in phase 
with, and propagating in the same direction as the 
stimulating radiation. No other mechanism can generate 
light with such uniform characteristics. 

Stimulated emission becomes more likely as the fraction 
of the molecules in excited states increases, and can become 
self-sustaining when there is a population inversion, i.e., 
when the excited molecules outnumber those in the lower 
energy state. In general, it is difficult to create population 
inversions for energy transitions between the lowest excited 
state and the ground state of a molecule, because the ground 
state is more favorable on thermodynamic grounds 
according to the Boltzmann law (p. 109). Many practical 

lasers emit at a wavelength corresponding to the energy of a 
transition between a metastable higher energy excited state, 
i.e., one with a relatively long lifetime, and a lower energy 
excited state. The lasing medium is excited, or pumped, by 
electrical energy or by a high-intensity light source, causing 
the molecules in the medium to undergo transitions to 
excited states with energies equal to or higher than that of 
the metastable state; those at higher energies subsequently 
drop to the metastable state nonradiatively. Initially, 
spontaneous emission occurs at a particular laser wavelength 
as molecules drop from the metastable state to the lower 
excited state; thereafter, spontaneously emitted photons 
stimulate the emission of additional photons at that laser 
wavelength and the process continues. The population 
inversion required to sustain stimulated emission is 
maintained because molecules rapidly leave the lower energy 
state of the laser transition by thermodynamically favorable 
transitions to excited states of still lower energy or to the 
ground state. A diagram of the energy levels typically 
involved in laser action appears as Figure 4-18. 

Although the acronym ‘‘laser’’ stands for “Light Ampli- 
fication by Stimulated Emission of Radiation,” an operating 
laser is more like an amplifier that has been driven into 
oscillation by application of positive feedback. One can drive 
an audio amplifier into oscillation in this fashion by placing 
a microphone in front of the speaker; the resonant 
frequency of oscillation is a function of the distance 
between the microphone and speaker. 

Look, Ma, One Cavity: Optical Resonators 
The initiation of stimulated emission in a volume of a 

suitable material will not in and of itself produce the 
concentrated, low-divergence light beams that characterize 
lasers and on which so much of their utility depends; it will, 
instead, result in light emission in all directions, i.e., over a 
solid angle of 471 steradians. This is so because, whereas the 
photons produced by stimulated emission travel in more or 
less the same direction as the stimulating photons, the 
spontaneously emitted photons responsible for the first 
round of stimulation do not have any directional preference. 
It is therefore necessary to perform some geometrical and 
optical manipulations in order to make a usable laser. 

First, the volume of lasing medium in which stimulated 
emission occurs is shaped to produce some directionality of 
emission. As was just mentioned, spontaneously emitted 
photons are equally likely to be emitted in any given 
direction, and photons produced by stimulated emission, 
which follow the paths of these stimulating photons, will 
therefore also be equally likely to be emitted in any given 
direction. The probability that one photon will stimulate 
emission of others in the medium is proportional to the 
length of the path of the photon in the medium. If the 
medium were formed into a spherical shape, this average 
path length would be the same in all directions. The gain of 
the lasing medium, i.e., the number of stimulated photons 
emitted per unit distance per incident photon, is 
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predominantly dependent on the quantum mechanical 
properties, i.e., energy levels and transition probabilities, of 
the medium. If the gain is high enough, and the intensity of 
excitation of the medium is sufficient, stimulated emission 
may be sustained in a spherical volume, but emission will be 
neither directional nor coherent. 

In gas, ion, and solid-state lasers, the lasing medium is 
shaped into a long, thin cylinder or rod; photons emitted 
parallel to or at small angles to the axis of this cylinder are 
more likely to stimulate emission than photons emitted 
along or near the radius, because the path of the axial 
photons is substantially longer. Thus, the geometry of the 
medium will favor emission along the axis. Making the 
medium longer will, in general, increase the amount of 
power that can be obtained. 

Figure 4-19. Schematic of a laser. The cavity is the 
region between the mirrors. 

The directional property achieved by shaping the lasing 
medium is augmented by placing the medium inside a 
relatively rigid structure, called an optical resonator, with 
precisely aligned and spaced mirrors, highly reflective at the 
desired output wavelengths, mounted at opposite ends. 
Light emitted along the axis of the resonator is reflected back 
along the same path again and again; light at increasingly 
larger angles to the axis is less and less efficiently reflected 
back through the medium. Since light produced by 
stimulated emission is identical in wavelength, phase, and 
direction to the stimulating light, most of the emission 
confined within the laser cavity, ix., the space between the 
mirrors, will be concentrated along or very near its axis. 

Laser output is produced by making one of the mirrors, 
called the output coupler, able to transmit a small fraction 
of incident light; the amount of transmission permissible 
varies with the gain of the medium, which must be high 
enough to make up for the light lost by transmission outside 
the caviry and the light lost by absorption within the cavity. 
The mirror opposite the output coupler, called the high 
reflector, is made to reflect as much light as possible. The 
spacing between the mirrors is critical. If they are an even 
number of wavelengths apart, there will be constructive 

interference between the rays incident on and those reflected 
from the mirrors, maximizing output; if not, there will be 
destructive interference, which may be enough to prevent 
laser action entirely. A schematic of a laser is shown in 
Figure 4-19. 

Laser Action a la Mode 
The resonator can be thought of as analogous to an 

organ pipe; the length of the pipe, and the effective distance 
between the mirrors of the resonator, determine the 
frequency of the standing wave sustained by the structure. In 
the case of the resonator, this characterizes what is known as 
the longitudinal mode of the laser. 

The energy profile of the beam itself, or the transverse 
electromagnetic mode (TEM) of the laser, is determined 
by the geometry of the medium as well as by the geometric 
optics of the mirrors. If stimulated emission is confined to a 
volume close to the axis of the resonator, the laser will 
operate in what is called TEM,, (pronounced “tee-ee-em- 
zero-zero”); the intensity profile associated with this mode is 
Gaussian. As the effective cross section of the medium 
increases, other transverse excitation modes, cartooned in 
Figure 4-20, are superimposed on TEM,,. These modes are 
individually undesirable in lasers designed for use in 
cytometry because they are, in general, not radially 
symmetric, but, rather, multilobed, and, therefore, are likely 
to produce nonuniform illumination. 

Diode lasers are very different in structure from gas, ion, 
metal-vapor, and most solid state lasers. A diode laser is 
basically a light emitting diode fabricated so that polished 
facets on the semiconductor material itself or adjacent 
structures of differing refractive index reflect emitted light 
back into the active region of the diode, favoring stimulated 
emission and directional propagation. In the common edge 

TEM: 
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Figure 4-20. Laser transverse electromagnetic modes. 
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emitting diode laser designs, the emitting surface is a stripe 
about 1 pm high and 3 to 5 pm wide; the emission mode 
structure (see Figures 4-21 and 4-22) is substantially 
different from those shown in Figure 4-20. 

Pumping Ions 
To produce and maintain the population inversion 

necessary to sustain stimulated emission and laser action, 
energy must be injected from the outside. The method by 
which this pumping is done varies with the lasing medium 
used. 

In gas [e.g., helium-neon (He-Ne)], ion (e.g., argon 
and krypton), and metal vapor [e.g., helium-cadmium 
(He-Cd)] lasers, an electric current is used to produce the 
plasma which serves as the lasing medium; in some of these 
lasers, particularly larger ion lasers, a magnetic field is used 
to confine the plasma to a region near the axis of the plasma 
tube in which the medium is contained. 

Pulsed dye lasers, in which the lasing medium is a 
solution of fluorescent dye, and pulsed solid-state lasers, in 
which the lasing medium is a rod made of a material such as 
ruby or yttrium aluminum garnet (YAG), are typically 
optically pumped; light from a flash lamp is often the pump 
energy source. In a CW (continuous wave, as opposed to 
pulsed) dye or solid-state laser, the CW output of a pump 
laser, typically an ion laser in the former case and a diode 
laser in the latter, is used. Diode lasers themselves are 
pumped by input of electric current. Since a substantial 
power density of excitation is typically necessary to produce 
a population inversion, all laser types have a threshold level 
of pump power, below which laser action cannot be 
achieved. 

Laser Efficiency: Your Mileage May Vary 
The efficiency of lasers varies greatly. An argon ion laser 

emitting a watt or so of light typically consumes about ten 
kilowatts of electrical power while in operation; the overall 
efficiency of this system is therefore on the order of 0.01 
percent. A CW dye laser, optically pumped with the 1-watt 
output of the argon laser, might emit a few hundred 
milliwatts; the efficiency of the dye laser, neglecting the 
power consumption of the pump laser, is typically 20-30 
percent. Diode lasers are also relatively efficient. 

Less efficient lasers are more likely to require forced-air 
or water cooling, particularly when high power outputs are 
needed; this increases their size, complexity, and cost. 
Efficiency is strongly dependent on the gain of the laser, 
which may vary substantially for different laser lines. In the 
example of the argon laser given above, the same power 
input that could produce 1 wztt of visible output might 
produce only 10-20 m W  of W output; efficiency would 
then drop to 0.00001-0.00002 percent. 

Mirrors and Prisms for Wavelength Selection 
In media that support laser action at different 

wavelengths, the gain at different wavelengths varies, 

profoundly affecting efficiency. When gain is low, higher 
mirror reflectivity is needed to maintain laser action, thus, 
less light can be allowed to pass through the output coupler 
mirror; the lower the transmission of this mirror, the lower 
the laser’s output. Because of this, and because the 
combination of high reflectivity and controlled transmission 
of laser mirrors is achieved through the use of dielectric 
coatings, it is not generally possible to produce mirrors 
which will reflect and transmit appropriately in all of the 
spectral regions in which media such as argon and krypton 
exhibit laser action. It is thus generally necessary to use 
interchangeable mirror sets, each designed for emission 
over a wavelength range of no more than 100 nm. The 
mirrors with the broadest bandwidth are those typically 
installed in the krypton and argon-krypton ion lasers used 
for light shows, which allow simultaneous emission of light 
in the blue, green, yellow, and red spectral regions between 
460 and 680 nm. In some instances, there is competition 
between two lasing processes during multiline operation; the 
power levels of the yellow and red lines in krypton lasers 
frequently exhibit seesaw behavior on this basis. 

In medium and high power lasers, wavelength selection 
within the spectral range attainable with a single set of 
mirrors is generally done by insertion of a Littrow prism in 
the cavity between the mirrors. The dispersion of the prism 
results in light of different wavelengths being refracted at 
different angles on passage through the prism. At any given 
position of the prism, only a relatively narrow range of 
possible emission wavelengths will be reflected along the axis 
of the laser cavity between the high reflector and output 
coupler mirrors. Gain in this selected wavelength range will 
be sufficient to maintain laser action; gain at wavelengths 
above and below the selected range will not. The emission 
wavelength is changed by changing the orientation of the 
prism; this usually involves a vertical angular adjustment. 

Dispersive elements other than prisms, e.g., gratings, 
can also be used for wavelength selection; it is also possible 
to insert an optical filter or another interference-based 
component, an etalon, in the laser cavity to restrict the 
range of emission wavelengths by reducing transmission, 
and, therefore, gain, outside of the desired narrow 
wavelength range. Although low power argon lasers of the 
type most commonly used in benchtop flow cytometers can, 
like their larger counterparts in sorters, be equipped with 
Littrow prisms, most are instead fitted with fixed narrow 
bandwidth mirrors that confine output to 488 nm. The He- 
Ne and diode lasers used for cytometry also do not make 
provision for the emission wavelength to be changed. 

Brewster Windows for Polarized Output 
In many types of lasers, polarization is introduced into 

the beam by putting windows between the medium and the 
end mirrors. The windows are placed at Brewster’s angle 
(pp. 107-8) to the axis of the system. At this angle (about 57 
degrees for glass), reflection from the window surface is 
minimized for light of one polarization, while a small 
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percentage of light of the perpendicular polarization is 
reflected out of the cavity. The slight difference in 
transmissions of the two polarizations is magnified many 
times by the feedback characteristic of the optical resonator 
structure, with the result that the laser output in a system 
with such Brewster windows is highly polarized, typically in 
a ratio of at least 500:l. 

Laser Power Regulation: Current and Light Control 

Ion lasers, small or large, can generally be operated in 
either a current control mode or a light control mode. In 
the current control mode, the laser power supply is regulated 
to deliver a constant current; if the mechanical and optical 
characteristics of the laser do not change during operation, 
light output remains constant. If things change, e.g., if a 
mirror becomes slightly misaligned, light output decreases 
even though power supply current remains the same. In the 
light control mode, power supply output is regulated by a 
feedback circuit that samples the energy in the beam and 
adjusts the laser current to maintain constant light output. 
This works well when the laser is emitting at a single wave- 
length. When emission of several lines occurs simul- 
taneously, it is more difficult to keep power constant, 
particularly if the gains differ considerably and/or if there is 
competition between lines. 

The air-cooled argon lasers in benchtop flow cytometers 
are operated in the light control mode; so are diode lasers, 
which are usually built with a light-sensing photodiode in 
the same package. In the case of diode lasers, the 
incorporation of a light control feedback loop into the 
power supply is almost essential to prevent the laser from 
frying itself when it is turned on. He-Ne and He-Cd lasers 
typically do not incorporate light control circuits. 

Beam Profiles and Beam Quality 

The ion lasers widely used for cytometry are usually 
operated in the radially symmetric TEM,, or Gaussian 
mode, discussed on p. 134. He-Cd lasers emitting at 325 
nm, used as W sources in low-power systems, often emit in 
the TEM,,, or “donut” mode, so-called because it produces a 
radially symmetric spot with a dark center. These and other 
modes were sketched in Figure 4-20 (p. 134). Actual 
Gaussian, “donut” and “yecchh” (loads of modes with 
nodes) intensity profiles, measured from He-Ne, CO,, and 
diode lasers, are illustrated in Figure 4-2 1. 

The intensity profiles in Figure 4-21 are drawn as 
isometric “peak and valley” plots; the shading lines in this 
figure were in different colors in the original, reflecting the 
tendency of laser beam profiling s o h a r e  to use overkill 
(chromatic and isometric representation) in data display. 
You can find some of that in flow cytometry software, too. 

The Gaussian profile of the He-Ne laser beam in Figure 
4-21 is almost as smooth as a computer-generated curve. 
The “donut” from the CO, laser is closer to a Bundt cake 
than a bagel, suggesting that the beam is not of the highest 
quality. Then we have the diode laser, which looks really 

Figure 4-21. Beam intensity profiles of a CO, laser, a 
diode laser, and a He-Ne laser (courtesy of Excitech, Ltd.) 

ugly, as most of them tend to do; the structure of diode 
lasers, as was mentioned on p. 135, is quite different from 
that of gas, ion, and most solid state lasers, and the ugly 
beam comes with the territory. But: there is good news; it is 
possible, using fairly simple optics, to clean up a diode laser 
beam to a point at which it looks almost Gaussian, as shown 
in Figure 4-22. 

BEAM FOCUSED 

Figure 4-22. Profiles of the beam from a 397 nm (violet) 
laser diode, focused through crossed cylindrical lenses. 

The displays of Figure 4-22 show chromatic plots of 
intensity at different points in the focused beam of a 397 nm 
violet diode laser. The top panel shows the profile obtained 
at the point of focus of both crossed cylindrical lenses; there 
are multiple modes similar to those that appear in the diode 
laser profile in Figure 4-21. The bottom panel of Figure 4- 
22 shows a much smoother, near Gaussian profile, achieved 
by defocusing the rear cylindrical lens slightly. We were 
shooting for this smooth beam profile in order to be able to 



How Flow Cytometers Work I 137 

do fluorescence measurements with reasonably good 
precision; with only 4 m W  of available power, it was 
unlikely that we’d get help lowering the CV’s from 
bleaching and saturation effects. And our optical 
manipulation worked; we measured DNA content in DAPI- 
stained nuclei of cultured lymphoblasts, with a 1.7% CV for 
the G,/G, peak2444. 

Several manufacturers now offer violet, red, and infrared 
diode laser systems incorporating optics that produce a 
circular beam that is very close to Gaussian in its intensity 
profile. In Blue Sky Research’s CircuLaserTM modules, this is 
accomplished by putting a high-N.A. (0.7) cylindrical 
microlens into the case housing the laser diode, capturing 
the entire beam and reducing its relatively large divergence 
in the vertical direction to match the smaller divergence in 
the horizontal direction. Although a circular beam can also 
be obtained using lenses external to the diode package, this 
generally involves the loss of more of the laser’s output 
power. 

A Gaussian beam should be focusable to a diffraction- 
limited spot; an approximation formula for calculating spot 
diameter was given on p. 130. Actually getting a spot of the 
size predicted by the formula would require both an ideal 
Gaussian beam and a lens that was diffraction limited, rather 
than limited by aberrations. There is also a throughput issue 
associated with focusing laser beams; to put it most simply, 
the smaller the spot, the smaller the distance over which 
it stays small. 

Compared to just about anything else, the beam that 
comes out of a laser looks collimated; the narrow beam that 
emerges from your laser pointer makes a small spot on the 
screen on which your PowerPoint presentation is being 
projected. But, if you actually bothered to measure the spot 
diameters at the pointer output and the screen, you’d see 
that the spot on the screen was bigger. The beam coming 
out of the laser is diverging; it just isn’t diverging very much. 

In actuality, the output beam of a laser has been brought 
to a focus, or waist, somewhere near its point of exit from 
the laser package, courtesy of the laser mirrors. A typical 
beam diameter at this point is somewhere between 0.5 and 
2.0 mm, and the beam divergence angle is usually less than 1 
milliradian. If you put the beam through a beam expander, 
which works like a telescope in reverse, what comes out is a 
beam with a larger diameter and a smaller divergence. If you 
use the telescope in an observatory, you can produce a beam 
a few feet in diameter with a divergence so low that the 
beam will be less than 100 feet across when it is reflected 
from a mirror structure left by the Apollo astronauts on the 
moon in 1969. Ever since then, astrophysicists have been 
able to use the transit and return time of pulsed laser beams 
to measure the distance from the earth to the moon. 

Biophysicists, or at least the cells they look at, need 
smaller beam diameters, and getting smaller beam diameters 
means putting up with higher beam divergences. If W, is the 
radius of the beam at the waist, and h is the wavelength, 
the divergence angle 8, = h/n W, . The depth of focus, or 

confocal parameter, of a Gaussian beam, is defined as the 
distance between the points at which the beam area is twice 
the area at the waist. The depth of focus is usually expressed 
as 2.2, ; the quantity zo is known as the Rayleigh range, and 
is equal to xW,’lh. The divergence and depth of focus 
formulas also apply to the axis dimensions (height and 
width) of elliptical beams; an elliptical beam diverges more 
rapidly in the plane of its shorter axis than in the plane of its 
longer axis. 

It is generally impractical to attempt to use a laser beam 
to fill the field of view of a microscope objective; even if the 
illumination profile were a near-ideal Gaussian, intensity 
over the field would vary unacceptably. A bigger problem 
arises from the coherent nature of laser light; interference 
effects produce an intolerable “speckle” in the image. For 
this reason, practical use of laser light sources for cell 
imaging applications generally involves scanning the field of 
view with a relatively small-diameter beam. 

Scanning laser cytometers, which produce low-resolution 
images, generally use focal spots 5 pm or larger in diameter, 
permitting uniform illumination through the thickness of a 
layer of cells on a slide. At 488 nm (0.488 pm), a 5 pm focal 
spot has a depth of focus of 80 pm; a 10 pm focal spot has a 
depth of focus of 320 pm. A 2.5 pm spot, used at the 
highest magnifications in scanning laser cytometry, has a 
depth of focus of 20 pm. 

In confocal and multiphoton confocal microscopy, it is 
advantageous to have spot diameters of 1 pm or less; this 
concentrates excitation light in a narrow layer of the 
specimen, improving resolution of fluorescence images. A 
0.5 pm, 488 nm focal spot has a depth of focus of only 0.8 

Ilm. 
If we’re trying to do a “slit-scan” (p. 51) of cells or 

particles to attempt to measure cell size (diameter) from 
pulse width, calculating the depth of focus, 22,, won’t really 
tell us what we need to know, because it gives us the points 
at which the beam area is twice the minimum area, meaning 
that the beam radius is fi times W, , or (1.414) W,. If we 
want the pulse width measurement to be precise, we need to 
be sure that the beam radius Wis constant to within a small 
percentage at any point in the core stream. There is a 
formula that can help us find out. The beam radius W(z) at 
a distance z from the beam waist is 

W(z) = w, [ l  + (z/z0)21~’2. 

From this, we can calculate values of (z/z,), and, therefore, z, 
for which W(z) is within any given percentage of W, . For 
example, if we want to keep variation to within 1 percent, 
we set W(z) = (l.Ol)W,, and find that z = 0.1422,. The 
corresponding values of z for 2 percent and 5 percent 
variation are, respectively, 0.2012, and 0.32 z,. 

This tells us that it would not be very practical to use a 
beam 2 pm high at the waist for slit-scannin.g; even if we are 
willing to tolerate as much as 5 percent variation in beam 
height over the core, we’d have to work with a core diameter 
(and a particle diameter) of less than 4 pm. If we use a 5 pm 
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beam waist, the distance over which variation in beam 
height is less than 5 percent is just over 25 pm, which is a 
reasonably manageable number, meaning that it is larger 
than either a typical cell diameter or a typical core diameter. 

The divergence angle for an ideal Gaussian beam focused 
to a given spot size can be calculated from the formula given 
on p. 137. We can also measure both the spot size and the 
divergence angle of an actual laser beam. For a given spot 
size, the ratio of the observed to the calculated divergence 
angle, called M ’ ,  serves as a measure of beam quality. A 
value of 1.2 or less is considered good. However, some 
manufacturers (and some knowledgeable users) put more 
stock in M 2  than do others. 

Puttin’ on  My Top Hat? 
While scanning and confocal microscopy put all of the 

energy in the laser beam through the cell of interest, most of 
the elliptical beam in a flow cytometer, by design, does not 
illuminate the core stream containing the cells. If we’re not 
using a high power laser, the Gaussian beam profile in the 
TEM,, mode forces us to widen the focal spot to get 
uniform enough illumination over the width of the core 
stream to permit high precision in fluorescence measurement 
(p. 131). This means that much of the beam is wasted. We 
could get much more usable energy through the cells if we 
had a “top hat” beam profile with steep shoulders and a flat 
top. Unfortunately, it isn’t that easy to get such a profile. 

There are a few ways to flatten the top of the beam 
somewhat; one can widen the bore of the lasing medium to 
produce either a mixture of TEM,, and TEM,, modes or 
true multimode output, which adds in some of the higher, 
lobed modes as well. Alternatively, the beam can be put 
through an aperture and defocused slightly. This permits use 
of smaller focal spots, wasting less of the energy in the beam. 
It is possible, although tricky, to get a somewhat flat-topped 
profile out of a diode laser; as a general rule, however, you 
also end up with ugly pulse shapes, which can cause 
problems in signal processing. 

The newest approach to getting uniform illumination 
from lasers involves the use of arrays of microlenses, which 
produce arrays of overlapping, small, focused beams. The 
profiles I have seen generated using this technique have fairly 
steep shoulders, but there is a lot of intensity variation across 
the top of the top hat. I’m not sure how much of this can be 
smoothed out, and I’m also not sure how much of the beam 
energy is lost in playing this game. I’m sure we’ll find out in 
the next few years. 

Harmonic Generation and Modulation 
The light produced by lasers, like all other light, has 

associated electric and magnetic fields, and, since the 
radiance of a laser beam is substantially higher than that of 
an incandescent source, the associated electric field intensity 
may be high enough to produce nonlinear responses in 
certain materials. One notable application of these 
phenomena is in harmonic generation, in which nonlinear 

effects in crystals result in generation of light at two or more 
times the frequency of the incident light. Second harmonic 
generation, or frequency doubling of the 1064 nm YAG 
laser line, for example, produces 532 nm; third harmonic 
generation, or frequency tripling, produces 355 nm. The 
same nonlinear crystals may also be used to produce output 
at the sum and/or difference of the frequencies of two 
incident beams; in the case of YAG lasers, frequency 
summing can produce emission at 473 nm. Although a 
reasonably broad range of crystalline materials capable of 
harmonic generation is available, the range of wavelengths at 

which continuous (CW) output can be obtained is 
restricted. 

It is sometimes desirable to vary the output power of a 
laser more rapidly than can be accomplished by adjustments 
to the power supply. Modulation at frequencies up to 
several hundred megahertz is possible using electro-optic 
modulators, which incorporate crystals that change their 
refractive index as a function of an applied voltage. Acousto- 
optic modulators, which use sound waves to produce 
changes in density that affect the light transmission 
characteristics of a substrate, work at lower frequencies, 
generally below 100 MHz. A light sensor and a modulator, 
connected by a feedback circuit, placed in the output path of 
a laser, can be used as a “noise eater,” providing light 
regulated output, albeit at a relatively high price. 

Lasers Used and Usable in Cytometry 
NOTE: Discrete laser emission wavelengths are given to 

fractions of a nanometer in Table 4-2, on the next page; in 
most of the rest of the book, I’ll stick to whole numbers with 
inconsistent rounding off, which is what everybody does 
most of the time. 

Argon and Krypton Ion Lasers 
The most popular lasers for fluorescence flow cytometry 

are argon ion lasers; they are usually operated at 488 nm, a 
wavelength useful for excitation of fluorescein, phyco- 
erythrin and its tandem conjugates, propidium iodide or 
ethidium bromide, acridine orange, pyronin Y, various 
rhodamine and cyanine dyes, anthracycline drugs such as 
adriamycin, and various GFP variants. Argon ion lasers (and 
luypton ion lasers, which are less friendly but work on the 
same principles) are available from several manufacturers. At 
present, Coherent seems to be the most popular source for 
the large, water-cooled systems; smaller, air-cooled lasers are 
likely to come from Melles Griot (which absorbed 
Omnichrome), Spectra-Physics, and Uniphase. 

The lasing medium in an ion laser is a plasma, which, in 
the larger lasers, is confined in a strong magnetic field 
generated by a solenoid. A high-voltage pulse is used to 
ionize the gas to start the plasma, a procedure similar to that 
used in starting an arc lamp. Ion lasers require a high current 
to maintain the plasma discharge; the bigger ones also put a 
high current through the solenoid, generally increasing 
power consumption enough to necessitate water-cooling. 
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(violet-blue), 465.8, (blue) 472.7, 476.5, (blue-green) 
496.5, and 501.7 (green) nm. Emission can also be obtained 
in the ultraviolet at 333.6, 351.1 and 363.8 nm, and in the 
green at 528.7 nm, using specially coated mirrors. In 
addition, the largest high power argon ion lasers can produce 
some deep ultraviolet lines between 275.4 and 305.5 nm. 
An infrared argon laser line at 1090 nm is not likely to be 
useful for cytometry in the near term. 

Ion lasers are made out of relatively esoteric materials 
and are complex enough in their construction so that the 
relationship between price and power output is highly 
nonlinear. An argon laser that puts out 25 m W  at 488 nm 
costs around $6,000; for less than ten times that amount, 
you can almost certainly get more than fifty times the power, 
from whichever manufacturer you like. The bigger laser is 
not necessarily a better investment. The best reason to use an 
argon ion laser is a heavy commitment to measurements of 
weak fluorescence, e.g. immunofluorescence, adriamycin 
uptake, etc.; the 15-25 m W  air-cooled argon lasers now 
most common in flow cytometers, which have plasma tube 
lifetimes of 6,000 hours or more, are more than adequate for 
the job in benchtop systems with efficient light collection 
optics. Even for larger instruments, with less efficient light 
collection, one could still consider using an air-cooled argon 
laser; systems with power outputs as high as a few hundred 
m W  are available, generally for less than $10,000. 

Despite their many glamorous aspects, large ion lasers are 
basically big, expensive light bulbs. The hotter you run 
them, the faster they burn out. In order to be capable of 
putting out 100 m W  in the UV, an argon laser generally has 
to be capable of 5-6 watts “all lines” power in the visible, 
and 1.3-2.0 watts at 488 nm. T o  get 1OC m W  of UV out of 
it, you need to run it near maximum rated current, and 
you’re apt to need a plasma tube replacement at least once 
every couple of years. Run the same laser, or the next smaller 
model, at 200 m W  output at 488 nm and you’re close to 
idle current; the plasma tube is apt to last for several years. If 
you build your own instruments, you can use a beamsplitter 
to get two 100 m W  488 nm beams, and another one to get 
two 50 m W  beams from one of the 100 m W  beams, and 
run three flow cytorneters from a single argon laser (as in 
“Cerberus”), if you have a large optical table on which to put 
it‘”’. However, it may make more sense to use smaller, air- 
cooled argon lasers at a ratio of one laser per cytometer. 

There are several reasons why you need big argon lasers 
to get UV output. You need high current, because the UV 
lines are emitted from a higher ionization state of argon than 
is needed to emit the visible wavelengths, and you need large 
size, because gain is relatively low (low-gain lines benefit 
from longer cavity lengths). So, don’t expect that there will 
be any little air-cooled UV argon lasers for $6,000, soon or 
ever. 

It is possible‘ to produce mirrors for big argon ion lasers 
that permit simultaneous emission at 351/363 nm in the 
ultraviolet and at 488 nrn and other visible wavelengths; this 
provides the dual-wavelength source needed, for example, to 

Table 4-2. Emission wavelengths of argon and krypton ion, 
helium-cadmium, helium-neon, and solid-state lasers that 
emit at discrete wavelengths. Diode, dye, and some solid- 
state lasers are tunable over ranges of wavelengths. See text 
for details. 

In addition to the strong blue-green and green lines at 
488.0 and 514.5 nm, argon ion lasers emit at 454.5, 457.9 
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do simultaneous analysis of DNA, using Hoechst 33342, 
and surface antigens, using antibodies labeled with 
fluorescein, phycoerythrin, and phycoerythrin-based tandem 
conjugates. In order to emit in the ultraviolet, the laser has 
to be run at very high current; since the laser is much more 
efficient at 488 nm than in the UV, power output at 488 
nm is quite high. If the sensor in the light output regulator 
circuit responds to both UV and visible light, or to light at 
488 nm alone, there may be considerable fluctuation in UV 
power output. If the sensor’s optical bandwidth is restricted 
so that 488 nm light is blocked, the sensor, and the 
regulation electronics, then respond to fluctuations in UV 
power output. The relatively large changes in current that 
may be necessary to keep UV output stable are then likely to 
result in large fluctuations in power output at 488 nm. It is 
probably preferable to use separate sources for the UV and 
the visible wavelengths, and, at present, I would favor 
helium-cadmium over ion lasers as UV sources. 

Coherent’s “Enterprise” argon laser system is capable of 
simultaneous output of over 100 m W  at 488 nm and a few 
dozen mW in the UV. This laser is water-cooled by a closed, 
recirculating system, and is fairly widely used in cell sorters. 
Since many localities now have environmental regulations 
requiring that conventional water-cooled lasers be equipped 
with recirculating systems, this makes some sense; 
personally, I’d rather stick to air-cooled lasers. My name is 
Howard, and I’ve been dry for over fourteen years.. . . 

Why, you might wonder, did so many people spend so 
much money a few years back buying instruments equipped 
with large argon and krypton lasers? The krypton laser is a 
rude beast whose hour came round at last for light shows 
and two-color immunofluorescence measurements. Unlike 
argon lasers, which have high gain lines and low gain lines, 
krypton lasers have low gain lines and lower gain lines. Take 
the same size laser that would put out five watts in all- 
visible-lines mode with an argon tube, put in a krypton tube 
instead, and you’re lucky if you get one watt of visible light 
out. But what visible light! Blue-green, at 468.0, 476.2, and 
482.5 nm, green, at 520.8 and 530.9 nm, yellow, at 568.2 
nm, and red, at 647.1 (the strongest krypton line) and 676.4 
nm, all at once, explaining the popularity of krypton lasers 
for light shows, and also explaining why the multicolor 
shows tend to be indoors; the outdoor spectacles need the 
more powerful blue-green and green argon lasers. With 
different mirror sets, and appropriate adjustment of solenoid 
magnetic fields, krypton lasers can also emit multiple 
ultraviolet (337.4/350.7/356.4 nm), violet (406.7141 3.11 
41 5.4 nm) and infrared (7523799.3 nm) lines. 

If all the colors of light are the good news, the bad news 
is that the optimum values for gas pressure and solenoid 
magnetic field for krypton laser operation are different for 
different lines; since the gains at all lines are low, these 
parameters need to be controlled. Then, if the alignment is 
really good and the optics are really clean, you’ll get laser 
output. You can literally spit on the mirrors of an argon laser 
running at 488 nm and still get laser output, albeit less than 

before. Krypton laser (and UV argon laser) mirrors need to 
be squeaky clean or you might as well not bother trying to 
get the laser to run. If the optical alignment isn’t near- 
perfect in the visible, as indicated by maximum all-lines 
power output near the manufacturer’s specs, you’ll never get 
an ion laser to work in the ultraviolet. Low gain at all lines 
means that krypton laser plasma tubes run hotter and die 
sooner than argon laser tubes. Last but not least, there is, as I 
mentioned previously, competition among the visible 
krypton lines; if, for example, you attempt to run yellow and 
red simultaneously, in the light regulated mode, you’ll 
probably find that, while total power stays constant, the 
yellow and red power outputs alternately go up and down. 

Krypton lasers got the call for flow cytometry primarily 
because, way back in 1979, when monoclonal reagents were 
beginning to make staining with two antibodies practical, 
but before there were phycobiliprotein labels, immunologists 
found it difficult to do studies of two surface antigens with 
argon lasers. Fluorescein was and is the obvious label for 
demonstrating one antigen. The dye most widely used as a 
second label was tetramethylrhodamine, which is poorly 
excited at 488 nm, absorbing maximally near 550 nm. 

While it was possible to resolve signals from antibodies 
conjugated with fluorescein and tetramethylrhodamine by 
using the strong line at 515 nm for excitation, provided one 
went to offbeat optical filter combinations and introduced 
an electronic compensation circuit to take out the crosstalk 
between the  signal^"^, this didn’t always work well. 

XRITC and Texas reactive derivatives of 
rhodamine 101 that have absorption and emission maxima 
at wavelengths 30 or 40 nm longer than those of 
tetramethylrhodamine, cannot be excited satisfactorily by 
any of the argon laser lines, but can be used with either a 
krypton laser at 568 nm or a CW dye laser operating near 
the absorption maximum of rhodamine 101 at about 590 
nm . In 1979, when these dyes and the related instrument 
modifications were unveiled, it seemed easier to use krypton 
lasers than dye lasers; thus, these were pushed by the 
manufacturers and you simply had to have a krypton laser in 
order to keep up to the state of the art, even if you never 
actually did two-color immunofluorescence. 

I once put a prism in an all-visible-lines or “light show 
mode” krypton laser beam to break the beam up into seven 
beams of different colors, and directed them all through a 
flow cytometer, just to preserve the CytomatKytomutt 
tradition of working with more beams than anybody else 
had. I actually could make measurements in three or four of 
the beams; unfortunately, power output in individual beams 
jumped all over the place. The krypton laser may be used to 
excite porphyrin fluorescence in blood cells (C. Stewart, 
personal communication) or in tumor cells labeled with 
porphyrin derivatives, using the violet lines. I have used the 
blue krypton lines to excite fluorescein and propidium, but 
only when my argon laser was out for repairs. 

Keeping the optics of an ion laser clean and in alignment 
is a challenge best met by following the manufacturer’s 

I 1 8  
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instructions. Mirrors and Brewster windows are generally 
cleaned with methanol; the slightest contamination with 
grease, from fingers or elsewhere, will cause your solvent to 
deposit a film of crud on optics, which can cripple or kill 
your laser output. Acetone is a good cleaner for some mirrors 
and destroys others; don't use it unless the manufacturer says 
so. Electronic or HPLC grade solvents are generally free 
enough of Contaminants to be safe to use for cleaning optics. 

Changing mirrors and getting the laser to lase again is a 
tedious procedure that must be done a little bit differently 
for each manufacturer's lasers; it is learned by doing and 
remains something of a black art to even experienced laser 
jockeys. The first time you put the W optics in by yourself, 
you should set aside a day. When you become confident you 
can do it in one hour, you will budget one hour on a busy 
day and find the task takes three hours. This is another good 
reason for using smaller, simpler, single wavelength lasers 
with sealed optics, and, as of 2002, the major cytometer 
manufacturers have gotten this message. 

Dye Lasers 
With the advent of phy~oerythrin~'"~ as a second label, it 

became practical to do two-color immunofluorescence 
measurements with single-beam excitation at 488 nm, using 
fluorescein- and phycoerythrin-labeled antibodies. The 
krypton laser was no longer necessary for two-color 
immunofluorescence, and was not useful for three-color 
measurements adding Texas red or XRITC as a third label 
because the 568 nm yellow line from the krypton laser, 
while it could excite the third dye, lay smack in the middle 
of the emission spectrum of phycoerythrin. At this point, 
interest turned to CW dye lasers as excitation sources. 

The lasing medium in a dye laser is a fluorescent dye, 
usually dissolved in an organic solvent such as ethanol or 
ethylene glycol. Which dye is actually used depends on the 
wavelengths at which operation is desired; there are dyes 
now available for use with blue-green/green (457-5 1 5  nm) 
argon ion pump lasers that permit operation at wavelengths 
extending from 540 to over 900 nm. While ion lasers lase 
only at a few discrete wavelengths, a dye laser can emit at 
any of a wide range of wavelengths in the emission spectrum 
of the dye used. Wavelength selection is usually done using a 
wedge, grating, or filter rather than a prism. 

The dye in a CW dye laser circulates through a nozzle, 
producing a flat-walled stream; continuous circulation is 
necessary to minimize bleaching of the dye and to allow for 
cooling by a heat exchanger. CW dye lasers require minimal 
electrical power, most of which is used to operate the 
circulator pump. In pulsed dye lasers, especially those with 
low duty cycles, the medium does not either heat or bleach 
very rapidly, so the dye need not be circulated; a pulsed dye 
laser has been made using Jell-0 as the lasing medium. 

Some dyes bleach faster than others, but they all need to 
be replaced after a few months' operation. This, and the fact 
that CW dye lasers are relatively hard to keep tweaked, and 
do not maintain output power as stably as do ion lasers, 

originally restricted their use as sources for flow cytometry to 
people who do relatively esoteric things with flow systems"' 
and will put up with idiosyncratic apparatus. Improvements 
in dye laser design, and a perceived market for sources usable 
for excitation of Texas red or XRITC and allophycocyanin 
(which, while its maximum absorption is in the red, is 
reasonably well excited near 600 nm), led manufacturers to 
promote and users to buy flow cytometers with dye laser 
sources. Using a single argon laser as a 488 nm source and as 
a pump laser allowed multicolor immunofluorescence work 
to be done using only one large laser. 

The dye most commonly employed as a lasing medium 
in flow cytometry is rhodamine 6G. The threshold power 
required from the pump laser to achieve output from a 
rhodamine 6G dye laser is usually about 700 mW. With this 
power input, over 100 m W  of light can typically be 
obtained from rhodamine 6G at wavelengths between about 
570 and 620 nm. For Texas red excitation, the dye laser is 
usually operated at 594 nm; for excitation of Texas red and 
allophycocyanin, a longer wavelength, 605-610 nm, is ofien 
used. The disadvantage of using dye lasers in dual-laser 
systems lies in the resulting inability to use either the dye 
laser or the pump laser as a W source. In principle, one 
could get around this using dual-wavelength Wlvisible 
mirrors in the argon pump laser, but this solution requires 
great technical skill on the part of the user and also is apt to 
involve frequent plasma tube replacements. In most cases, 
there are better alternatives. If you must use a dye laser, 
you're now probably best off using a 532 nm frequency- 
doubled YAG laser, which runs on house current and needs 
no water cooling, as a pump, rather than a big argon laser. 

Helium-Neon Lasers 
If you want to meet a nice laser, try a helium-neon (He- 

Ne) laser. They plug into the wall, they don't need water 
cooling, they're relatively small and very stable, the mirrors 
aren't even adjustable, and the plasma tubes last for years. 
Besides, they're relatively cheap. The most common He-Ne 
lasers emit red light at 632.8 nm; they are available with 
power outputs ranging from less than 1 m W  to about 50 
m W  other visible wavelengths at which He-Ne lasers are 
now available include 543.5 (green), 594.1 (yellow), and 
61 1.9 (orange-red) nm. 

Red He-Ne lasers were used at Los Alamos, beginning in 
the late 1960's, for scatter measurements at variousIIo.lI' 
angles, and, in the 1970's, were incorporated into Ortho's 
instruments and Technicon's hematology systems for scatter 
and axial extinction measurements. At Los Alamos, they 
used a 5 m W  laser; the 0.8 m W  He-Ne supplied with the 
Ortho systems provided less than optimal fluorescence 
excitation, but it had very low noise and was therefore quite 
good for extinction measurements. I started using 5-7 m W  
red He-Ne lasers around 1980, to excite fluorescence of 
cyanine dye probes of membrane potentiall12, for RNA 
measurements using oxazine l I l 3 ,  and for immuno- 
fluorescence excitation, using antibodies conjugated to 
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all~phycocyanin~“‘~. Mike Loken’s group at B-D644 and Bob 
Hoffman’s at OrthoM5’646 examined red He-Ne lasers as 
sources for one- and two-color immunofluorescence 
measurements using phycocyanin andlor allophycocyanin as 
labels; there was general agreement that red He-Ne lasers 
were well suited for these applications, and they began to be 
offered in commercial flow cytometers. In recent years, some 
manufacturers have substituted diode lasers emitting in the 
635 nm region for red He-Ne lasers. 

Until 1985, 633 nm was the only visible wavelength 
available from commercial He-Ne lasers, and the 633 nm 
He-Ne lasers have been more widely used than the 543 nm, 
594 nm, and 611 nm varieties. The 543 nm green He-Ne 
laser is useful for excitation of immunofluorescence from 
antibodies labeled with phycoerythrin or its tandem 
conjugates, and can also be used to excite DNA stains such 
as p r o p i d i ~ m ~ ~ ” .  However, the gain of the green He-Ne line 
is quite low, and available power levels remain below 2 mW. 
This power level is sufficient to permit immunofluorescence 
measurement in an efficiently designed flow cytometer; B-D 
uses a green He-Ne laser in the FACSCount, a dedicated 
instrument for counting CD4- and CD8-positive T 
lymphocytes based upon staining with phycoerythrin and 
tandem-conjugate or PerCP-labeled 

The 594 nm yellow He-Ne laser is usable for excitation 
of Texas red and of the Texas red/allophycocyanin 
combination; it operates at the same wavelength at which 
dye lasers are often used for these purposes. Maximum 
power output is still only about 2 mW, adequate for 
immunofluorescence work if a well-designed optical system 
is used. The major disadvantage of the 594 nm laser is the 
proximity of its lasing wavelength to the emission region of 
phycoerythrin; the availability of large numbers of labels 
excitable by 488 nm and 633 or 635 nm lasers has decreased 
demand for Texas red and other yellow-excited labels. 

Helium-Cadmium and Helium-Selenium Lasers 

Helium-cadmium (He-Cd) lasers, which can emit 5- 
200 mW in the blue (441.6 nm) and 1-100 mW in the UV 
(325.0 nm), depending on size, are relatively practical 
sources for flow cytometry. Lower power output in the UV 
at 354 nm is also available in some lasers. Like He-Ne lasers, 
He-Cd lasers plug into the wall and do not require water 
cooling; they need few or no adjustments and have relatively 
long plasma tube lifetimes. They are also cheaper than most 
ion lasers, bur not by much. The Block Cytomat 
instruments used a single He-Cd laser with mirrors designed 
to permit simultaneous emission at 325 and 441 nm. 
Similar dual-wavelength models are now commercially 
available; there is little or no competition between the UV 
and blue wavelengths. The lasing medium is cadmium 
vapor; the pressure of both it and helium and the 
temperature of the medium must be carefully controlled to 
assure stable operation. Melles Grior has absorbed Liconix 
and Omnichrome, the American He-Cd manufacturers; 
Kimmon, in Japan, also makes He-Cd lasers. 

I have used the 441 nm blue He-Cd line (at 10-100 
mW) for ratiometric intracellular pH measurement using 
fluorescein derivatives* and for excitation of the chromo- 
mycin family of DNA stains (olivomycin, chromomycin A,, 
and mithramycin), and the 325 nm W line (at 1-35 mW) 
for excitation of the fluorescence of the DNA stains DAN 
and Hoechst 33342 and of the calcium probes quin-2 and 
indo-1. I have found that 10 m W  at 325 nm and 40 m W  at 
441 nm produce strong fluorescence signals from bacteria 
stained with a mixture of DAD1 or Hoechst 33342 and 
mithramycin or olivomycin, and and  other^''^^-' have 
found similar or slightly higher power levels usable for 
chromosome analysis, using Hoechst 33342 or DAN and 
chromomycin or mithramycin. Separate UV and blue He- 
Cd lasers or a single dual-wavelength laser should also work 
for measurement of BrUdR incorporation by a relatively 
simple, antibody-free staining technique developed at Los 
Alamoso17, using Hoechst 33342 and mithramycin; this is 
discussed in detail on p. 456. 

He-Cd laser technology was originally pursued because a 
hollow cathode design, different from that commonly used, 
permits simultaneous emission of UV or blue, green (533.7 
and 537.8 nm) and red (635.5 and 636.0 nm) beams. The 
“white-light” multiline He-Cd laser was intended for the 
graphics arts industry. Such lasers are now available from 
Cooke; their power levels are in the 10 mW range for each 
of the spectral regions. O n  the plus side, they are less noisy 
than conventional He-Cd lasers, but their size and cost are 
disadvantages; these days, combinations of diode and solid- 
state lasers may be a better bet. 

The major disadvantage of He-Cd lasers is optical noise 
(light output fluctuations) at frequencies around 300 kHz; 
as plasma tubes age, helium pressure tends to build up, 
increasing the amplitude of these fluctuations and decreasing 
measurement precision. I will have more to say about this, 
and about light source noise in general, a little later on. 

Helium-selenium lasers represent another type of metal 
vapor laser, similar to He-Cd lasers in construction but less 
tractable and with much shorter lifetimes (I heard of them 
dying after a few days in operation). They emit many lines 
ranging from blue-green through green, yellow, orange, and 
red, usually at very low power. They have not, as far as I 
know, been looked at as light sources for flow cytometry. I 
stopped trying to lay hands on one when the green and 
yellow He-Ne lasers first appeared. 

Diode Lasers: Red, infrared, Violet, and UV 
Diode lasers began to tantalize flow cytometer designers 

at about the time commercial C D  players, which were the 
first large-volume commercial products to incorporate diode 
lasers, appeared on the market. However, until the late 
1980’s, practical CW diode lasers had only been made to 
work in the near infrared (IR) (780 nm and above), and 
rhere were few fluorescent probes suitable for excitation at 
the available laser wavelengths. 



How Flow Cytometers Work I 143 

Diode lasers are, like transistors, made of materials 
classed as semiconductors. The light emission from 
semiconductors is not from excited atoms or ions, as is the 
case in ion, He-Ne, and He-Cd lasers, and not, strictly 
spealung, from excited molecules, as is the case in dye lasers. 
The electrons that are excited in a diode laser are “free” in a 
crystalline material. Such “free electrons” also occur in 
metals; the nuclei in a metal are packed relatively close 
together, and the electrons in the outermost shells are not 
tightly held by any given nucleus, and may be excited from 
the so-called “valence band” to the so-called “conduction 
band” by ambient thermal energy. Energy transfer among 
electrons in a metal can occur fairly readily; this is what 
makes metals good conductors of electricity. 

Semiconductors are so named because, though they do 
not conduct electricity well when in an unperturbed state, 
they may become conductive in the presence of an applied 
electric field or of incident light. Their electronic structure 
differs critically from that of metals in that there is a 
substantial energy difference, or “bandgap,” between the 
valence and conduction bands, with almost all of the 
electrons lying in the valence band under normal conditions. 
The application of an electrical current to an appropriately 
configured semiconductor can result in light emission as 
electrons relax from the conduction to the valence band; this 
type of spontaneous emission is what occurs in light 
emitting diodes (LEDs). 

A laser diode is basically an LED with its geometry 
tailored to provide a resonator structure that will support 
stimulated emission. The active regions of diode lasers 
typically have dimensions on the order of a few micrometers; 
they use either polished facets on the semiconductor material 
itself or adjacent structures of differing refractive index to 
perform the function of the mirrors used in larger lasers. 
Because the efficiency of diode lasers is extremely high, 
typically on the order of 20-30 percent, high reflectivity is 
not needed. Diode lasers are much less expensive than any 
other type of laser, because hundreds of lasers, if not more, 
can be produced from slices of a single semiconductor wafer. 
The down side of this is that small differences in 
semiconductor composition and dimensions of the finished 
chips affect the output wavelength; wavelength variation also 
occurs with changes in temperature. That’s why Table 4-2 
doesn’t have a column listing diode laser emission 
wavelengths to a tenth of a nanometer. 

The first practical diode lasers were, and many diode 
lasers still are, made of gallium aluminum arsenide 
(GaAIAs); the emission wavelength, other things being 
equal, is varied by changing the ratio of gallium to 
aluminum in the semiconductor material. The emission 
wavelengths theoretically achievable with GaALQs lasers 
range from about 650 nm, at which point the material is 
almost pure ALAS, to about 900 nm, at which point the 
material is almost pure GaAs. However, GaAlAs lasers that 
emit below 750 nm are typically unstable, and immolate 
themselves within minutes to hours. The shortest 

wavelength GaAlAs lasers available in quantity emit at 750- 
780 nm; millions of them go into C D  players, laser printers, 
and CD-ROM drives, and they cost at most a few dollars. 

Gallium indium phosphide (GaInP) lasers go down to 
around 670 nm, providing up to 50 mW emission from 
small devices and hundreds of milliwatts from larger ones 
and arrays. The 635-640 nm diodes now used as alternatives 
to 633 nm He-Ne lasers in cytometric applications are made 
of aluminum gallium indium phosphide (AlGaInP); they are 
now available with output powers ranging from a few 
hundred microwatts to 35 mW. 

The problem with long wavelength sources in flow 
cytometry stems primarily from the fact that most of the 
fluorescent dyes that are of any use as probes for cellular 
parameters require excitation at or below 650 nm. Indeed, 
many of the dyes usable with red excitation are, or are 
closely related to, substances long known and used as stains 
for transmitted light microscopy. It would probably be at 
least as difficult to devise new red-excited stains, especially 
specific ones, as to develop new types of diode lasers. The 
difference between 635 nm operation and 670 nm operation 
is, therefore highly significant. 

Before 635 nm diode lasers became available, I managed 
to do DNA content analysis using rhodamine 800737 with a 
670 nm diode laser as a light source; this wavelength is also 
usable for excitation of dibenzodicarbocyanine dyes, used 
either alone as membrane potential probes or in reactive 
form (e.g., Cy5.5) as antibody labels, and for some 
aluminum phthalocyanine dyes which have also been 
investigated as antibody labels. 

Working at 635 nm adds rhodamine 700, oxazine 750, 
Molecular Probes’ TOTO-3 and TO-PRO-3 and some dyes 
of the SYTO series, and DRAQ5”’”’ to the list of DNA 
dyes, Cy5 and allophycocyanin and its tandem conjugates to 
the antibody labels, oxazine 1 for RNA, and assorted cyanine 
and oxonol membrane potential probes. Doornbos et 
were first to report using a 635 nm diode laser for DNA 
measurements with TO-PRO-3 and immunofluorescence 
measurements with allophycocyanin. 

In an earlier paper, Doornbos et alli3’ discussed the use 
of 670 nm and 780 nm diode lasers as light sources for 
forward and right angle scatter measurements; they were able 
to discriminate lymphocytes, monocytes, and granulocytes 
in flow cytometers using either wavelength. However, CV’s 
of fluorescence measurements were disappointingly large. 
My guess is that this may have had something to do with the 
typically ugly beam intensity profiles of diode lasers. 

At this point, those of us who build flow cytometers are 
a lot farther along the learning curve; general- and special- 
purpose flow cytometers using 635 nm diode lasers, alone or 
in combination with other light sources, are now available 
from a number of manufacturers. There is a 635 nm diode 
laser in the lunchbox-sized OptoFlow Microcyte (Figure 1- 
25, p. 58), which is very likely the smallest production 
model flow cytometer, and you can put one on the 
Cytomation MoFlo sorter (Figure 1-24, p. 58) ,  which is 
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probably the largest. And, for many routine applications, 
e.g., counting CD4‘ T cells, an instrument with only a red 
diode laser source can do just as good a job as a conventional 
benchtop flow cytometer with a 488 nm laser2447. 

Diode lasers are used for laser printing and for compact 
disc recording and playback; in these applications, achieving 
a smaller focal spot size allows more information to be stored 
in and/or retrieved from the same area, either as more dots 
per inch on a page or, more importantly, as more bits per 
unit area on a disc. Recordable and CDs, written and read 
with 780 nm diode lasers, top out at around 700 MB per 
disc. A C D  “burner” costs more than a reader because it 
needs a higher power diode laser to “burn” the C D  by 
photobleaching spots in an IR-absorbing dye layer. 

Using a shorter wavelength (650-660 nm) red diode laser 
instead of an IR laser allows a DVD to store 5.7 GB on a 
side. Getting 30 GB worth of data, music, or (where the 
money is) video onto one side of a disc would require a 
“blue” laser (matching some of the video). This prospect 
attracted the interest of some very large companies, with 
proportionally deep pockets, but the company that first 
succeeded was a smaller one, Nichia, in Japan, where Shuji 
Nakamura succeeded in making the first “blue” laser diodes 
in the late 1 9 9 0 ’ ~ ~ ~ ~ ~ .  These lasers are now available with 
emission in the range from 370 nm (w) to 445 nm (blue- 
violet); while the newer devices at the far ends of the range 
still have short operating lifetimes (perhaps 3,000 hr), the 5 
mW and 30 m W  diodes with output between 395 and 415 
nm, which have been in production for some time, are 
quoted as having lifetimes in excess of 15,000 hr. 

Violet laser diodes are good excitation sources for a lot of 
materials that otherwise would require a krypton laser for 
excitation. The lis<444 includes Molecular Probes’ labels 
Cascade Blue and Cascade Yellow, monobromo- and 
monochlorobimane, both used for detection of intracellular 
glutathione’653, ECFP, the cyan-fluorescent reporter protein, 
and the DNA dyes mithramycin and chromomycin 4. Laser 
diodes operating at the short (370-400 nm) end of the range 
are effective excitation sources for DAPI (38% of maximum 
excitation at 395 nm) and usable with the Hoechst dyes; 
they cannot be used with the calcium probe indo-1, but it 
may be possible to synthesize a similar calcium probe that 
would work with 370 nm excitation. 

Diodes emitting at 405-425 nm could be used to 
measure intrinsic absorption and fluorescence of porphyrins 
in cells. The strong absorption of hemoglobin in 
erythrocytes in this wavelength region (the Soret band) 
influences the cells’ light scattering properties, enabling 
discrimination of leukocytes from erythrocytes in dilute, 
unstained whole zinc protoporphyrin fluorescence 
in erythrocytes may provide clinically relevant information 
in cases of iron-deficiency anemia and lead poisoning*66. 
Violet diode lasers could be used in practical clinical 
instruments; violet krypton lasers cannot. 

When I wrote the last edition of this book, in 1994, 635 
nm laser diodes were limited in power to about 5 mW and 

the diodes themselves cost several hundred dollars; in 2002, 
a packaged 635 nm, 35 mW laser system with a power 
regulator, temperature control to increase output stability, 
and beam circularizing optics costs less than a 633 nm He- 
Ne laser with the same power output. Although violet diode 
laser systems available now cost several thousand dollars, the 
major cost is the cost of the diodes, which can’t stay high if 
millions of them are made for optical storage devices. 

I mentioned the relative variability of diode laser 
emission wavelengths; this has advantages and disadvantages. 
Small variations in device dimensions and composition 
result in manufacturers’ inventories including lasers with a 
range of emission wavelengths; for a price, the buyer 
(meaning the cytometer manufacturer or the laser system 
manufacturer; making a diode laser system is not a trick to 
try at home) can specify a selected wavelength range. If 
you’re buying a diode laser system, you can also specify a 
wavelength range; again, it will cost you. 

A red He-Ne laser will emit at 632.8 nm, not 632.85 or 
632.75 nm, for all of its useful life. When cytometer 
manufacturers buy red diodes, they typically specib an 
emission range no narrower than, say, 635 to 640 nm; a 
diode in your instrument could emit anywhere in that range. 
If you measure fluorescence at 660 nm, your detector filter 
probably has a higher transmission at 640 nm than at 635 
nm. More stray laser light leaking through the filter means 
higher fluorescence background, so which end of the range 
the diode emits at will affect measurement sensitivity. 

The emission wavelength of a diode laser varies with 
temperature; this doesn’t happen uniformly, but, rather, in 
jumps, and each wavelength change represents a different 
longitudinal mode of the laser. The resultant “mode 
hopping may affect the stability of the intensity profile, 
even though the light control feedback circuitry needed to 
keep the laser from burning itself out keeps the total power 
output relatively constant. The best way to eliminate this 
problem is to control the temperature of the diode; this is 
absolutely essential for the violet diodes, and becoming more 
common in red diode systems designed for critical 
applications such as cytometry. 

A diode laser is basically an LED, and it will emit a small 
amount of incoherent light, sometimes referred to as LED 
glow. You may not be all aglow yourself if you encounter 
this light, which is usually at wavelengths longer than the 
laser wavelength, meaning it may be able to get through the 
filters on one or more of your fluorescence detectors. 
Because it is incoherent, LED glow diverges fairly rapidly, 
but, if the laser diode is close to the flow chamber, enough 
LED glow may get in and be scattered from cells to show up 
as increased fluorescence background. The workaround for 
this problem is fairly simple; a bandpass or short pass filter is 
mounted between the laser diode and the flow chamber. 

As I mentioned previously, diode lasers must be operated 
in a light control mode; as a result, their optical noise levels 
are typically substantially lower than those of most ion or 
He-Ne lasers. Diode lasers therefore offer an advantage 
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635,670, or 780 nm, 5-10 mW DIODE LASER 
(4 W: %200-$600U395-415 nm more exDensive1 

Figure 4-23. Sizes, power requirements, and approximate 
costs of some smaller lasers used for cytometry. 

over these other sources for extinction measurements, which 
are more sensitive to optical noise than are scatter and 
fluorescence measurements. When putting a diode laser into 
an optical system, it is critical to position optical elements in 
such a way as to avoid reflecting light back into the laser, 
which can interfere with the operation of the light control 
circuitry and result in fluctuations in power output. 

As Figure 4-23 shows, red diode lasers are 1/1000 the 
size (volume) of, consume I / l O O O  as much power as, and 
cost less than 1/10 as much as, air-cooled argon lasers. This 
commends the diodes for use in portable equipment, and in 
applications and locations where cost and power con- 
sumption are an issue (e.g., CD4’ cell counting in Africa, or 
(at least in mid-2001) California)2447. Violet diode lasers, and 
solid-stare lasers, are also small and energy-efficient, if not 
inexpensive; the violet lasers should get considerably 
cheaper, and some of the solid-state sources may (see below). 
If it is ever possible to produce flow or image cytometers for 
a tenth of today’s prices, the instruments will are likely to 
use laser diodes, or even LED’S, as light sources. 

Solid-state Lasers: Like, YAG Me! 

Neodymium-YAG (yttrium aluminum garnet) lasers, 
in which the lasing medium is a solid rod of crystalline 
material pumped by a flashlamp or a diode laser, can 
produce power outputs of tens of watts at 1064 nm. 
Doubling or tripling the output of a diode-pumped YAG 
laser, using a crystal within the laser cavity, can yield green 
light (CW or pulsed) at 532 nm or UV light (pulsed only) at 
35 5 nm. Frequency-doubled diode-pumped YAG lasers 
(green YAG lasers from here on) can be used for excitation 
of ethidium and propidium, rhodamine, phycoerythrin and 
its tandem conjugates, and the reporter protein dsRedZ4’”, 
among other things. And the green YAG laser does a better 

job of exciting most or all of these than does a 488 nm argon 
ion laser, and, unlike the argon laser, excites very little 
autofluorescence in most mammalian cell types. 

In 1994, miniaturized green YAG lasers emitting 2 m W  
at 532 nm were offered for sale for $4,000. This was about 
twice the price of a 2 m W  green (543 nm) He-Ne laser, 
which does an even better job of exciting phycoerythrin. 
Today, you can buy that 2 m W  green YAG laser in the form 
of a laser pointer for about $200. Unfortunately, cheap 
green YAG lasers tend to be noisy, and when I say noisy, I 
mean they may turn themselves on and off. Most of these 
cheap lasers, by the way, come from Russia and China. A so- 
called single longitudinal mode green YAG laser, which may 
or may not actually have only one longitudinal mode, but 
which will have relatively low optical noise, can be had from 
several sources (I can speak for products from Coherent and 
Uniphase), but will set you back more than the cost of an 
argon laser. The small size and low power consumption are 
attractions; Guava and Luminex, among others, use green 
YAG lasers with about 10 m W  power output in their 
instruments, which can be operated from batteries. If you’d 
like, you can buy a 10 W green YAG laser, and it will still 
run off house current. You’re not likely to need to put that 
kind of power through cells, but, if you’re still using a dye 
laser, a multiwatt 532 nm YAG makes a much more efficient 
pump than does a multiwatt ion laser. 

The tripled UV lasers could be useful for excitation of 
DNA stains and calcium probes. They are at the right 
wavelength (355 nm), but they only operate in pulsed 
modes. However, a technique called mode-locking allows 
the lasers to emit regularly spaced pulses at 80-100 MHz; 
this repetition rate is high enough so that the laser behaves 
more or less as if it was a continuous light source. Both 
Lightwave Electronics and Spectra-Physics have introduced 
mode-locked 355 nm YAG lasers, and BD Biosciences is 
offering them as sources in both benchtop systems and 
sorters. The lasers are expensive, possibly even more 
expensive than the UV ion lasers that represent the only 
alternative sources offering power levels of tens to hundreds 
of milliwatts. However, mode-locked YAG lasers share the 
modest power and cooling requirements of their CW 
cousins, and therefore do not require the expensive 
infrastructure needed to support UV ion lasers. 

An attempt to develop a solid-state CW UV laser for 
flow cytometry is ongoing at Light Age, a company that 
makes alexandrite lasers. Alexandrite, which is beryllium 
aluminum oxide containing chromium, emits between 700 
and 850 nm, and can be pumped by 635-670 nm diode 
lasers. UV emission of 10-15 m W  at approximately 370-380 
nm has been achieved from a frequency-doubled, diode- 
pumped alexandrite laser; one of Light Age’s prototypes was 
run for several months, and maintained a reasonably low 
optical noise level. The tunability of Alexandrite lasers is 
another point in their favor. The lasers have been expensive, 
although probably not any more expensive than U V  ion 
lasers or mode-locked UV YAG lasers. 
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Alexandrite is an example of a vibronic crystalline laser 
material. Such materials behave similarly to laser dyes; laser 
transitions may occur between an excited electronic state and 
any vibrational state associated with a lower electronic 
energy state, allowing output to be tuned over a broad range. 
Titanium-doped sapphire lasers can operate in pulsed or 
CW mode between 660 and 1180 nm. Pump energy can be 
supplied by a high-power green YAG laser. Pulsed Ti- 
sapphire lasers are used for multiple-photon excitation of 
fluorescent dyes and intrinsically fluorescent cellular 
constituents; their high cost (typically over $100,000) has, 
to date, limited their use. Cr:LiSAF lasers, in which the laser 
transitions occur in Cr3+ ions in a matrix of LiSrAlF, , have 
been doubled to 430 nm; a laser based on this technology 
was, and may still be, offered for sale by Melles Griot, but 
violet diodes may be a better bet for this wavelength range. 

Melles Griot also offers 457 nm CW lasers made by 
frequency doubling the output of neodymium yttrium 
vanadate (Nd:YVO,). The biggest of these runs on house 
current, drawing 75 W at the plug, and puts out 400 mW; I 
am not clear why people aren’t using these lasers instead of 
water-cooled argon lasers in chromosome sorters. 
Admittedly, the water-cooled lasers do put out other 
wavelengths besides 457.9 nm, but the solid-state jobs are 
about half the price and let you do without the plumbing 
and the cooling arrangements. 

Although green Nd:YAG lasers are good excitation 
sources for a lot of dyes and labels used in cytometry, they 
can’t quite reach fluorescein, which is not only still very 
popular as a label, but which also has been derivatized into 
probes for a large number of structural and functional 
parameters. Fluorescein can be excited at wavelengths as 
high as 515  nm; in fact, the first work on two-color 
immunofluorescence flow cytometry115 was done using 
fluorescein- and rhodamine-labeled antibodies excited by the 
514.5 nrn line of an argon ion laser. As it happens, the 
primary emission wavelength of ytterbium YAG (Yb:YAG) 
lasers is 1029 nm; they could be doubled to 514.5 nm and 
used for fluorescein excitation. Yb:YAG lasers have some 
advantages over Nd:YAG in terms of ease of pumping and 
stability, and this suggests that green Yb:YAG lasers might 
have fewer problems than green Nd:YAG lasers, but the 
emergence of 488 nm solid-state lasers (see below) has 
probably discouraged development of a green Yb:YAG for 
cytometry, and is also likely to set back development of 473 
nm, frequency-summed Nd:YAG lasers, which have been 
offered in some cytometers. 

Some years back, Uniphase, a major supplier of argon 
and He-Ne lasers as well as green YAG lasers, described a 
544 nm solid-state laser using an erbium-doped fluoride 
glass fiber as the lasing m e d i ~ r n ~ ” ~ .  This is not a frequency- 
doubled laser; pumping to the excited state by 971 nm light 
is accomplished by two-photon absorption (see pp. 118-9). 
The 544 nm wavelength is ideal for excitation of 
phycoerythrin and its tandem conjugates; since power levels 
of 10 m W  should have readily been attainable, erbium fiber 

lasers might have been preferable to both green He-Ne and 
frequency-doubled YAG lasers as sources for flow cytometty. 
Uniphase’s recent dramatic up-and-down performance in 
the financial markets suggests that the company’s 
development programs may not be running at the level 
originally intended. Business aside, fiber lasers can be made 
to operate at other visible wavelengths; they also have 
excellent pointing stability, meaning the beam doesn’t have 
as much of a tendency to undergo slight changes in direction 
as do beams from other types of lasers. This would also be 
advantageous for flow cytometry. Maybe Uniphase should 
have sold Enron moral fiber lasers. 

But, getting back to (or away from) business, the big 
story in lasers for cytometry in recent years is about 
frequency-doubled semiconductor (diode) lasers. 
Doubling a semiconductor laser operating at 750-1 000 nm 
will (do the math) yield W, violet, or blue light. The 
process is inefficient; a laser capable of producing several 
hundred milliwatts is required to get a few milliwatts of 
visible light. The resulting laser system is typically 
considerably more complex and more expensive than a diode 
laser, because other components, notably, an external mirror 
and a crystal of the material used for harmonic generation, 
must be incorporated into the system. Before 2000, there 
were a few doubled-diode lasers on the market, but they 
were neither powerful nor cheap. Things have since 
changed, attracting much attention. 

Coherent’s “Sapphire” laser, apparently (and 
confusingly) named for its blue output, was introduced to 
the cytometry community at the May, 2000 ISAC 
~ n e e t i n i ~ ~ ’ .  The Sapphire isn’t a Tisapphire laser and 
doesn’t, as far as I know, have any sapphire in it at all; it is a 
frequency-doubled, diode-pumped semiconductor laser; 
Coherent currently sells a 10 mW, 460 nm model and both 
20 m W  and 200 m W  models emitting at 488 nm; output 
wavelengths are guaranteed to f 2 nm. BD Biosciences and 
DakoCytomation, among others, offer the 20 mW, 488 nm 
Sapphire in benchtop instruments; iCyt-Visionary 
Bioscience is retrofitting the 200 mW, 488 nm Sapphire to 
sorters. These lasers are not inexpensive, but they are small 
in size, run on small amounts of house current, and, 
reportedly, feature long lifetimes (> 10,000 hr). 

Another laser company, Novalux, has recently been 
making the rounds with another frequency-doubled 
semiconductor laser, the Protera; this will also deliver 10- 20 
m W  at 488 nm, and is priced competitively with argon 
lasers in the same power range. 

The semiconductor lasers in both Coherent’s Sapphire 
and Novalux’s Protera are surface emitting lasers, and, 
unlike typical edge-emitting diodes, produce circular, near- 
Gaussian beams. The technology could yield relatively 
inexpensive laser sources at wavelengths ranging from W to 
yellow. I would not be surprised to see the cytometer 
manufacturers and/or third parties produce drop-in solid- 
state replacements for the air-cooled 488 nm argon lasers 
now installed in most instruments, and soon. 
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Laser and Light Source Noise and Noise Compensation 

Laser noise may originate from several sources. Poor 
power supply regulation and/or design typically result in 
light output fluctuations at the frequency of the line current 
used to run the power supply or at a multiple thereof; if a 
high-frequency switching circuit is used in the power supply, 
light noise due to power supply problems may also occur at 
the switching frequency. In some lasers, particularly He-Ne 
and He-Cd lasers, noise may be found at frequencies of a 
few hundred kilohertz, due either to radio frequency energy 
used to pump the lasing medium or to fluctuations in the 
medium itself. 

In most circumstances, the level of light source noise 
determines the minimum detectable signal level for scatter 
measurement channels; although preamplifier baseline 
restoration circuitry (p. 55) removes the steady D C  
component of the background noise produced by stray 
illuminating light, the AC component of the background, 
representing fluctuations around the D C  level, is amplified 
along with the signals produced by particles passing through 
the illumination beam. To  be detectable, the signal from a 
particle must be substantially above the level of the 
fluctuations; therefore, the use of a light source with lower 
noise allows detection of smaller particles. 

Noise also has a direct effect on the precision of both 
scatter and fluorescence measurements. Noise is usually 
specified as an average, R M S  (Root Mean Squie)  value, 
and/or as a peak-to-peak value; both are given as 
percentages. The RMS noise value is actually the coefficient 
of variation (CV) of the power output level. If noise is 
normally distributed, the RMS value can be estimated from 
the peak-to-peak value as follows. Since more than 99 
percent of the area of a normal distribution lies within three 
standard deviations of the mean, dividing the peak-to-peak 
noise percentage by 6 provides an approximation to the 
RMS noise percentage. RMS noise levels are generally on the 
order of 0.05% or less for diode and high-quality solid-state 
lasers, 0.2% to 0.5% for water-cooled ion lasers, and 0.5% 
to 1 % for air-cooled argon and He-Ne lasers. 

In an otherwise perfect cytometer, measuring particles 
that were absolutely identical, the CVs of scatter 
measurements could be no lower than the R M S  noise of the 
light source. The same restriction on precision would hold 
for fluorescence measurements using low power illumi- 
nation, where a given percentage change in excitation power 
produces the same percentage change in emission intensity; 
at higher power levels (p. 117), precision might be less 
affected. 

It should be remembered that operation in the light 
control mode does not guarantee protection against noise. If 
the light output drops substantially enough for the supply 
current to rise to its maximum value, any further mechanical 
or optical deterioration cannot be compensated for by either 
the light control or the current control circuitry; thus, a 
change in light output will occur. 

One solution to source noise problems is the 
incorporation of circuitry in the signal processing electronics 
that senses variations in illumination and corrects measured 
signal levels accordingly. This was done in Kamentsky’s 
RCS, in the Block apparatus, and in several laboratory-built 
instruments, including mine. While commercial fluor- 
escence flow cytometers do not now offer source noise 
compensation, it is relatively easy to implement using digital 
signal processing, and could thus become common in the 
future; this could help tame cheap, noisy YAG’s. 

The principal problem with He-Cd lasers is plasma 
noise, at frequencies between 300 and 400 kHz. It is 
difficult to keep RMS noise levels much below 1.5% even 
when the laser is new. Noise levels tend to increase 
thereafter, especially if the laser is left idle for long periods, 
because this leads to an irreversible buildup of helium in the 
plasma tube, which increases noise. This effect can be 
minimized, but not eliminated, by running the laser for at 
least several hours a week. That’s not much help if the 
problem has already developed; I have had several He-Cd 
lasers become unusable in this fashion. 

0 255 

Figure 4-24. Effect of noise compensation circuitry 
on precision of fluorescence measurements using a 
noisy He-Cd laser for excitation. 

DAPl FLUORESCENCE 

If I measure DNA content with DAN using these lasers 
and my standard electronics, I get atrocious precision; the 
corresponding distribution shown in Figure 4-24 has a CV 
of about 7.5%, because the illumination intensity reaching 
any given cell at any given time varies over such a large range 
due to noise. Things get better when I use the noise 
compensation circuit. A beam splitter reflects about 5% of 
the laser power to a photodiode detector, providing a 
reference signal. The fluorescence of dye in the cells is 
detected by the cytometer’s PMT, and an analog circuit is 
used to divide the PMT signal by the reference signal, 
yielding a compensated fluorescence value. The DNA 
content distribution measured using the compensation 
circuit has a C V  ~ 2 . 2 % .  Incidentally, if I were making a p H  
or calcium measurement, using a ratio of fluorescence 
emission from one dye at two wavelengths, I wouldn’t need 
to monitor laser output; taking the ratio compensates for the 
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fluctuations in source power output because the numerator 
and denominator are equally affected by the noise. 

There are other ways of compensating for laser noise. 
“Noise eaters” that you can put between the laser and the 
rest of the world sense laser output, and use the signal to 
control acousto-optic or electro-optic modulators, which 
adjust their light transmission rapidly in response to an 
applied voltage. These gadgets, however, cost thousands of 
dollars, as opposed to tens of dollars for a noise 
compensation circuit, and may require that the laser beam 
be polarized, which many He-Cd beams are not. 

Some pretty sophisticated flow cytometry can be done by 
using a 325 nm He-Cd laser, a low-power 488 nm argon 
laser, and a 633 nm He-Ne laser. B-D’s LSR uses those 
sources, although they haven’t put in noise compensation. 
To get U V  excitation for Hoechst dyes and 488 nm for 
immunofluorescence, it has always made more sense to me 
(and  other^""^^^) to use an He-Cd laser or an arc lamp (and, 
these days, maybe a diode or a solid state W laser) for the 
UV than to get W and 488 nm out of one big, one big and 
one small, or two big ion lasers. In 2002, even 
manufacturers who have stuck with the big lasers for years 
are prepared to change. There are both flow and scanning 
system that use violet/UV and red diodes and green YAG or 
solid-state 488 nm lasers. I have seen the future, and it is air- 
cooled. To paraphrase an old standard, with apologies to 
Paul Simon: 

Fifty Ways to Lose Your Laser 

If you have thought of doing flow cytometry 
With dyes requiring excitation by W ,  
Using an ion laser makes it plain to see 
There must be fifty ways to lose your laser. 

The plasma tube goes, Mose, 
The power supply’s fried, Clyde, 
The optics burn, Vern, 
And the solenoid melts, 
And, when they’re replaced, 
A hose comes unlaced, 
So you want to cuss, Gus, 
And try something else. 

You can pick up an arc lamp, as has long been done 
In places where a great big laser’s hard to run, 
But lining up your optics won’t be much more fun 
‘Than learning fifty ways to lose your laser. 

Don’t throw in the towel, Raul, 
There’s help on the way, Jay; 
Just send the arc back, Jack, 
And listen to me. 
What will do the job, Bob, 
Plugs into the wall, Paul; 
An He-Cd, Lee, 
Will get you UV. 

Kit Snow, Scott Cram, Tom Frey et al and I have shown 
You can sort chromosomes with HeCad light alone, 
This might help when your budget’s cut back 

And there are fifty ways to lose your laser. 
to the bone, 

We’ve got diodes, too, Lou, 
And alexandrite, Dwight, 
Mode-locked YAG as well, Mel, 
So listen to me. 
With power costs high, Guy, 
You’ll shell out too much, Dutch, 
Argon’s not the way, Ray, 
In this century. 

Why pay to replumb and rewire? Don’t be dense. 
Small lasers can’t be used for national defense, 
But, for cytometry, they make a lot of sense, 
And you’ll find fifty ways to use your laser. 

Danger!!! Laser!!! Hazards and Haze 

Any laser that emits more than 800 pW anywhere from 
the UV to the near IR is classified as hazardous by the U.S. 
Bureau of Radiological Health. Once you get past the “Star 
Wars” notion of a laser as a handy tool for vaporizing 
enemies and competitors, you start to think of laser hazards 
primarily in terms of eye damage. This makes sense, up to a 
point, but there have only been a few dozen accidental 
injuries reported resulting from undiverged or focused 
beams getring into peoples’ eyes. 

Laser damage to the eye, or any other tissue, is caused 
when the absorption of light by the tissue causes enough 
heating to kill cells. The power density of the laser beam and 
the absorption coefficient of the tissue are the primary 
determinants of how much damage will be done. Argon 
lasers emitting a watt or so are routinely used for “spot 
welding” detached retinas, but you can shine a focused beam 
at lower power (say about 80 pW) into your eyeball without 
hurting your retina. In fact, Rob Webb, who taught me a lot 
about building and using flow cytometers, developed a 
highly useful gadget called the scanning laser ophthal- 
moscope, which produces a wide-field, high-resolution video 
image of the retina by scanning across it with a low-power 
laser. Incidentally, W light doesn’t penetrate into the eye 
very well; this means that it is unlikely to damage the retina. 
It also means we can’t measure the W-excited fluorescence 
of pyridine nucleotides in the retina, which might have given 
some useful information about metabolism in diabetes and 
other conditions. We can, however, measure flavin 
fluorescence with blue light from lamps or He-Cd or argon 
lasers. 

Argon lasers are also used by dermatologists to treat 
pigmented lesions such as hemangiomas. These blood vessel 
tumors, which are reddish-purple in color, absorb more 
blue-green light than the surrounding normal tissue, and 
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thus get hotter faster. The tolerance of normal skin for laser 
radiation is also a function of pigmentation; I am fair- 
skinned, and experience has taught me that I won’t burn my 
finger by putting it into a 200 mW, 488 nm beam 2 mm in 
diameter, while colleagues of mine with darker complexions 
will quickly withdraw their fingers from the same beam. If I 
accidentally get my fingers into the beam at a point where it 
is converging toward the flow system, I will get a slight burn. 
Black construction paper, however, will catch fire if held in 
either the 2 mm or the focused beam. 

People tend to worry most about invisible laser beams, 
meaning those in the W and IR wavelength ranges, because 
it’s harder to avoid what you can’t see. UV light is of special 
concern because the photon energy levels are high enough to 
cause ionization; this can lead to mutation and 
carcinogenesis in exposed tissue. The probability of 
mutation increases considerably if W-excited dyes, e.g., 
Hoechst dyes, are bound to DNA, mutation rates can also 
be increased by irradiation of acridine orange-treated cells 
with blue light or by irradiation of methylene blue-treated 
cells with red light. That said, I must point out that I know 
a lot of sun worshippers and former sun worshippers who 
haven’t gotten skin cancer, and I’ve never heard of anybody 
picking up a tan in a flow lab, regardless of the state of 
undress of arc lamps, lasers, and (heh, heh!) people. 

At the power levels that are, or should be, used in flow 
cytometry (a few hundred m W  or less), widely diverged laser 
beams and diffuse reflections should not represent major 
hazards to users’ eyes or skin. The potential problems come 
from concentrated (undiverged or converging) beams. It is 
fairly easy for users to identify the paths of beams from lasers 
emitting at visible wavelengths, and thus to avoid exposure. 
Most flow cytometers don’t use either UV or IR beams, 
which might otherwise be more dangerous. Flow cytometers, 
like other systems that incorporate lasers, are required by law 
to be equipped with light shielding, and operators are 
required to be provided with safety goggles that prevent laser 
light from reaching the eye. Unfortunately, adjustments to 
the laser and illumination optics are best made, and often 
only possible, when one can see the beam, which requires 
removing the shields and the goggles. 

Even if you were running one of the larger ion lasers 
used in flow cytometry at full power, you probably wouldn’t 
be able to kill yourself directly using the laser beam; you‘d be 
more likely to die from complications of the hernia you got 
trying to lift the power supply. You could very easily kill 
yourself, however, while fiddling with the optics of an ion 
laser by allowing a careless finger to brush past one of the 
many open electrical connections carrying several hundred 
volts at over fifiy amperes. There have been a few dozen fatal 
accidents associated with laser use; in all cases, the victims 
were electrocuted. Many of them were far from novices at 
working with lasers. I got a very fast trip across my lab once 
while tweaking optics with sweaty fingers; since then, I have 
made it a point always to have somebody else, preferably 
trained in CPR, around the lab when working on a big laser. 

I have already made mention of the fact that almost none 
of the applications of flow cytometry require use of more 
than about 50 m W  of laser power when an efficiently 
designed optical system is used. Most of the small lasers run 
on house current and don’t require the user to get into the 
laser head and tinker with the optics, and their lower-power 
beams pose less of a hazard ro users’ eyes and virtually no 
hazard to skin. Small lasers are therefore considerably safer 
than large ones, a point that probably helped speed the 
adoption of the former in commercial flow cytometers. 

What about other possible effects of lasers that are, at 
present, inexplicable by science? There is a provocative body 
of literature on effects of low-power laser irradiation on cells 
and tissues; try doing a search on “laser acupuncture” in the 
MEDLINE database some time if you’re interested. It has 
been claimed that shining a few hundred microwatts of red 
He-Ne laser light on the appropriate acupuncture points 
stimulates immune response, reduces gastroesophageal reflux 
(not in me, unfortunately), and relieves symptoms of 
arthritis, diabetes, and gallbladder disease, to name a few. 
Maybe a little laser exposure is good for you. 

To  sum up, big lasers, which few of us use anymore, are 
associated with big hazards; one should respect them. Most 
people who use benchtop flow cytometers with small visible 
lasers are in greater danger from their reagents and their 
samples than from their lasers. But watch out for the laser 
pointers; many of them put out more than the legal 800 
pW, especially the green ones. 

4.4 LIGHT COLLECTION 
We now know what we need to do to illuminate cells, 

whether they are in a flow system or on a microscope slide. 
We next turn to the task of collecting at least some of the 
light emitted and/or scattered by the cells, and directing as 
much of it as possible, and as little other light as possible, to 
our photodetectors. 

The optical elements of microscopes have been designed 
to do this job. The lenses provide spatial resolution, 
enabling us to collect a great deal of the light coming from a 
very small region of space and relatively little of the light 
coming from other regions a very small distance away. 
Optical filters provide spectral resolution, allowing 
discrimination between scattered, fluorescent, and 
background light. 

Microscope Objectives 
A microscope objective is designed to form a real, 

magnified image of a small object at a fixed distance, referred 
to as the tube length, from its mount. It is customary to 
describe objectives in terms of two principal parameters, 
magnification and N.A., and also to specify the working 
distance between the front element of the lens and the 
object. When placed at the working distance from the 
object, the objective forms a real image, magnified at its 
stated magnification, in a plane (the image plane) 
approximately one tube length behind the “shoulder” of the 
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objective (that’s where it screws into the nosepiece; you or I 
might have picked a different anatomical reference). 

Looking at the Observation Point 

In order to select a collection lens, we ought to look at a 
magnified image of the observation point in a flow 
cytometer; I‘ve sketched one as Figure 4-25. What I’ve 
drawn is what you see if you use a decent microscope lens 
and make an image of the intersection of the laser beam with 
a round capillary flow chamber or with a stream in air. You 
find out where the core is and how big it is by running a 
fluorescent dye through the system; if your excitation is 
anywhere between UV and blue-green, Mercurochrome, 
which is a fluorescein derivative, is fine. 

STREAM OR CAPILLARY EDGES 

/ \ COR\EED?ES 
\ \ /  

I 
TI 

BEAM REFLECTIONS FROM 
STREAM OR CAPILLARY ARE 

BRIGHTEST NEAR EDGES 

Figure 4-25. Looking at the observation point. 

If the image is big enough, you’ll see that, while there is 
a lot of reflection of the excitation beam off the capillary or 
stream, most of the reflection is from the edges, as long as 
the stream or capillary is, say, at least 50% wider than the 
beam. Since we want to measure light coming from the core, 
we almost instinctively think of using a field stop, i.e., a 
pinhole or slit in the image plane, so that the only light that 
gets through is from the region of the core. I’ve shown the 
region we want to look at in the figure. 

That 
depends upon what we’re trying to measure. You might 
figure that you don’t have to worry about all of the reflected 
light at 488 nm if you’re measuring fluorescence above 515 
nm, because you can get rid of it with optical filters. This is 
true, to some extent; however, as we will presently see, this 
approach places a considerably heavier burden on the filters, 
in terms of the performance required, and increases the 

What happens if we don’t use a field stop? 

likelihood of noise due to light leakage and/or filter 
fluorescence. If we’re trying to measure light scattered at 
large angles to the excitation beam, we’ve got a problem; all 
of that 488 nm light is going to clobber our scatter signal, 
which is at the same wavelength as the excitation beam. In 
this case, we’re forced into using some type of light barrier to 
insure that we collect light predominantly from the cells in 
the core rather than from elsewhere. 

Stops vs. Blockers 
I mentioned that what I’ve shown in the figure is what 

we see when the stream or capillary is wider than the beam 
by 50% or more. This is usually not the case in cell sorters 
in which measurements are made of cells flowing in a stream 
in air. If, for example, we have a 70 pm stream and a beam 
80 pm wide, we will see a “ring” of light from the 
illuminating beam around the entire circumference of the 
stream, and we simply won’t have the option of using a field 
stop to get rid of stray scattered light. 

The alternative typically in stream-in-air cell sorters is 
the inclusion of an obscuration or blocker bar, the effect of 
which you can simulate by placing a finger over the drawing 
along the path of the illuminating beam. Particles in the core 
will emit fluorescence and scatter light in all directions; the 
obscuration bar will block a substantial amount of 
fluorescence and scattered light, but it will allow some of 
both to get into the collection system, while preventing 
almost all of the light reflected from the stream from going 
into the collection system. 

Up to a point, this is a good idea. What we want to be 
able to do in a flow cytometer is to detect weak signals above 
background, and anything which increases the ratio of 
(photons collected from cells) to (photons collected from 
other sources) is helpful, unless it diminishes the number of 
signal photons to fewer than can be reliably detected above 
noise based upon sampling statistics. The use of a field stop 
in the image plane, which masks light coming from 
everywhere but the immediate vicinity of the intersection of 
the core stream with the illuminating beam, accomplishes 
much the same purpose as the use of an obscuration bar, but 
allows more signal photons to get through. While this 
generally isn’t done in stream-in-air flow cytometers because 
of the relative sizes of beam and stream, it is done in flow 
cytometers in which observation occurs within a capillary or 
cuvette. When the stream in a stream-in-air system is wider 
than the beam, use of a field stop instead of an obscuration 
bar increases the signal intensity, and the signal-to-noise 
ratio is improved”’. If the observation point is in a flat-sided 
cuvette, reflections of the laser beam off the cuvette walls are 
minimal; however, it still helps to use a field stop to reduce 
problems such as interference from Raman scattering. 

Signal versus Noise: To See or Not to See 
We have already found that we can only extract a certain 

number of photons from the sample, no matter how much 
excitation power we use, so it seems like a good idea to 
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collect as many of those photons as we can get. We have just 
found out, however, that increasing light collection from the 
sample doesn’t help us much if it is accompanied by a 
proportionate increase in light collection from the 
background. 
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Figure 4-26. Maximizing light collection: Not always a 
good way to do things. 

One can collect the largest possible amount of light by 
putting the collection lens at a distance from the observation 
region equal to its focal length, f In such an arrangement, 
illustrated in Figure 4-26, no image is formed; the light rays 
emerge from the collector lens in parallel, in a collimated 
beam. The lenses used for collection in this fashion are 
typically not microscope objectives, but somewhat longer 
focal length, high-aperture aspheric lenses of the type 
normally used as condensers. The beam collected in this 
manner usually contains a substantial amount of light at the 
excitation wavelength. The burden of excluding this light 
from the fluorescence detector falls entirely on the optical 
filters used to limit detector bandwidth, unless the 
collimated beam of collected light is brought to a focus in a 
plane containing a pinhole as a field stop before being 
routed to the detector filters. A refocusing lens and field stop 
are shown in Figure 4-17. Behind them is an additional 
collimating lens; this is needed to reconverge the beam in 
order to relay light to the filters and detectors. 

The setup in Figure 4-26 also illustrates another trick 
for increasing light collection; a concave spherical mirror, 
with a focus at the observation point, is placed opposite the 
lens, allowing the lens to capture some of the light emitted 
in this direction, which would otherwise be lost. Mirrors can 
converge and diverge beams as can lenses; a concave surface 
converges a beam, and a convex surface diverges one. Since 
refraction is not involved, mirrors, unlike lenses, do not 
exhibit wavelength-dependent variations in focal length. 
Most flow cytometers do not use the collection arrangement 
shown in Figure 4-26, but, instead, make a real image of the 
observation point with a high-N.A. lens, and employ field 
stops to prevent light from outside the observation region 
from reaching the detector. However, since the lens has to 
be farther than its focal length (between 1 and 2 focal 

lengths) away from the observation point in order to make 
an image, it must necessarily collect light over a smaller solid 
angle, and therefore get less light from the specimen. Are we 
missing a free lunch somewhere? 

Of course not. In the first place, the imaging lens 
generally produces a fairly highly (20-50 x) magnified image 
of the observation point. If placed two focal lengths from the 
observation point, it would produce an image the same size 
as the observation region, let’s say about 50 by 50 pm. 
Geometric optics tells us that to produce a highly magnified 
image, the lens is going to be not much more than one focal 
length from the observation point, so it won’t collect all that 
much less light than it  would if it were exactly one focal 
length away. 

Since the lens is almost one focal length from the 
observation point, the collected light emerging from it is 
going to converge to an image plane some distance between 
two focal lengths and infinity behind it; the closer the lens is 
to one focal length from the observation point, the closer the 
image is to infinity. In this case, “close to infinity” is about 
one tube length, or about 6 inches. The light is “close to 
collimated; throughput considerations are at work here, and 
they tell us (p. 123) that, when we collect light over a large 
solid angle to make a magnified image, the image forming 
rays occupy a smaller solid angle in proportion to the 
amount of magnification. Thus, if we make a magnified 
image of the observation region, we don’t need either a 
refocusing or recollimating lens, and we eliminate any 
transmission losses that might be associated with these 
optical elements. The dichroics used for spectral separation, 
which might have trouble with the divergent beam emerging 
from behind the stop in Figure 4-26, can easily handle the 
beam from the imaging lens. Also, because axial 
magnification goes as the square of lateral magnification, we 
collect much less interfering light from planes closer to and 
farther away from the observation region as we increase [he 
magnification of the image. 

Now, what about the stop in Figure 4-26 and the field 
stops used with imaging optics? If you’re looking ac a 50 by 
50 pm observation region magnified 50 times, the 
corresponding region of the image is 2.5 by 2.5 mm, which 
is pretty macroscopic, and your field stop can be slightly 
larger than this and do a good job of blocking light collected 
from outside the observation region. With the optics in 
Figure 4-26, the refocusing lens is forming something pretty 
much equivalent to a 1:1 image in the plane of the stop. In 
order to block light from outside the observation region as 
effectively as could be done with an imaging system, you’d 
need a stop with an opening less than 100 pm across. These 
are available, but, in practice, you’d probably have to use a 
substantially bigger opening, because it would be difficult to 
keep the small one from drifting slightly out of alignment 
and blocking all the light. This means you let in more light 
from outside the immediate vicinity of the observation 
region. When the cell is in the observation region, most of 
what’s in the neighborhood is water, and, with too big a 
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stop, you'll collect signals from whatever is in the water. If 
you're using dyes with high background fluorescence, you 
may overload your baseline restoration circuitry. If you're 
using 488 nm excitation and trying to detect phycoerythrin 
fluorescence, you'll end up with higher background noise 
and lower fluorescence sensitivity due to Raman scattering 
from water than you would have if you had made a 
magnified image and used an appropriately sized field stop. 

In principle, light can be collected over extremely large 
solid angles by ellipsoidal'2o or parabolic648 reflectors; in 
practice, use of such elements for fluorescence collection in a 
flow cytometer requires higher performance optical filters 
than would be necessary in a system with better spatial 
resolution, and orthogonal scatter signals may be masked by 
noise. There are also the same problems with stops as were 
just discussed. 

Flow cytometers built around microscopes, which use 
high-N.A. objectives83~88,'oo-'03 , often show better precision 
than laser source systems, particularly in measurements of 
asymmetric cells, because the wider angles of illumination 
and collection in the former minimize effects of differences 
in particle orientationi2'. However, instrument performance 
is not necessarily improved simply by increasing the N.A. of 
the collecting lens. In order to make effective use of a high- 
N.A. objective, it may be necessary to compensate for the 
concomitant small depth of focus. In the Impulscyto- 
phot~mete?"~, this was done by directing sample flow along 
the axis of the objective, so that portions of cells passed 
sequentially through the focal plane. In the Steen/Lindmo 
instrument'oo-'03, the sheathed sample is directed against a flat 
surface, resulting in reduction of core thickness and in 
orientation of asymmetric cells, allowing most cells in the 
sample to be kept in focus even by a high-N.A. lens. 

The spatial resolution required in flow cytometry is only 
that which is necessary to define and isolate the image of the 
intersection of the illuminating beam and the core. People 
tend to want to use the "best" microscope objectives; 
estimating quality from price, they choose an apochromat or 
planapochromat. These lenses do have high N.A.; without 
it, they would not be capable of high resolution. However, 
the resolution increase with increasing N.A. is not due to the 
collection of more light, but to the collection of light over a 
wider angle. A planapochromat is designed to produce 
flatness of field over a relatively large viewing area, and high 
resolution, for observation and photomicrography at high 
magnification. Its light gathering power may actually be 
sacrificed to achieve better performance in these areas. 
Although equal amounts of light go into the front elements 
of a simple achromat and a planapochromat with the same 
N.A., the light transmission of the achromat is likely to be 
higher, because the planapochromat achieves its flat field 
and high resolution through the use of more optical 
elements than are used in the achromat, and light is lost in 
the extra elements, even with the best of antireflection 
coatings. For flow cytometry, the achromat is almost always 
the better choice; it will certainly be cheaper, and very 

probably have a longer working distance and greater total 
light gathering capacity than will the more highly corrected 
lens. In recent years, I have been using, and recommending, 
inexpensive, single-element molded aspheric lenses with 
relatively high N. A. (0.62-0.68) as collection lenses, and 
these have found their way into some commercial 
instruments. And, after having had problems with low light 
transmission in some very expensive microscope lenses, I 
make it a practice to measure transmission of a low-power 
laser beam through any lens before I put down the money. 

Spectral Selection: Monochromators versus Filters 
With few exceptions, the definition of the spectral 

response of the detectors in flow cytometers is accomplished 
by the use of optical filters, although more sophisticated 
methods have been examined. Alternatives to filters may be 
desirable if it is necessary to make measurements in many 
wavelength regions. In the late 1970's and early 1980's, 
there were reports on the measurement of emission spectra 
in flow systems using polychromatic detectors'22 and on the 
use of monochromators to replace filters (Stohr discussed 
this at a 1981 meeting, but apparently didn't publish on it). 
In the mid-l980's, Buicana9 described the use of Fourier 
transform methods for flow cytometric measurement of 
fluorescence in multiple spectral regions using a single 
detector PMT. 

Monochromators and Polychromatic Detection 
Spectral selection using prism or grating 

monochromators is accomplished by diverting different 
wavelengths of light in different directions and then 
positioning an aperture or slit between the prism or grating 
and the detector. The basic elements of a prism 
monochromator are shown in Figure 4-27. Incoming light is 
focused on an entrance slit at the focus of a collimating 
lens, which delivers a collimated beam to the prism, from 
which different wavelengths emerge at different angles. The 
focusing lens forms an image of the dispersed spectrum in 
the plane of the exit slit; the wavelength of light emerging 
from the exit slit is selected by rotating the prism about an 
axis perpendicular to the plane of the diagram. 

The angular dispersion of a prism is not a linear function 
of wavelength; the angular dispersion of a grating is. 
Monochromators are more often built with gratings than 
with prisms as the dispersing element for this reason; the 
linear behavior makes it easier to motorize wavelength 
selection. Gratings also have higher dispersion than prisms, 
malung monochromators more compact, but gratings are 
also less selective. A spectrophotometer typically uses a 
single monochromator to select the illumination wavelength 
for absorption measurements; a spectrofluorometer uses a 
monochromator to select excitation wavelength and one or 
two more monochromators to select emission wavelength. 

Polychromatic detection is accomplished by placing 
multiple detectors in several regions of a spectral image. If a 
linear array of diode or CCD (charge coupled device) 
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detectors were placed where the exit slit appears in Figure 4- 
27, each element of the detector array would respond to 
radiation in a different spectral region. It would be more 
difficult to use conventional PMTs for polychromatic 
detection because of their size; an optical path length of 
several feet would be required to achieve the required 
spacing between desired spectral regions. Newer, multianode 
PMTs might be usable in this application. Experimental 
work with polychromatic detection using diode and CCD 
arrays in flow cytometry continues“”, although this 
technology is not used in commercial systems. 
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Figure 4-27. A prism monochromator. Output wave- 
length selection is accomplished by rotating the prism. 
Polychromatic detection could be done with a linear 
diode or CCD array at the position of the exit slit. 

built a flow cytometer in which fluorescence 
emission in eight spectral regions could be measured using a 
detector incorporating a Fourier transform or interferometric 
spectrometer. Such a detector system, however, is an order of 
magnitude more expensive than monochromators, which are 
themselves several times more expensive than a set of filters. 
The Fourier transform method has been widely adopted for 
infrared absorption spectroscopy because it offers some 
improvement (the so-called Fellgett advantage) in signal-to- 
noise ratio when detector noise is a limiting factor. This is 
not generally the case in flow cytometry; thus, it is not clear 
that interferometric detection offers either theoretical or 
practical advantages for most applications. 

In general, the cell sample analyzed in a flow cytometer 
contains no more than three or four fluorescent materials, 
with well-known spectral characteristics, selected for efficient 
excitation by the illumination wavelength(s) used. Even in 
work with eight or more colors, optical filters remain the 
most cost-effective means for detector bandwidth limitation. 

~~ i~~~649 .1140  

Interference Filters: Coatings of Many Colors 

An interference filter, also called a dichroic, dielectric, 
or reflective filter, is composed of a transparent glass or 

quartz substrate($ on which multiple thin layers of dielectric 
material, sometimes separated by spacer layers, are deposited. 
Constructive and destructive interference occur between 
reflections from the various layers, with the wavelength 
range(s) transmitted being determined primarily by the 
thickness of the layers and the selectivity by the number of 
layers. The unwanted wavelengths are reflected. 

The layers of dielectric material on a substrate are 
collectively referred to as an interference coating, or, more 
commonly, simply as a coating. Coatings are used in optical 
elements other than filters; lenses, for example, are 
commonly coated to reduce reflections at their surfaces. 
Since, in the absence of a coating, about 5 percent of light is 
lost at each surface, the light transmission of the highly 
corrected multielement lenses used in microscopy and 
photography would be unacceptably low if antireflection 
coatings were not used. 

Coatings are described as hard or soft; hard coatings are 
durable and moisture-resistant, but somewhat more difficult 
and more expensive to manufacture. They are typically used 
on surfaces that may be exposed to air and/or cleaned with 
tissues or swabs and solvents. Laser mirrors and dichtoics are 
usually hard coated; most interference filters are made with 
soft coatings. The individual layers of coated substrates must 
be glued together, and a seal applied around the edges of the 
filter to prevent ambient moisture from degrading the 
coating. 

Absorptive Filters versus Interference Filters 

In an absorptive filter, such as a color glass filter, 
unwanted light is disposed of by absorption. It is possible to 
remove much more of the unwanted light by absorption 
than by interference; light transmission outside the 
passband, i.e., the region in which the filter is designed to 
transmit light, is commonly a few percent for a purely 
dielectric filter and only a few hundredths of a percent or 
less for a color glass filter. Transmission in the passband, 
however, is usually lower for interference filters than for 
color glass filters. Interference filters, as a general rule, allow 
sharper transitions between rejected regions and the 
passband(s), and permit greater selectivity; filters with a 

FWHM (Full Width at Half Maximum [transmission]) 
bandwidth of 3 nm are readily available. 

In order to measure weak fluorescence, e.g., 
immunofluorescence, we really need to get rid of stray 
excitation light, and of excitation light scattered within the 
collection angle of the fluorescence collection optics. Letting 
1 percent of that light through isn’t good enough; we 
therefore can’t use just a pure interference filter. 

However, if we put a long pass color glass filter in a laser 
beam, we see that some of the absorption responsible for 
removal of excitation and scattered light is associated with 
fluorescence emission from the filter; this emission from the 
filter is at wavelengths that will pass through the filter, thus 
creating noise at the detector. So what do we do? 
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Well, we should, of course, use a field stop, as discussed 
in the preceding pages, to eliminate as much of the 
extraneous excitation light as possible, but we still need to 
specify what kind of filter goes between the field stop and 
the detector. And the winner is: both. The “interference 
filters” we use are made with an absorptive layer behind the 
coated layers. You can usually tell which side the absorptive 
layer is on because it appears more strongly colored; the 
coated side is more reflective, i.e., shinier. When you mount 
the filter in your instrument, the shiny side of the filter 
should face the collection lens; the other side should face the 
detector. When in doubt, reflect light at the unwanted 
wavelength from the filter onto a piece of paper (or a power 
meter); the side of the filter that reflects the most light 
should face the collection lens. 

Interference filters specifically designed for use in 
cytometry frequently have low enough transmission outside 
the passband so that additional filters are not needed. They 
also have little arrows telling you which way to insert them 
in case you forget the “shiny side out” rule. If there is a need 
to further restrict bandwidth, the field stop (and the blocker 
bar, if one is used) and the interference filter get rid of 
enough of the stray excitation light to permit placing a color 
glass filter between them and the detector without worrying 
too much about filter fluorescence. This doesn’t mean it 
can’t happen; if it does happen, the absorptive layer of the 
interference filter should not be neglected as a source of such 
fluorescence. Loken and Stall discussed the evaluation of 
filters in some detail‘. 

We generally neglect the fact that absorption results in 
the conversion of light into heat. A laser beam hitting a color 
glass filter may thus destroy dye molecules in that filter, 
changing its absorption, fluorescence, and transmission 
characteristics. Those dye molecules may fade more slowly 
during exposure to sunlight, arc lamps, etc. If one keeps it 
out of strong light, however, a color glass filter should have a 
relatively long lifetime. If you drop one and break it, the 
transmission characteristics of the pieces are the same as 
those of the intact filter; you can cover a lot of detectors with 
a 1” square filter if you don’t mind getting glass splinters. 

The companies that make interference filters have ways 
of cutting them; don’t attempt this stunt at home. 
Interference filters have finite lifetimes even when they’re 
not dropped; moisture eventually gets through their seals 
and causes the soft coatings to degrade. This is sometimes 
referred to as “delamination,” which more properly describes 
the filter coming unglued, but the end result is the same: 
“Old interference filters never dye, they just lose their 
layers.” This typically happens after a few years; if you hold 
the filter up to the light and see mottling around the edges, 
it’s time to get a new filter. The old-timers didn’t discover 
the probIem until their cohorts of new filters aged. 

Filter Transmission Characteristics 

Figure 4-28 shows idealized transmission curves of 
bandpass, short pass, and long pass interference filters. The 
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Figure 4-28. Light transmission characteristics of 
bandpass, short pass, and long pass interference 
filters. 

pertinent characteristics of a bandpass filter are its center 
wavelength, usually specified in nanometers (nm), its 
maximum transmission, T,,, and its bandwidth, usually 
given by the FWHM in nanometers. The bandpass filters 
used in flow cytometry typically have a FWHM of 10-50 
nm and a T,_ of 65-80%. 

If you turned the curve for the bandpass filter upside 
down, you’d have the transmission curve of a notch filter, 
which is not included in the figure. One of the more 
common notch filters is the magenta filter used for 
photographic color separation. A green bandpass filter blocks 
the red and bluehiolet ends of the spectrum and transmits 
the green in the middle; a magenta notch filter passes red 
and bluehiolet but blocks green. Narrow notch filters 
specifically designed to block laser lines may be useful for 
high-sensitivity fluorescence measurements. 

Long pass filters are characterized by their Tm_ and by 
their cut on wavelength, kcuron, at which light transmission is 
50% of TmU. Long pass color glass filter transmission curves 
resemble those of long pass interference filters, but typically 
show much lower transmission outside the passband. 

Short pass filters are characterized by a T,_ and a cutoff 
wavelength, hcutoP at which transmission is 50% of Tnlax. 
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Figure 4-29. Transmission of several wavelength regions through different dichroic configurations. 

They can be tricky to work with. The transmission of most 
short pass filters falls off sharply below about 420 nm due to 
absorption by some of the coating materials. However, the 
big problem is at at the long end; they’re really notch filters. 
A 480 nm short pass filter passes blue light but also passes a 
lot of red light. T o  get rid of this, you can use either a color 
glass red absorbing filter or a longer wavelength (e.g., 580 
nm) short pass filter, which blocks out to the near infrared. 
If you use short pass filters, keep your guard up. 

You can measure transmission and reflectance 
characteristics of optical filters using a SpectrophotometeF, 
but, since most spectrophotometers don’t reliably measure 
transmission below 1 percent, you can’t tell whether a filter 
is truly “blocked” to 0.01% outside its passband. I have a 
few m W  available from various laser sources at wavelengths 
from the UV to the near infrared, and a power meter that 
can detect a few nanowatts; this lets me measure 
transmission down to 0.01 percent reliably, in a well- 
darkened room. The filter manufacturers can do the same. 

The transmission characteristics of an interference filter 
are determined by the distance incident light must travel 
between the layers of the filter; this is shortest for rays that 
are normal, or perpendicular, to the filter, and increases for 
rays at progressively larger angles to the normal. The 
transmission characteristics thus change with the angle of 
incidence of light, so users and manufacturers must specify 
the angle of incidence at which a filter is designed to work. If 
you hold a bandpass filter up to a white light source and vary 
the angle at which you look through it, you will see a change 
in the color of the transmitted light. Absorptive filters do not 
exhibit this angular dependence. 

Dichroics 

Epiilluminated fluorescence microscopes, and arc source 
flow cytometers, make use of what are termed dichroics, 

dichroic mirrors, or dichroic beam splitters; these are also 
used in light collection systems to direct light in different 
spectral regions to different detectors. Dichroics are 
interference filters; those used in fluorescence microscopy are 
usually the long pass type. Excitation light at a short 
wavelength, outside the passband, is reflected from a long 
pass dichroic; fluorescence emitted at longer wavelengths is 
transmitted through it. A short pass dichroic reflects longer 
wavelengths and transmits shorter ones. It is desirable to 
minimize the fluorescence of a dichroic, because any 
fluorescence excited in it by light at the illumination 
wavelength may be transmitted to the detector. Dichroics 
are, therefore, almost always made without the absorptive 
layers typically used in “interference” filters. 

Filter sets for fluorescence microscopy have been 
developed that incorporate excitation filters and dichroics 
that, respectively, transmit and reflect in several discrete 
wavelength regions. This allows simultaneous viewing of (for 
example) blue, green, and red fluorescence excited by UV,  
blue-green, and yellow light. While these filter sets provide 
lovely visual images, their real purpose is to eliminate 
changing filter blocks during multicolor imaging experi- 
ments, minimizing the likelihood that the specimen will 
move slightly during that mechanical operation. 

Managing light loss in dichroics was mentioned on p. 
53; we now return to it with the aid of Figure 4-29. In a 
flow cytometer with 488 nm excitation, the blue side scatter 
signal is strongest, green and yellow (fluorescein and 
phycoerythrin) fluorescence signals are fairly strong, and 
orange and red (tandem conjugate) signals are weakest. We 
want to save as much of the weaker signals as possible. 

It is reasonably easy to make a dichroic that reflects at 
least 95% of light in some region outside its passband, and 
relatively difficult to make a dichroic, or any other 
interference filter, with 95% transmission in its passband. 
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Thus, weak signals should be reflected from, rather than 
transmitted through, dichroics. Figure 4-29 assumes 95% 
reflectance and 90% transmission from the dichroics. 

The configuration illustrated in (A) in Figure 4-29 is 
that shown in Figure 1-21 (p. 51); a linear array of short 
pass (long reflect) dichroics preserves better than 85% of the 
weaker red and orange signals, although 31% of the green 
signal is lost. This is preferable to the configuration in (B), 
which loses over 30% of both the orange and red signals. If 
the transmission of the filters were lower, say 85%, only 
52% of the red signal would get through. For optimal light 
transmission, it may be best to have the dichroics and 
detectors in a branched configuration, such as that in (C), in 
which no signal must pass through more than two dichroics. 

Most flow cytometers use a single lens, with its axis 
orthogonal to both the axis of flow and the axis of the 
illuminating laser beam, to collect fluorescence and side 
scatter signals. In some instruments, a spherical mirror is 
placed on the opposite side of the flow chamber from this 
lens, to reflect additional fluorescence emission and scattered 
light back into it. One can also get more light to the 
detectors by using two separate collection lenses on opposite 
sides of the chamber. I do this in most of my instruments; it 
allows collection of four-color fluorescence with none of the 
fluorescence signals being transmitted through more than 
one dichroic, reducing the light losses associated with 
multiple dichroics. One could also use relay lenses and/or 
fiber optics (see pp. 157-9) to direct light from both 
collection lenses to the same detector(s). 

Neutral Density Filters 
It is sometimes desirable to attenuate light without 

discriminating wavelengths; this can be done with neutral 
density (N.D.) filters. A neutral density filter can work by 
reflection or by absorption. A partially “silvered” (i.e., 
coated) mirror will reflect some portion of the light reaching 
it and transmit the remainder. Absorptive neutral density 
filters are color filters incorporating substances that absorb 
over the entire visible spectrum and which therefore appear 
gray or black in color; they are often seen on beaches. 
Neutral density filters are often used in front of the forward 
scatter detectors in flow cytometers, particularly in 
instruments that use high-power laser sources. 

Beamsplitters; Ghosts and Ghostbusters 
A reflective neutral density filter can serve as a 

beamsplitter, diverting the reflected portion of the incident 
beam in one direction and transmitting the remainder in 
another. Uncoated glass surfaces typically reflect about 5% 
of incident light; common cover slips thus can be used as 
beamsplitters to divert a small portion of an incident beam, 
e.g., for a side scatter measurement. To send 50% of the 
light one way and 50% of the light the other way, you need 
a reflective coated surface. 

Beamsplitters (Figure 4-30) are frequently made in the 
form of cubes; the cube is formed by fusing two right 

triangular prisms with the coating along the “hypotenuse” 
face of one prism. Light therefore enters and leaves a cube 
beamsplitter normal to the surface, minimizing undesirable 
“ghost” reflections that are shown coming from the rear face 
of the plate beamsplitter. 

CUBE PLATE 
BEAMSPLITTER BEAMSPLITTER 

TRANSMITTED BEAM 

REFLECTED BEAM “GHOST” 
REFLECTION 

Figure 4-30. Cube and plate beamsplitters. 

The more colors you measure in a flow cytometer, the 
more dichroics you need; and they also produce ghost 
reflections. The problem starts to get noticeable when there 
are a lot of them, so who(m) do you call? Well, you may 
have to call your optical filter supplier, and get dichroics and 
filters that you can place at angles other than 45 and 90 
degrees, or you may need to use wedges to move the ghost 
reflections hrther apart so they don’t go where you don’t 
want them. But you probably won’t have to call anybody; 
the manufacturer of your flow cytometer should take care of 
the problem for you. Until, that is, you decide to measure a 
different set of colors; then, you’ll have to call both the 
manufacturer and the filter supplier. 

It should be obvious that absorptive neutral density 
filters cannot be used as beamsplitters, because they are 
designed to absorb light, not reflect it. They, or at least the 
relatively inexpensive plastic ones you can buy in sheets in 
real camera stores, also tend to melt and/or burn when you 
try to use them to attenuate a few hundred milliwatts worth 
of laser beam. 

Optics for Polarization Measurements 
It is occasionally of interest to measure fluorescence or 

scattered light in two planes of polarization, respectively 
perpendicular and parallel to the plane of polarization of the 
excitation beam. This requires that light of different 
polarizations be separated and diverted to different detectors. 
Such measurements are relatively easy to do in flow 
cytometers with argon ion laser sources, because the laser 
source produces highly polarized illumination; you do have 
to be able to get at the detector filters. Two approaches can 
be used. The first makes use of a polarizing beamsplitter; 
this is an optical element that looks more or less like those 
shown in Figure 4-30, but which transmits light of one 
polarization and reflects light of the other. 
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Most beamsplitters polarize light to some extent; Asbury 
et al, in their extensive study of polarization in flow cytome- 
try2439, showed that beamsplitters caused strong, orientation- 
dependent polarization artifacts. Polarizing beamsplitters, 
which polarize light in well-defined and predictable ways, 
must be selected for the appropriate wavelength and tend to 
be fairly expensive. 

If what you’d like to do is discriminate eosinophils from 
other granulocytes by their higher depolarized scatter sig- 

, you can use a simpler, less expensive approach 
employing polarizing filters. These are typically made of a 
plastic in which are embedded optically active molecules that 
have been oriented in one direction, e.g., by application of 
an electric field. This results in differential absorption of 
light of different polarizations. If you have a pair of polarized 
sunglasses, you have probably noticed that rotating one of 
the lenses about its axis changes its transmission, making a 
hazy blue sky appear darker blue. 

Polarizing filters decompose the electric field vectors of 
incident light into parallel and perpendicular components; 
what comes out is light of one polarization. If you put two 
polarizing filters together, and rotate one, there will be one 
position at which light transmission through the pair is at a 
maximum, and another, at 90” to the first, at which no light 
gets through, because the second filter is then positioned to 
transmit only the polarization which has been excluded by 
the first filter. There is generally an orientation mark on 
such filters to facilitate finding the appropriate positions. 

Setting up a cytometer for quick and dirty scatter polari- 
zation measurements requires, first, that two detectors be 
positioned and equipped with proper wavelength selection 
filters to measure scatter in the same spectral region. Using 
beads to provide a standard signal, the detector gains are 
adjusted to provide equal signal strengths. Then, a polarizing 
filter is placed in front of each detector. The filter on the 
“parallel” detector is rotated to produce maximum signal 
strength from the beads; the filter on the “perpendicular” 
detector is rotated to produce minimum signal strength. 
Gains are then readjusted. 

If you’re trying to measure fluorescence emission anisot- 
ropy or polarization against some standard, it may be neces- 
sary to play additional games, such as changing the laser 
polarization with a retardation plate, and you probably want 
to use higher quality components. See p. 114, then read 
Asbury et a12439 and proceed from there. 
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Tunable Filters 

It is now possible to make tunable filters, in which an 
electrical input changes the passband. These devices don’t 
have conventional filters in them; some of them use acousto- 
optic modulators and gratings; others use liquid crystals. 
They can respond in milliseconds, and have been used in 
multispectral imaging and confocal microscopy, but not for 
flow cytometry. Because they polarize light, tunable filters 
have relatively low (35% or so) transmission; they are also 
on the pricey side, at least at present. 
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Figure 4-31. Total internal reflection. 

Fiber Optics and Optical Waveguides 

Lenses and mirrors aren’t the only components useful for 
getting light from point A to point B; the communications 
industry, as the ads on TV remind us, gets a lot of light from 
one end of the country to another through fiber optics. 
These, and other optical waveguides, work by total inter- 
nal reflection; the principle is illustrated in Figure 4-31. 
This shows three rays of light traveling in the direction of 
the boundary between regions of two different refractive 
indices n, and n,, where n, > n,. Light is refracted according 
to Snell’s law (pp. 106-7); light striking the boundary at the 
critical angle, a = sin.’ n,ln,, will be refracted along the 
boundary, while light striking the boundary at larger angles 
will be reflected back into the medium from which it came. 
Light striking the boundary at angles smaller than the critical 
angle will be refracted at the boundary and emerge into the 
medium with the lower refractive index. 

An optical fiber consists of a plastic, glass, or silica core 
surrounded by a cladding with a lower refractive index. The 
refractive indices of the core and cladding determine the 
numerical aperture (N.A.) of the fiber; this defines the 
maximum half angle 0 at which light entering the fiber will 
propagate through it, and also the maximum angle at which 
light will emerge from the other end. The fiber illustrated in 
Figure 4-32, below, is a step index fiber; there are also gra- 
dient index fibers, in which refractive index decreases con- 
tinuously with distance from the fiber axis. 

CLADDING CORE 

TOTAL INTERNAL REFLECTION OF 
LIGHT AT CORE-CLADDING BOUNDARY 

Figure 4-32. A fiber optical waveguide. 

Single fibers used for optical communication typically 
have core diameters between 5 and 120 pm and outside di- 
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ameters of 125-200 pm. They are thus, at least in principle, 
well suited to delivering light to, and collecting light from, 
regions of space roughly the size of the observation volume 
of a flow cytometer. In the mid-l98O’s, Mike Hercher and 
Is7’ built a fluorescence flow cytometer in which fiber optics 
were used for both illumination and collection; the only lens 
in the whole thing was the one we used to focus the illumi- 
nating laser beam into the fiber optic that delivered light to 
the round capillary flow chamber. 

This prompted a brief episode of euphoria in which we 
envisioned “flow cytometers on a chip,” with the flow cham- 
ber, diode laser and detectors, and all on a single substrate, 
incorporating optical waveguides to move light to and from 
the sample stream. Waveguides of various geometries can be 
made on a substrate by depositing layers of material of the 
appropriate refractive index, or by doping the surface to 
change the refractive index. However, I now feel honor 
bound to point out that waveguide-based cytometers present 
a few problems without obvious solutions. 

Light collection is limited by the N.A. of the fiber or 
waveguide. If you use a silica core, the maximum N.A. you 
can get is 0.4; for fluorescence collection, you’d be better off 
with a higher N.A. Plastic fibers with N.A. of 0.54 and glass 
fibers with N.A.’s of 0.66 or higher would be suitable, but, 
unfortunately, waveguide flow cytometers tend to have high 
levels of stray scattered light, and this induces fluorescence in 
plastic and glass fibers, which decreases measurement sensi- 
tivity in a big way. Beam shaping is at best hard to do, and 
collecting light selectively from the observation point is a lot 
easier to do using lenses and field stops. Finally, if you put 
the source, detectors, and all on one chip, you have to throw 
out the whole thing when it clogs. If waveguide flow cy- 
tometers ever do reach maturity, it will be because somebody 
finds an application for which their disadvantages don’t dis- 
qualify them. I’ve been waiting for about 18 years now. 

The Ortho System 30 and System 50 of the late 1970’s 
used plastic fiber optics to relay light to the detectors; one 
end of the fiber was placed in an image plane, serving as a 
field stop; the other end went to the PMT housing. The 
fluorescence detector filters were placed in front of the fibers, 
forestalling problems with fluorescence that might have been 
induced in the fibers by stray laser light. BD Biosciences’ 
new LSR I1 and FACSAria (Chapter 8) also use relay fibers. 

Through a Glass Darkly: Light Lost (and Found) in 
Optical Components 

I just mentioned problems with waveguide cytometers 
due to fluorescence induced in the optics by stray illuminat- 
ing light; you should also know about some other instances 
in which the materials of which optical elements are made 
can cause severe problems. 

The first set of headaches comes from the UV transmis- 
sion characteristics of commonly used glasses such as BK-7 
and optical crown glass; both lose very little light at wave- 
lengths between 400 and 800 nm, but transmission falls off 
noticeably below 400 nm and rapidly below 350 nm. If you 

look in something like the Oriel Optics Catalog, you’ll see 
transmission is usually tabulated for fixed thicknesses of 
glass, e.g., 10 mm. Obviously, the thicker the glass element 
through which light must pass, the lower the transmission. 

The “long” UV wavelengths used for fluorescence excita- 
tion range from the 350 nm krypton laser line to the 366 
nm mercury arc lamp line; a 10 mm thickness of BK-7 
transmits over 85% of incident light in this wavelength 
range, but 10 mm of crown glass transmits only 72% of 
incident light. If you’re not using a lot of thick lenses or 
cube beamsplitters in your system, you can generally live 
with these figures and get away with glass illumination optics 
instead of quartz or silica, which have high transmission 
even at 260 nm. You should also be okay with glass optics if 
you use a violet diode laser. If you want to use a UV He-Cd 
laser, which emits at 325 nm, you’ll need quartz or silica 
optics, despite their premium prices: the transmission of 10 
mm of crown glass at 325 nm is less than 30 percent. 

When you do use quartz or silica optics for UV, you 
should avoid antireflection coatings designed for visible 
light, because these coatings have very high absorption in the 
UV, particularly down at 325 nm. The mirrors that are used 
to bounce laser beams around in cytometers can also pose 
problems here; they typically have coatings with very high 
reflectivity (>95%) above 420 nm or so and very low reflec- 
tivity ( 4 0 % )  in the UV. Bounce an illuminating beam off 
two mirrors like that and you‘ve lost 75% of your power. I 
tend to use uncoated lenses and minimize the number of 
mirrors in the system when I work with UV; where I do 
need a mirror, I use the same coating as is applied to UV 
laser mirrors. As a last resort in cases where I need reflectivity 
in the UV and at long wavelengths, I’ll use an aluminum 
mirror, which has about 85% reflectivity across the board. 

Since glass can absorb in the UV and violet, it should 
come as little surprise to you that glass can fluoresce when 
illuminated in that wavelength region. With illumination at 

488 nm and longer wavelengths, you can probably use glass 
flow chambers; with UV illumination, and even with illu- 
mination at 44 1 nm, however, considerable fluorescence is 
observable in most types of optical glass. This does not gen- 
erally interfere with measurements of strong fluorescence but 
is likely to impair or preclude measurements of weak fluores- 
cence. In arc lamp systems, when the same lens is used for 
illumination and light collection, it is wise to use fluorite 
lenses because they have high UV transmission and low fluo- 
rescence, both of which are desirable. 

Plastic optical elements, e.g., Fresnel lenses and fiber op- 
tics, are worse offenders than glass ones and tend to fluoresce 
noticeably even when illuminated at wavelengths of 500 nm 
and above. Problems with fluorescence from optical ele- 
ments can generally be avoided by minimizing the amount 
of stray excitation light which gets into the collection optics, 
using field stops, blocker bars, and/or coatings. 

I noted above that some Ortho instruments used plastic 
fiber optics to transmit light between the fluorescence emis- 
sion filters and the PMTs; fiber fluorescence was not a prob- 
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lem. When Ed Luther and I (unpublished) used the same 
fibers to collect light from an argon laser source cytometer, 
collection was highly efficient, i.e., we got the same signal 
intensities as we would get from a lens of the same N.A. as 
the fiber, but fluorescence induced in the fibers limited the 
sensitivity with which we could measure immunofluores- 
cence. More recently, when I was trying to measure some 
very weak autofluorescence with W and blue excitation, I 
found problems with fluorescence in the lens; I’ll have more 
to say about this later. 
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Figure 4-33. Optical arrangements for collection of 
forward scattered light. 

Collection Optics for Forward Scatter Signals 
Three basic optical arrangements are used for collection 

of forward scattered light; they are illustrated in Figure 4-33. 
Panel A of the figure shows a side view of the configuration 
used in flow cytometers in which cells are observed in a 
stream in air or in a round capillary. The stream and capil- 
lary walls act as cylindrical lenses, refracting light from the 
illuminating beam in the plane perpendicular to the axis of 
flow; in order to avoid interference from this source, it is 
necessary to collect light scattered at angles above and/or 
below this plane. A beam dump or blocker bar is placed with 

its long axis perpendicular to the plane of the drawing, i.e., 
perpendicular to the direction of flow. The illuminating 
beam diverges from its focal point on the core stream; the 
blocker must be large enough to intercept the diverging 
beam, and its height determines the minimum angle to the 
illumination beam at which forward scattered light can be 
collected. The maximum angle is determined by an iris dia- 
phragm in front of the lens, which brings the collected light 
to a focus at the detector. 

Panel B of the figure shows a top view of the configura- 
tion used in flow cytometers in which observation is done in 
flat-sided cuvettes. The arrangement is similar to that shown 
in A, except that the axis of the blocker bar is parallel to the 
direction of flow. The cylindrical lens effects of a round 
stream and/capillary are eliminated when a flat-sided flow 
chamber is used; it is therefore possible to measure light 
scattered in the plane of the long axis  of the elliptical focal 
spot. This is advantageous because the divergence of the 
illuminating beam is lower in this plane, allowing the 
blocker bar to be made narrower, and permitting collection 
of light scattered at smaller angles to the beam. 

Since crossed cylindrical lenses are used to produce the 
elliptical focal spot, it is possible to place the back focusing 
lens in such a way that the beam is brought to a focus on the 
blocker bar, rather than on the core stream; this is shown in 
the drawing, and its effect is to further decrease the mini- 
mum angle at which scattered light can be collected. The iris 
and lens function as in panel A. Ortho replaced the conven- 
tional blocker bar with a reflective strip, which, with a lens, 
diverted the transmitted beam to an extinction detector. 

Panel C illustrates dark field illumination as used with 
arc or incandescent lamps; this configuration, used in the 
original Gucker apparatut9 (see Figure 3-1, p. 74), was also 
adopted by Steen102~1142, who added a valuable wrinkle. 

In dark field illumination, a circular stop, coaxial with 
the illuminating lens, results in the illuminating rays forrn- 
ing hollow cones of light with central shadows, converging 
to and diverging from the plane of the specimen. It is cus- 
tomary to collect light scattered by the specimen into the 
shadow region on the side opposite the illuminating lens. 

noted that light scattered at larger angles 
emerges near the optical axis of the system, while light scat- 
tered at smaller angles emerges nearer the edge of the shadow 
cone. Diverting light from these two regions to different 
detectors allows separate measurement of small- and large- 
angle scatter signals. The characteristics of “orthogonal,” 
“90”,” or “side” scatter signals dominate scatter signals col- 
lected at angles as small as 18”, but the amplitudes are higher 
at the smaller angle. Steen’s approach, utilized in instru- 
ments produced by Skatron of Norway, also variously made 
and distributed commercially by Leitz, Bruker, Ortho, and 
Bio-Rad, and currently being revived by Apogee, has, among 
other things, facilitated sensitive multiangle scatter meas- 
urements of bacteria. 

In experimental systems, fiber optics have been used suc- 
cessfully for forward scatter signal collection, but noise levels 
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tend to be high. My experience in recent years has been that 
forward scatter measurement sensitivity can be improved by 
using a relatively high N.A. collection lens, but I suspect I’m 
not collecting light at the really small angles. 

4.5 DETECTORS 
Once we have collected light from various directions, 

and selected the spectral region(s) from which we will allow 
light to reach the detector(s), we reach the point in our cy- 
tometer at which, Presto!, the light changes back into pho- 
tons. The numbers of photons we collect from a cell vary 
over a wide range, depending upon whether we are measur- 
ing absorption or extinction (too many), light scattering (lots 
for forward scatter, enough for orthogonal scatter), strong 
fluorescence, e.g., of dyes bound to DNA (usually more than 
enough), or weak fluorescence, e.g., immunofluorescence 
(please, Sir, I want some more). The detectors we generally 
use are those best suited to the numbers of photons with 
which they will have to deal. 

It is common practice to use photodiodes as detectors 
for absorption, extinction, and forward scatter signals and 
photomultiplier tubes (PMTs) as detectors for orthogonal 
scatter and fluorescence signals. In flow cytorneters, whether 
the source is a laser or a lamp, extinction signals are detected 
by sampling the illumination beam on-axis. Since most light 
is transmitted through the sample, the light levels reaching 
the detector are high, and may be high enough ro damage 
the detector unless attenuated by placing a neutral density 
(N.D.) filter in front of the detector. This filter should be 
reflective rather than absorptive so it doesn’t melt or catch 
fire (no, I’m not kidding). The sensitivity of a PMT is rarely 
needed to detect extinction signals. 

Objects the size of cells scatter light approximately as 
predicted by Gustave Mie’s theory; the lion’s share of the 
scattered light goes in the forward direction, at relatively 
small angles to the beam axis. This light can be detected by a 
photodiode if there is enough of it, i.e., if the excitation 
power is sufficient, and if it is in a spectral region to which a 
photodiode is sensitive. 

Silicon Photodiodes 
As was mentioned previously, a silicon photodiode pro- 

duces current when photons impinge upon it; solar cells are 
silicon photodiodes with a large enough aggregate surface 
area to provide enough current to do something useful. A 
photodiode does not require an external power source in 
order to operate. The peak sensitivity of silicon photodiodes 
is at about 900 nm; at this wavelength, the responsivity of 
the devices, i.e., the current produced per unit of incident 
radiant power, is about 0.5 amperes/watt (NW). At 500 
nm, even in a “blue-enhanced” or “UV-enhanced” photodi- 
ode, responsivity is only about 0.28 NW; at 350 nm, the 
figures are about 0.12 AIW for a UV-enhanced diode, 0.05 
A/W for a blue-enhanced, and half that for the garden vari- 
ety. What manufacturers’ diodespeak calls “blue-enhanced 
and “UV-enhanced” devices, incidentally, actually end up 
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Figure 4-34. Elements of a photomultiplier tube (PMT). 

with improved performance over most of the visible spec- 
trum compared to “standard photodiodes. 

To  relate responsivity in NW into what goes on at the 
photon level, we need to deal with photodiodes, and with 
other detectors, in terms of quantum efficiency (Q); for 
detectors, or for the photosensitive elements of detectors, 
this is defined as 

@ (%) = 100 x (electrons out)/(photons in) 

By definition, 1 A = 1 coulomb/s = 6.2 x 10” elec- 
trons/s. Also by definition, 1 W = 1 J/s . However, al- 
though the number of electrons in a coulomb remains con- 
stant, the number of photons in a joule varies. At 350 nm, 
there are 1.76 x 10l8 photons/J, at 500 nm, there are 2.52 x 

1Ol8 photons/J, and at 800 nm, there are 4.03 x 1018 pho- 
tons/J. Thus, the responsivity in A/W at a quantum effi- 
ciency of 100 percent (one electron out for each photon in) 
will vary with wavelength. At 350 nm, this responsivity 
would be about 0.28 NW, at 500 nm, about 0.41 A/W, 
and at 800 nm, about 0.65 A/W. The actual responsivities 
for a typical UV-enhanced silicon photovoltaic photodiode 
at these wavelengths are, respectively, about 0.12, 0.28, and 
0.47 NW,  we can therefore calculate the respective quan- 
tum efficiencies as 44,68 ,  and 7 2  percent. And the quantum 
efficiencies are what’s important. 

Photodiodes are usually operated in the photovoltaic 
mode, in which no external voltage is applied across the di- 
ode; they can also be run in the photoconductive mode, 
with a bias voltage applied. This does not increase respon- 
sivity or quantum efficiency, but speeds up response time of 
the device, usually with some increase in noise. The response 
time of photodiodes increases with their intrinsic capacitance 
and therefore with their size; devices with an active area of 1 
mm2 or less usually have fast enough rise times for most cy- 
tometric applications. 

Photovoltaic and photoconductive photodiodes have no 
gain. The small currents they produce in response to inci- 
dent light must be amplified electronically. This is generally 
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done by an active electronic preamplifier circuit that con- 
verts small input currents to proportional, but much larger, 
output voltages. The voltages may or may not be amplified 
further along in the signal processing electronics. The pre- 
amplifier and amplifier circuits I use for forward scatter 
measurement are probably fairly typical; they have an overall 
gain of about 5 million voldampere. 

Knowing this, I know that if the 5 million V/A pream- 
plifier’s output pulse has a peak amplitude of 5 V, which is 
fairly typical when I measure light scattered by 2 pm plastic 
microspheres, using 20 mW excitation at 488 nm, the 
photocurrent generated in the detectorwas 1 p4. 

Given the diode’s responsivity of 0.25 A/W at 488 nm, 
this would mean that 4 pW of scattered light reached the 
detector. If I used a He-Ne laser at 633 nm, where the diode 
responsivity is 0.4 N W ,  I’d need less laser power; when I use 
a big argon laser (200 mW at 488 nm) for excitation, I have 
to put a 1.0 neutral density filter in front of the detector to 
keep the signals on scale. 

Photomultiplier Tubes (PMTs) 
Like photodiodes, photomultiplier tubes produce cur- 

rent at their anodes when photons impinge upon their light- 
sensitive photocathodes. Unlike most photodiodes, PMTs 
do require external power sources; they also incorporate 
gain, which can be quite high ( I  0’ or more electrons out for 
each photon in). The gain mechanism of PMTs is one of the 
closest things in the physical world to a free lunch, which 
probably explains why PMTs are among the few types of 
vacuum tubes (without the vacuum, they’re down the 
tubes) that survive in this solid state era. RCA, which devel- 
oped the PMT, produced an excellent handbook on PMTs’” 
which can be used should the reader want to flesh out the 
bare bones I have provided on page 54 and in what follows; 
Hamamatsu, which now supplies most of the PMTs used in 
flow cytometry, also has a handbook245’. 

A schematic top view of the inside of a side-window 
PMT is shown in Figure 4-34. The photocathode is the part 
of a PMT that responds directly to light; when photons hit 
it, it emits electrons. The photocathode, like a photodiode, 
therefore exemplifies the photoelectric effect, for studies of 
which Einstein was awarded his Nobel Prize in physics (rela- 
tivity was regarded as too radical back then). The PMT also 
contains a series of electrodes called dynodes, to each of 
which is applied a potential slightly more positive than that 
on its neighbor dynode nearer the photocathode. There is 
also an anode, which is kept at a more positive potential 
than any of the other electrodes. The electrodes are arranged 
in space so that photoelectrons, i.e., electrons emitted from 
the photocathode in response to incident photons, are accel- 
erated toward the first dynode by the electric field set up by 
the potential difference between these two electrodes. 

When they hit a dynode, electrons cause secondary 
emission of more electrons from the dynode surface; these 
are accelerated toward the next dynode by the electrode field 
between the dynodes, and then produce further secondary 

emission, and so on. The higher the applied potential be- 
tween dynodes, the more energy is imparted to the electrons 
between stages; this results in emission of increasing num- 
bers of secondary electrons from each successive dynode 
surface and increases the gain of the tube. Anywhere be- 
tween lo3 and 10’ electrons may reach the anode for every 
electron that left the cathode, and the gain mechanism is 
termed “noise-free” because the dynodes only emit electrons 
when struck by electrons. As I mentioned on page 54, in 
practice, the anode is usually kept near ground potential; the 
photocathode is at minus a few hundred to a couple of thou- 
sand volts, and the dynodes (Dl-D9 in the diagram) are at 
progressively higher voltages. The shield and grid shown in 
the diagram prevent interactions between the anode and the 
photocathode. 

There is some noise in PMTs; most of it results from 
therrnionic (i.e., due to temperature alone) emission of 
electrons from the photocathode in the absence of incident 
light, and from DC leakage. These generate a dark current 
that, with photoelectron and secondary electron statistics, 
determines the signal-to-noise ratio obtainable from the 
PMT. When extremely low light levels must be detected, as 
in single photon counting (p. 164), it is common practice to 
refrigerate the detector to decrease thermionic emission, 
thereby reducing dark current. In flow cytometry, extrane- 
ous light reaching the detector, rather than dark current, is 
usually the principal noise s o u r ~ e ~ ~ ’ ~ ~ ;  in this case, cooling the 
PMT won’t help. 

The spectral response of a PMT is determined by the 
composition of the photocathode. Tubes with bialkali 
photocathodes (some of the standard compositions are re- 
ferred to as S-4 and S-5) have peak photocathode responsiv- 
ity of about 40 mA/W at about 400 nm; their responsivity 
falls off sharply above 550 nm and is low enough at 600-650 
nm to make these tubes largely unusable in this region. 

Multialkali photo-cathodes, such as the S-20 type, ex- 
tend the usable wavelength range to beyond 750 nm; even 
longer wavelength response is obtained using gallium ar- 
senide (GaAs) cathodes, which provide high responsivity 
(50 mA/W) and a relatively flat responsivity curve between 
300 and 850 nm, making them useful in spectrophotome- 
ters and spectrofluorometers. Tubes with GaAs photocath- 
odes, however, tend to cost much more than other PMTs, 
and also typically have lower gain; in general, unless you are 
looking at fluorescence or orthogonal scatter beyond 800 
nm, you shouldn’t need one. 

For fluorescence above 550 nm, you need multialkali 
tubes; they are noticeably better than bialkali tubes even for 
measurement of fluorescein fluorescence at 520 nm. How- 
ever, you can get by with a bialkali tube for scatter meas- 
urements at 633 nm because scatter signals are so much 
stronger than fluorescence signals. For fluorescence or scatter 
measurements in the blue or blue-green, bialkali tubes, 
which are the cheapest, are just dandy. I’ll go into more de- 
tails shortly. 
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Figure 4-35. PMT electrode voltage supply circuits. 
Panel A. resistive dynode chain; Panel B: Cockcroft- 
Walton voltage multiplier. 

To get signals out of a PMT, you have to plug it into a 
socket, which provides a way of connecting the photocath- 
ode, anode, and dynodes to the voltages required for each. 
Until recently, the customary way of powering a PMT in- 
volved connecting a very well regulated high voltage (300- 
2000 V, depending on the tube type and the gain desired) 
power supply to a network of resistors connected in series, 
known as a dynode chain; such a circuit is shown in panel 
A of Figure 4-35. The photocathode is connected to the end 
at the lowest potential, here indicated by -HV, and the dyn- 
odes are connected at every junction of resistors in between, 
up to the highest potential, which here is ground (0 V). 
Good regulation of PMT power supply voltage is essential 
because the relation between applied voltage and PMT gain 
is nonlinear (it is close to logarithmic); therefore, a change of 
one or two percent in applied voltage may change gain sub- 
stantially. 

The total resistance in the dynode chain is generally 
about 1 megohm (the value of the resistance R in this case is 
100 KO), meaning the chain draws about 1 mA from a 1000 

V supply. To  keep PMT response linear within I%, the 
anode current must be no greater than a small fraction of the 
current drawn by the dynode chain, say 10 p4 or less. A 
1994 p~b l i ca t ion”~~  from Hamamatsu pointed out that an 
alternative circuit, the Cockcrofr-Walton voltage multiplier 
shown in panel B of Figure 4-35, offers several advantages 
over conventional dynode chains. This circuit was originally 
used to generate high voltages for particle accelerators, work 
with which earned Cockcroft and Walton the 1951 Nobel 
Prize in physics; it uses a network of diodes and capacitors to 
convert a sine wave input with amplitude of about 100 V 
into successively higher voltages. The multiplier circuit gen- 
erates less heat than a resistive dynode chain, which results in 
lower noise; it also provides good linearity at anode currents 
well over 100 p4, and draws less input current because no 
resistive elements are used. Small detector modules incorpo- 
rating a miniature PMT, shielded housing, and a power 
supply utilizing a Cockcroft-Walton multiplier are now 
available; one is shown in Figure 4-36 (F). 

PMTs require shielding from stray light and magnetic 
fields; commercially available PMT housings provide both 
and may also incorporate a dynode chain, power supply, and 
even a preamplifier. When not in use, PMTs should be kept 
in the dark; exposure of an unconnected PMT to room light 
will affect the photocathode, increasing dark current, while 
exposure of a PMT to the same amount of room light while 
a power supply is connected will make the tube unusable, at 
least for purposes of cytometry. 

PMT designs use a variety of physical layouts. The first 
PMTs were so-called side-window tubes, shown in Figures 
4-34 and 4-36; their descendants are living and well today. 
A side-window tube usually has a wire grid, which blocks a 
small fraction of light, in front of the cathode; this shadow 
effect sometimes caused trouble in microspectrophotometry, 
and a lot of old hands in analytical cytology preferred end- 
window tubes (A in Figure 4-36), which don’t have the 
obstruction. Grid shadows should not pose a problem in 
flow cytometry; there is no practical reason not to use side- 
window tubes, which tend to be less expensive than other 
types, and have largely replaced the end-window tubes used 
in earlier commercial and laboratory-built instruments. The 
primary selection criteria for PMTs are high gain and red 
sensitivity; the 1 1/8 inch diameter side-window R928, 
R1477, and R3896 tubes, all from Hamamatsu, are now 
widely used, and the last of these, which has very good red 
sensitivity, is made without a grid, eliminating any possibil- 
ity of a grid shadow problem. 

The commercial history of PMTs is enlightening. They 
were invented in the 1930’s at RCA (the Radio Corporation 
of America, of which only the logo remains), and produced 
in small quantities until World War 11, when it was discov- 
ered that the “white noise” produced by amplifying the dark 
current of a PMT was useful for jamming radar. This led to 
mass production of PMTs, making them affordable to scien- 
tific instrument builders after the war. They have been 
widely used in apparatus for nuclear medicine, and deeply 
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Figure 4-36. Detectors and housings. A End-window PMT. B 1 118” side-window PMT. C: 1 118” side-window PMT, with a 
magnetic shield, in a socket with a voltage multiplier. D RF shielded housing for a side-window PMT, with a dynode 
chain. E Silicon photodiode. F Detector module with small side-window PMT and voltage multiplier power supply. 

(underground) used by physicists hunting for neutrinos and 
various kinds of quarks. We’re not the only ones analyzing 
rare events. 

When RCA was phagocytosed by General Electric, the 
RCA division which made PMTs was bought out by its 
management, and became Burle Industries; Burle has chosen 
to focus on the relatively large market for PMTs for scintilla- 
tion cameras and does not now make affordable red-sensitive 
PMTs, but it has at least kept the Photomultiplier Hand- 
book”43 alive (it can now be found at www.burle.com). 

More recently, the PMT division of the British company 
Thorn EMI, which supplied the end-window tubes in the 
older B-D FACS instruments, was bought out by its man- 
agement, becoming Electron Tubes, Ltd.; this may have 
staved off extinction but didn’t do much for fluorescence. 
Luckily, Hamamatsu, which has become pretty much the 
only game in town, especially for red-sensitive tubes, appears 
committed to manufacturing PMTs usable for cytometry. 
The industry probably can’t sell more than a few thousand 
tubes a year for flow cytometry, although other fluorescence 
instrumentation has the same requirements and expands the 
market somewhat; some larger companies obviously haven’t 
thought the sales volume was worth the effort. If everybody 
thinks that way, we’re in trouble. 

Sensitivity Training: Photodiode versus PMT 

The following arithmetic should provide you with some 
feel for why PMTs are used as detectors for relatively weak 
signals, e.g. fluorescence and orthogonal scatter. When I ran 
my big laser source instrument using 200 m W  of excitation 
at 488 nm, with about 300 volts applied to a fluorescence 
detector PMT, and associated electronics with an overall 
gain of 1 million voldampere, I got 10 volt pulses from 3.7 
pm fluorescent polystyrene spheres; the output (anode) cur- 
rent from the photomultiplier was therefore 10 p4. To find 
how much light was detected, I have to factor in the gain of 
the PMT. Operating at 300 V, the gain is about 1000; a 
PMT anode current of 10 p4 thus corresponds to a cathode 
current of 10 nA. Since the PMT photocathode responsivity 
is 30 mA/W, this indicates that 0.333 pW of light reached 
the PMT cathode. This, incidentally, is about 8 percent of 
the forward scatter signal intensity calculated on p. 161. 

While a photodiode is much more efficient at converting 
light to current than is a PMT cathode, I would only get 
about 80 nA of output current from a photodiode, even 
when it responded to the exceptionally bright fluorescence 
signals produced by the microspheres. I could certainly get 
away with using a photodiode as a detector in this case, and 
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I and a few manufacturers have used diodes with high-gain 
electronics to detect orthogonal scatter and bright fluores- 
cence, as well as forward scatter. 

Diodes are much harder to use to measure weak fluores- 
cence signals, e.g. immunofluorescence. These signals typi- 
cally require at least 100 times as much electron gain from 
the PMT to yield a 10 V output signal as do the bright fluo- 
rescence signals just discussed. Since a conventional photo- 
diode doesn’t have gain available, I’d have to work with 
<SO0 pA output from the diode if I wanted to use it as a 
fluorescence detector. That’s practically impossible, even 
with the most meticulous electronics design; there are too 
many stray currents running around which will swamp 800 
PA. Even dealing with 80 nA requires pretty careful 
electronics design and construction practice; while 
photodiodes cost less than PMTs and their associated 
electronics, if you add enough fancy electronics to a 
photodiode, it may be easier and cheaper to use a PMT. 

Single Photon Counting 
When you do need to squeeze every last photon out of a 

sample, you may have to bite the bullet and do the job with 
a photodiode, because the quality of your measurements 
ultimately depends on photon statistics. The more photons 
you detect, the better your measurement precision, signal-to- 
noise, sensitivity, etc., and photodiodes are better than 
PMTs at converting photons into electrons. 

The ultimate light detection task is single photon 
counting, where you literally want to pick up the little bug- 
gers one at a time. This technique is used for biolumines- 
cence measurements; it has also been e m p l ~ y e d ~ ” , ” ~ ~  by the 
Los Alamos group in detection of single phycoerythrin 
molecules and very small ( S  5 kilobase) fragments of DNA 
labeled with fluorescent dyes. In single photon counting, 
each photoelectron released from the detector cathode gen- 
erates a current pulse; sensitivity is limited by dark current, 
and is improved by refrigerating the detector, which de- 
creases thermionic emission. 

In flow cytometry, all cells of the same size spend, or at 
least should spend, the same amount of time in the illumi- 
nating beam; different numbers of fluorescence photons will 
therefore be collected from cells bearing different amounts of 
fluorescent dyes. Since the precision of any individual meas- 
urement is a function of the number of photons counted, 
measurements of lower fluorescence intensities are less pre- 
cise than measurements of higher intensities. In a static cy- 
tomerer, it is feasible to measure fluorescence with uniform 
precision by illuminating each cell until a preset number of 
photons have been counted; fluorescence intensity can be 
determined from the time required to accumulate the preset 
photon count. This technique has been used by Deutsch 
and Weinreb”45 for fluorescence polarization measurements. 

Avalanche Photodiodes (APDs) 
The avalanche photodiode (APD) is a detector which 

combines some desirable properties of photodiodes and 

PMT’s; like the former, it has high cathode quantum effi- 
ciency, like the latter, it has gain. When a bias voltage rang- 
ing between a few hundred and a few thousand volts is ap- 
plied across an APD, some electron acceleration occurs 
within the device, leading to secondary electron emission. 
The resulting gain, typically on the order of 100-1,000, is 
considerably less than one can get with photomultipliers. 
However, since the cathode quantum efficiency of the diode 
is roughly an order of magnitude higher, an APD at a gain 
of 1,000 is as good as a PMT at a gain of 10,000. The 
APD’s requirement for a bias voltage is something of a dis- 
advantage, but the current required is lower than that 
needed by a PMT. APDs also suffer from relatively high 
dark currents, and their gain fluctuates considerably with 
slight variations in temperature. Both of these problems can 
be dealt with effectively by controlled cooling of the devices. 
However, once you add the bias supply and cooling circuitry 
to an already expensive APD, you end up paying about as 
much as you would for a PMT with its housing and power 
supply. Thus far, calculations indicate that the higher cath- 
ode quantum efficiency could make the APD assembly 
competitive with, or even superior to, a PMT as a sensitive 
detector for flow cytometry; experiments have not yet made 
the case. However, several manufacturers, including Lu- 
minex, Partec, and Optoflow, have used APDs for fluores- 
cence detection in their products. 

The “avalanche” in avalanche photodiode describes a 
phenomenon that occurs at relatively high applied bias volt- 
ages; liberation of a single photoelectron at the cathode leads 
to a massive electronic catharsis, followed by a refractory 
period. The response of the APD in this “Geiger” mode is 
markedly nonlinear, but well suited to single photon count- 
ing. The “Geiger” metaphor refers to the Geiger counter, in 
which ionization of gas by radiation produces a similar elec- 
trical breakdown phenomenon. 

RCA had a division in Vaudreuil, Quebec, Canada (a 
suburb of Montreal) that developed single photon counting 
modules incorporating cooled APDs. These modules were 
and are used in the high sensitivity, low flow rate flow cy- 
tometers built at Los Alamos for sizing DNA  fragment^""^. 
The output of the devices is digital; detection of a photon 
results in output of a logic pulse, and the subsequent data 
processing hardware and software used at Los Alamos are 
substantially different from those used in conventional flow 
cytometers. Agronskaia et a12452 described a circuit that al- 
lowed them to convert signals from an APD photon count- 
ing module to analog pulses, facilitating a comparison of 
conventional detection using a PMT and photon counting 
with an APD module for nucleic acid sizing in a slow flow 
system. Photon counting, as one might expect, gave better 
resolution of low intensity peaks. 

Using APDs in “Geiger” mode for photon counting will 
generally not provide the dynamic range available from a 
PMT, because the APD itself becomes insensitive to photons 
for a brief period after each pulse is generated. There may be 
workarounds for this. If you’re interested in laying out a few 
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Table 4-3. Cathode quantum efficiencies of diode and PMT detectors between 300 and 800 nm. The R928, R4457, 
R1477, R3896, R6357, and R636 are made by Hamamatsu. The 9798B is by Electron Tubes; the C972 is made by 
PerkinElmer Optoelectronics. Burle, Electron Tubes, and Hamamatsu all make the "industry standard 931B. 

thousand bucks for one of the APD modules from 
Vaudreuil, you'll need to contact PerkinElmer 
Optoelectronics; RCA was bought by GE, which sold the 
Vaudreuil division to E G & G, which changed its name to 
Perkin-Elmer after an acquisition and dropped the hyphen 
some time later. 

PMTs: Picking a Winner 
Table 4-3 shows quantum efficiencies at various wave- 

lengths between 300 and 800 nm for a typical UV-enhanced 
silicon photovoltaic photodiode and for the photocathodes 
of a variety of PMTs; maximum available gains are also tabu- 
lated. The number of photons/J and the responsivity in 
mA/W for a quantum efficiency of 100% are also tabulated. 
I had similar tables in the second and third editions; some of 
the PMTs in them have become irrelevant, but there are 
some new and interesting varieties on the market. 

The venerable 931B was developed by RCA, and is now, 
made by Burle, Electron Tubes, Hamamatsu, and possibly 
others. It's a 1 1/8" side-window type with a bialkali photo- 
cathode and costs under $100. Thorn EMI's 9798B is an 
end-window type which was used as the red fluorescence 
detector in older B-D FACSes. The R928, R1477, and 
R3896, all from Hamamatsu, are 1 1/8" side-window PMTs 
with multialkali cathodes; the R3896, as noted on p. 162, 
does not have a grid in front of the photocathode. The 
Hamamatsu R4457 and R6357 are older and newer minia- 
ture (1/2") multialkali side-window tubes used in detector 
modules such as that shown in Figure 4-36(F); the R6357 is 
a gridless design. The 1 118" side-window Hamamatsu R636 
has a gallium arsenide photocathode. 

The C 972 channel photomultiplier is made by Perkin- 
Elmer Optoelectronics (sans hyphen; see lefc). It has a 
photocathode, but, in place of a series of dynodes, it substi- 
tutes a narrow semiconductive channel, across which a high 
voltage is applied, between the cathode and anode. Photo- 
electrons liberated from the cathode hit the walls of this 
channel, releasing secondary electrons, etc., etc., with all the 
free electrons getting accelerated toward the anode. The net 
effect is that the device behaves as if it had a whole bunch of 
dynodes; gains can be as high as 2 x 10'. The concept is 
interesting, but, as can be seen from Table 4-3, the cathode 
quantum efficiency is pretty low, and you can't amplify pho- 
toelectrons unless you generate them at the cathode first. 
Noise-free gain is a great concept, but lo6 times zero is still 
zero. I'll probably have to try a channel photomultiplier to 
satisfy my curiosity. 

The table shows that a diode's quantum efficiency is only 
about twice that of the best PMT photocathodes at 300-400 
nm, about 4 times at 550 nm, and over 10 times beyond 
700 nm. At this point, the quantum efficiency of bialkali 
tubes, such as the 93 1 B, has dropped below 0.1 Yo. 

The widely used R928 costs about $400; the souped-up 
R1477, a selected R928, doesn't cost much more, and is 
therefore preferable. Hamamatsu now pushes the R3896, a 
stellar performer; its initial equally stellar (about $1,000) 
price has come down since the last edition of the book came 
out, and I'd recommend it, particularly for measurements of 
really long wavelength labels, such as PE-Cy7 and APC-Cy7. 
Out in their territory, at 800 nm, APDs actually give PMTs 
more of a run for the money than is the case at shorter wave- 
lengths. 
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The gallium arsenide R636 is useful in spectrofluorome- 
ters because it has a relatively flat response curve, but its 
maximum gain is quite low; unless you need to work at 900 
nm, the R1477 and R3896 are better choices. For most 
work at or below 500 nm, or for scatter measurements out as 
far as 633/635 nm, the bargain-priced 931B will do a fine 
job, but, for measuring fluorescence anywhere above 500 
nm, a tube with a higher quantum efficiency is worth its 
price. I found, when 1 excited propidium with less than 5 
mW at 488 nm, that the extra quantum efficiency of an 
R928 (vs. a 931B) helped lower measurement CVs. 

I have already mentioned the compact Hamamatsu de- 
tector modules that incorporate 1/2“ PMTs. The current 
H7710-03 features an R6357 PMT; other, less expensive 
modules in the series are made with less spectacular tubes, 
which will probably be fine at 550 nm and shorter wave- 
lengths. 

Hamamatsu has also gone in some other interesting di- 
rections in PMT development. They have made ultraminia- 
ture PMTs that fit into the 16 mm diameter, 12 mm long 
TO- 8 “can” package normally used for transistors and di- 
odes. The first generation of these tubes had neither high 
gain nor high fluorescence sensitivity, but the newest offer- 
ings, the R7400U series, include at least one tube with high 
red sensitivity; however, while the quantum efficiency of this 
tube is competitive, the gain (5 x lo5) is still on the low side. 
These PMTs are also available in modules; I have been told 
that neither the tubes nor the modules are significantly 
cheaper than the larger varieties. 

The other notable Hamamatsu offering is a multianode 
PMT, with a square or linear array of anodes and fine mesh 
dynodes. The different anodes respond to light impinging 
on different areas of the cathode, at least up to a point. The 
linear array multianode PMT can receive the light dispersed 
from a grating, with the outputs from the different anodes 
then providing spectral information. Zeiss has apparently 
used a multianode PMT in a spectral detector for its Meta 
confocal microscope system; I have also heard of one being 
used in an experimental flow cytometer. 

Photomultipliers: Inexact Science 
After all this discussion of PMT sensitivity, I am obliged 

to let you in on one of the dirty little secrets of electro- 
optics; the tabulated values are a rough guide. There is a lot 
of variation from device to device in most of the important 
parameters; cathode sensitivity and gain for a given applied 
voltage will vary over at least a 2:1 range, and individual 
variations in photocathode composition make for individual 
deviations from the spectral response curves of Table 4-3. 
The good news is that manufacturers test the sensitivity of 
individual PMTs and provide the results to the buyer. So, if 
you acquire two R3896’s, you probably want to use the 
“hotter” one at the longer wavelength. My impression is that 
plain silicon photodiodes don’t vary nearly as much as 
PMTs, although avalanche diodes may. 

Charge Transfer Devices: CCDs, CIDs, Etc. 

You are, by now, likely to have encountered the charge 
coupled device, or CCD, either in its low-cost form in your 
camcorder or digital camera, or in its rarer, cooled, more 
esoteric and expensive guise in imaging cytometers designed 
for low light level measurements. CCDs are one of a class of 
photodetectors described as charge transfer devices; there 
are also, for example, charge injection devices, or CIDs. 

In all of these, exposure to light causes accumulation of 
electric charge in individual elements that are usually ar- 
ranged in a linear or rectangular array; attached electronic 
circuitry senses the amount of stored charge in each element 
at regular intervals. Charge transfer devices are well suited 
for imaging; because they integrate over time, they are useful 
for measurement of low light intensities, especially when 
cooled. However, they tend to be relatively slow, and, on 
that account, they have not been widely used in flow cy- 
tometry. Newer, faster arrays may be useful in polychromatic 
detection for measurement of emission spectra in flow””. 

I hear that there are now ways of getting gain out of 
CCDs, but I don’t have either details or confirmation. New 
CMOS image sensors are starting to give CCDs a run for 
their money in the commercial camera markets; whether 
they will make inroads in science remains to be seen. 

Intel, which joined forces with Matte1 to produce the 
QX3 Computer Microscope, a cute toy that uses a CCD to 

provide 320 by 200 pixel images, decided in late 2001 to 
stop making the gadgets; they came on the market at 
$1 19.95, and I’ve snapped up a few for $49.95. There is still 
time to introduce your kids or grandkids to microscopy and 
cytometry via this route. 

4.6 FLOW SYSTEMS 
It has probably not escaped your notice that, to this 

point, in this book on flow cytometry, I have gone into great 
detail about light, optics, light sources, lenses, filters, and 
detectors and said very little indeed about flow systems, 
without which flow cytometry wouldn’t be flow cytometry. I 
claim there has been a method to this madness. All the other 
stuff doesn’t change just because you work in a flow system, 
and all the other stuff works when you don’t work in a flow 
system. You can use the same light sources, and the same 
lenses, and the same filters and detectors, to illuminate and 
collect and detect light from cells on slides, or in culture 
dishes, or in microtiter (or nanotiter) plates, or in small cap- 
illaries, as you use to do the same jobs for cells in flow sys- 
tems. A few chapters from now, we will discuss parameters 
and probes, virtually all of which can be measured in or ap- 
plied to cells in static as well as in flow cytometers. There are 
some cytometric tasks for which flow cytometry is prefer- 
able, and some for which it is not, but most of the funda- 
mentals of flow cytometry are the fundamentals of cytome- 
try in general. Among those that are not are the theoretical 
and practical details of fluid mechanics or hydrodynamics 
and flow systems, to which we now turn. 
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In a flow cytometer, it is the task of the flow system to 
transport cells in the sample to and through the measure- 
ment station(s). In “static” microspectrophotometers or im- 
age analysis systems, the same job is usually delegated to 
precisely made and well-controlled mechanical hardware. 
However, while the mechanical transport system in a static 
cytometer may be inactive while actual measurements are 
being made, the flow system in a flow cytometer is continu- 
ally active, and must move the entire cohort of cells in a 
sample past the measurement station(s) along almost identi- 
cal trajectories at almost identical velocities if satisfactory 
data are to be obtained from the measurement process. This 
requires that a stable flow pattern be achieved and main- 
tained, and both designers and users of flow cytometers must 
play active roles in this process. 

Flow System Basics 

The design of flow systems and the underlying physical 
principles have been discussed at length by Pinkel and 
St0ve1~~’ and by Kachel, Fellner-Feldegg, and Menke”46. If 
you feel a strong urge to design your own flow cytometer, 
you will probably want to refer to one or both of those pub- 
lications. If you’re willing to put up with what the manufac- 
turers give you, and/or to do things my way, stick with me, 
and I will expand on the brief discussion of flow systems that 
appeared on pp. 55-57, hoping to hit the high points of the  

references just cited. 
Almost all modern optical flow cytometer designs make 

use of sheath flow, or hydrodynamic focusing, to confine 
the sample or core fluid containing the cells to the central 
portion of a flowing stream of cell-free sheath fluid. Sheath 
flow improves the precision with which the cell sample can 
be positioned in the observation region of the cytometer by 
restricting cells to the central region of the stream, and re- 
duces the likelihood of obstruction of the flow system. Sta- 
ble, unobstructed flow minimizes variations in the position 
and velocity of the core stream; when flow becomes unstable 
or turbulent, due to obstruction or other causes, measure- 
ments are likely to become imprecise and inaccurate. 

Figure 4-37 illustrates some aspects of fluid flow in a 
flow cytometer. Core (sample) and sheath inlet tubes are 
shown near the top of the flow chamber; near where these 
enter, there may also be a third port which can be connected 
to vacuum, allowing easy removal of air bubbles and back 
suction to clear clogs out of the orifice. Application of vac- 
uum is more likely to be successful for the first purpose than 
for the second. 

Gently Down the Stream: Laminar Flow 
Flow must be stable from the region of the core injector 

tip downward if core velocity and position are to be main- 
tained well enough to allow good measurements to be made. 
We want stationary or streamline flow, a condition charac- 
terized by the constancy over time of flow velocity at any 
given point in the system. Since the law of conservation of 
mass dictates that the same volume of fluid must pass in the 

same time through the narrow and wide portions of the cap- 
illary, the flow velocities at different points in the system will 
be different, i.e., higher in the narrow portions than in the 
wider ones. In fact, the product of cross-sectional area, A, 
and average flow velocity, v, remains constant and equal to 
the volume flow rate, Q, at any point along the flow system. 
But why are we talking about “average” velocity? 

Water, which is the major component of both the sheath 
and core fluids and which therefore determines their flow 
characteristics, is not what physicists call an ideal liquid; it 
exhibits viscosity, which, in physical terms, means that some 
work must be done on a volume of fluid to get it to change 
its shape. While the everyday definition of viscosity conjures 
up fluids such as glycerin, which has a viscosity about 1000 
times that of water, the effects of the viscosity of water on its 
pattern of flow are noticeable enough. In particular, we ob- 
serve that the stationary flow of water through small tubes is 
laminar. If we look at a cylindrical tube of radius R contain- 
ing flowing water, we find that the velocity of water at dif- 
ferent distances from the axis or center of the tube varies. 
Velocity is highest along the axis; at the walls of the tube, 
there is actually a thin boundary layer of water that is not 
moving (i.e., it has zero velocity). At any intermediate point 
a distance r along the radius, the velocity is proportional to 
(R - r)’. This produces a so-called parabolic profile of flow 
velocities, as if the water were broken up into thin cylindri- 
cal layers (laminae in Latin) that were sliding over one an- 
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Figure 4-37. Fluid flow in a flow cytometer 
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other. So, we can’t assume that the velocity of the fluid will 
be constant across the entire cross section of the tube, but we 
can do our calculations based on average velocity and use the 
conservation law. 

I can’t think of a better illustration of a laminar flow pro- 
file than Figure 4-38. This shows a chain of diatoms 
(Thahsiosira spp.) in water flowing at 10 mL/min through 
the 3 mm wide, 300 pm deep flow chamber of the “Flow 
CAM,” an apparatus developed by Sietacki et alur3 at the 
Bigelow Laboratory for Ocean Sciences, Boothbay Harbor, 
ME, and now available commercially from Fluid Imaging 
Technologies. The instrument stores a digital image of each 
particle measured, in addition to fluorescence and size data. 

Figure 4-38. Laminar flow profile illustrated by diatoms 
in the “Flow CAM” imaging flow cytorneter. Contributed 
by Chris Sieracki, Bigelow Laboratory for Ocean Sci- 
ences. 

Returning to Figure 4-37, we see that at some point near 
the core injector tip, the cross section of the flow chamber is 
gradually decreased; the length of the chamber over which 
this happens has been called the “neckdown region.” It’s a 
grotesque name, with vaguely Rabelaisan overtones, but it 
will do. As the cross section decreases, the flow velocity in- 
creases; also, the ratio of core cross section (or diameter) to 
sheath cross section (or diameter) may be changed, depend- 
ing upon the relative volume flow rates of sheath and core. 
What we are aiming for is a core of small enough diameter 
so that cells generally pass through the observation region 
one at a time; what we most want to avoid in the neckdown 
region is anything that will generate turbulence. Sharp edges 
and/or sudden changes in diameter will do that, and are to 
be avoided. In terms of design, a neckdown region with a 
gentle conical taper (0 = 30”) is good. People have intro- 
duced various dodges such as tapered and/or eccentric injec- 
tors in order to orient asymmetric cells in f l o ~ ~ ~ ~ , ~ ~ ~ ;  for now, 
we will stick to the basics. 

The figure shows an extension of the capillary past the 
tip of the neckdown region; this is the configuration used in 
Ortho’s early Cytofluorografs and in my Cytomutts, with 
round capillaries, and in most modern benchtop instru- 
ments, with rectangular cuvettes. In stream-in-air systems, 

such as the B-D FACS and Coulter EPICS series sorters, the 
stream emerges through an orifice placed at the end of the 
neckdown region. 

When the cross section of a tube through which a vis- 
cous fluid is flowing decreases, the velocity profile at the 
point of entrance to the constricted region is nearly constant 
across almost the entire cross section; this is referred to as 
slug flow. The fluid must flow for some distance xp through 
the constricted portion of the tube before the parabolic flow 
profile reestablishes itself. Pinkel and St0ve1~~’ state that, for 
water at 20” C, this distance, in mm, is 

xp = 6 x d’v, 

where d, in pm, is the diameter of the constricted portion of 
the tube, and v, in m/s, is the average fluid velocity. For a 
flow velocity of 10 m/s, which is a common value in flow 
cytometers, values of xp for (constricted) tube diameters of 
70, 100, and 250 pm, are, respectively, 3, 6, and 38 mm. 
This means that in a system in which cells are observed in a 
stream in air after exiting a 70 pm orifice, the parabolic ve- 
locity profile will be established at the observation point if it 
is 3 mm below the orifice. In an instrument in which cells 
are observed inside a 250 pm square quartz cuvette less than 
38 mm long, the observation point is necessarily in a region 
where the flow velocity profile is not parabolic. This can be 
advantageous, because velocity differences between cells at 
different distances from the core axis will be minimized. 

In laminar flow, the flow in the region of the boundary 
layer, i.e., the region near the tube walls, is inherently unsta- 
ble, as a result of which any irregularities of the walls, or 
adherent particles or bubbles, may produce turbulence. If 
you happen to have a flow system handy, you can actually 
observe the flow pattern (sheath flow, I hope) by running an 
aqueous solution of a dye such as methylene blue through 
the core injector. By manipulating the core injection rate, 
you should be able to produce stable cores of varying diame- 
ters. If you see the core wiggling, or diffusing into the 
sheath, your flow system needs work. It is critical, by the 
way, to use an aqueous solution of dye for this exercise; 
watching the behavior of an ethanol or methanol core and 
an aqueous sheath can make you think your flow system 
needs an exorcist when absolutely nothing is wrong. 

The crew I worked with at Block Engineering probably 
developed an appreciation of the importance of flow stability 
for good instrument performance earlier than did most other 
people, for the simple reason that we were always looking at 
measurements made at two or more observation points. Us- 
ing an oscilloscope, we would observe waveforms from the 
detectors at two observation points, using the waveform 
from the first (upstream) detector to trigger the display. 
When the velocity was constant, the interval between pulses 
from the two detectors was constant; when flow was dis- 
turbed, the second pulse moved with respect to the first (the 
effect is called jitter), because cells took different times to 
traverse the distance between observation points. We built 
injector assemblies to allow changing the injector position 
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(core steering), allowing us to place the core in the position 
that gave the stablest flow pattern. This was not always in 
the geometric or optical center of the round capillary used in 
our flow chambers! 

The adjustment mechanisms in the instruments I myself 
have built are cruder, although they do not get to the level of 
needles stuck through corks""'. This makes it harder to arrive 
at the best core position, and harder to maintain it, but, 
when you are there, you can get good measurement preci- 
sion (coefficients of variation 1.5 percent or less) even with 
needles stuck through corks (0. Bakke, personal cornmuni- 
cation; D. Pinkel, personal communication; L. Scherr, per- 
sonal communication: H. Steen, personal communication). 

Flow Chambers; Backflushes, Boosts, and Burps 

Flow chambers, or flow cells (the latter term invites 
confusion with biological cells and I will avoid it), used in 
various instruments are shown in a photograph and scale 
drawing in Figure 4-39. The flow chambers shown were or 

Figure 4-39. Flow chamber designs. A Los Alamos 
type double sheath flow chamber. 8: Stream-in-air 
nozzle from ED FACS. C Stream-in-air nozzle from 
Coulter EPICS. D Sorting flow chamber (observation 
in cuvette) from Ortho Cytofluorograf. E Flow 
chamber from a Cytomutt (observation in thin-walled 
capillary). Flow is from bottom to top in A, and from 
top to bottom in RE. The sketch at left identifies 
various features of the flow chambers shown in B-E. 
I: Core (sample) inlet tube. 2 Sheath inlet tube. 3 
Vacuum connection (burp line). 4 Position of tip of 
core iniector. 5: Position of observation point. 

are used only with laser source flow cytometers, except for 
the Cytomutt chamber, which has been used with both laser 
and arc lamp light sources. The chamber shown at A is simi- 
lar to those built for apparatus at Los Alamos. Observation is 
done in a 1 cm diameter photometer cuvette; a second 
sheath, moving at very low velocity, is used to fill much of 
the volume of the flow chamber. 

The B-D FACS and Coulter EPICS flow chamber de- 
signs at B and C are used to generate streams that are ob- 
served in air after they emerge from an orifice; both the flow 
chamber and the orifice are sometimes referred to as nozzles. 

In the EPICS flow chambers and older B-D nozzles, the 
orifice is formed by a sapphire watch jewel; the shape of such 
an orifice is not a cylinder, but a truncated cone. The proper 
orientation for a watch jewel in a flow chamber is with the 
larger diameter toward the outside; this substantially reduces 
surface tension that would otherwise cause the emerging 
stream to spread out. The original Stanford apparatus used a 
quartz orifice; the B-D FACS flow chamber shown uses a 
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ceramic orifice. It is also possible to sort cells emerging from 
thin-walled capillaries such as are used in the Cytomutt flow 
chamber shown at E. Sorting flow chambers are typically 
mounted in a bracket that also holds the transducer used to 
stabilize the droplet breakoff pattern. 

A major difference between the stream-in-air nozzles and 
the other flow chambers shown in the figure is the much 
shorter distance between the injector tip and the stream exit 
from the flow chamber in the former. During sample 
changes, after a sample is removed, it is customary to let 
sheath fluid flow back through the sample inlet tube, or, in a 
system using a syringe pump for sample feed, to suck back 
on the feed syringe. These backflushing maneuvers will 
clear the sample line of cells from that sample, but will not 
remove any cells that had already left the injector but had 
not yet emerged from the chamber when the sample was 
removed. It is thus common practice to drive some of the 
new sample through the system at a higher than normal rate, 
either by briefly increasing the sample drive pressure or, if a 
syringe pump is used for sample feed, by increasing its deliv- 
ery rate; the accelerated sample delivery is called a boost. 

Both backflushing and boosting can introduce turbu- 
lence, i.e. disrupt laminar flow, which, among other things, 
may result in some of the cells from the old sample becom- 
ing mixed with the cells in the new sample. The shorter the 
distance between the injector tip and the exit or observation 
point, the less such sample carryover should occur. Stream- 
in-air flow chamber designs are therefore well suited for high 
throughput operations. Graves et al, who have been working 
for some time in this area, recently examined the relation- 
ships of various nozzle design parameters on the time taken 
for flow to stabilize between They found that 
flow stabilized more rapidly when a large (150-200 pm) 
orifice diameter was used, because, when a smaller (50 pm) 
orifice was used, the boost generated higher back pressure, 
causing turbulence. 

The original B-D sorting nozzle design lacked a connec- 
tion through which air bubbles might be bled out of the 
system; removing bubbles required demounting the flow 
chamber and inverting it, which generally sprayed sample all 
over the place. In the HIV era, this doesn’t even play in Peo- 
ria. Most newer flow chamber designs incorporate a bleed or 
“burp” line that can be connected to a vacuum line or a 
syringe. 

Most stream-in-air designs have no provision for core 
steering, i.e., changing the core position laterally with re- 
spect to the sheath stream. People who used them told me 
that some of the older B-D nozzles consistently gave better 
measurement precision than others; I would take this to be 
an indication of how well the core was centered. 

The Ortho flow chamber shown at D was used for ob- 
servation of cells within a quartz cuvette with a square cross 
section; the channel is approximately 200 pm across. A 75 or 
100 pm orifice was generally used for sorting; the observa- 
tion point is positioned just above the orifice jewel, which is 
held, with the cuvette, in a steel cage. The flat surfaces in the 

cuvette minimize scatter of excitation light from the flow 
chamber walls; this reduces noise in scatter measurements. 

The Cytomutt flow chamber shown at E is based on the 
designs used in the Block Cytomat s y s t e m ~ ~ ~ ’ ~ * .  Observation 
is done in a thin-walled quartz capillary, typically between 
150 and 175 pm in inside diameter, which is held in a stan- 
dard compression tube fitting. The same capillaries can be 
used for both analysis and sorting; for sorting, the observa- 
tion point is usually moved down near the tip of the capil- 
lary to minimize the distance between it and the droplet 
breakoff point. The sample and sheath injection ports are fit 

into the tube fitting and sealed with epoxy glue. The core 
injector is a piece of 27 gauge stainless hypodermic tubing 
glued into the bottom portion of the barrel of a plastic Luer- 
lok syringe; core position is adjusted by twisting this fitting. 
Bubbles are removed through a vacuum connection. The 
large bore of Cytomutt flow chambers makes them less likely 
to clog than most sorter nozzles, and clogs (or bubbles) are 
usually readily dislodged by running a piece of stainless steel 
wire down through the injector, without removing the flow 
chamber. This largely eliminates the need to realign the sys- 
tem after a problem has been dealt with. 

Cuvettes vs. Streams for Analysis and Sorting 

Observation in a stream in air rather than in a cuvetre of- 
fers potential advantages. There are two fewer interfaces 
from which light may be scattered in a stream in air system, 
and there are no cuvette or capillary walls that might get 
scratched or dirty. Proponents of stream-in-air interrogation 
for systems in which sorting is to be done argue that the 
greater distance between the observation point and the ori- 
fice in a design such as Ortho’s leads to less accurate sorting. 
This need not be so; observation within the walls of the flow 
chamber allows more power to be used to drive the trans- 
ducer than would be acceptable in a stream-in-air system, in 
which high power levels distort the stream at the observation 
point, degrading its optical quality and decreasing measure- 
ment precision. Sorting accuracy depends on maintaining 
the relative positions of the interrogation point and the 
droplet breakoff point; increased transducer drive may allow 
better control of this factor. 

When the objective is high speed sorting, stream-in-air 
systems have been preferable, because they are compatible 
with higher analysis rates. The flow rate of sample through 
the observation point in the Ortho chamber was relatively 
low; velocity through a 75 pm orifice was 10 mls, meaning 
that flow velocity in the 200 pm square cross section cuvette 
was only about 1.1 m/s. The Ortho system used a beam 
focused to a spot less than 10 pm high, allowing useful pulse 
width information to be derived, but cell transit time 
through the beam was around 9 ps, making it essentially 
impossible to process 100,000 cells/s. Beckman Coulter’s 
Altra and BD Biosciences’ FACSAria, newer sorters utilizing 
cuvettes, provide shorter transit times and can process tens 
of thousands of cells/s. However, the transit time through 
the beam in modern high speed stream-in-air sorters can be 
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less than 1 ps, still potentially yielding a performance advan- 
tage for the stream-in-air systems. 

O n  the minus side, stream-in-air systems generate aero- 
sols, a concern when specimens contain potentially hazard- 
ous materials; the optical characteristics of the stream are 
also subject to change when the sheath is turned off and on. 
Light collection from streams in air is also usually less efi- 
cient than is light collection from flat-sided cuvettes. Some 
cytometer manufacturers allow the user to make the tradeoff. 

Flow cuvettes with square or rectangular cross sections, 
designed for analysis rather than sorting, are now standard in 
commercial benchtop fluorescence flow cytometers. Such 
chambers were first used in Technicon’s Hemalog D differ- 
ential leukocyte counter. In the mid-1 97O’s, Ortho intro- 
duced the FC-200 Cytofluorograf, featuring a chamber with 
a 200 pm square cross section; a spherical mirror on the side 
of the cuvette opposite to the collector lens for fluorescence 
and orthogonal scatter signals could be used in this system to 
increase light collection. Similar designs were used in Or- 
tho’s System 30, Spectrum, and Cytoron analyzers. Coulter 
offered a closed system analytical flow chamber for the 
EPICS sorters; the large cross section allowed cells to be 
analyzed at lower flow velocities for time-of-flight cell sizing 
measurements . 

Observation in square cuvettes is standard in the Beck- 
man Coulter Elite and Altra sorters and EPICS XL analyz- 
ers; the cuvettes have the front element of the collection lens 
built in. The new DakoCytomarion CyAn analyzer uses a 
square cuvette without an integral lens. The flow chambers 
used in the new BD LSR series analyzers, and in the older 
FACSCalibur, FACScan, FACSort, FACSTrak, and FAC- 
SCount, have a rectangular cross section, roughly 180 by 
400 pm, permitting use of a high-N.A. (1.2) lens, which 
increases light collection substantially. BD’s new FACSAria 
sorter and the new Beckman Coulter FC500 analyzer also 
have rectangular cuvettes with coupled high-N.A. lenses. 

Dan Pinkel, then at Lawrence Livermore Laboratory, de- 
signed a sorting flow chamber with an observation portion 
of square or rectangular cross section; the quartz cuvette 
(made by NSG Precision Cells) fits into a holder that allows 
it to be mounted to a B-D transducer mount. Although this 
chamber initially produced good results in analysis, there 
were some problems fitting watch jewels to it for sorting; 
these were eventually resolved652. A design similar in appear- 
ance to Pinkel’s was offered by Coulter for the EPICS; this 
utilizes a cuvette only a few millimeters long with a square 
channel 76 pm across, attached where the tip of the nozzle is 
shown in Figure 4-39. This chamber design decreases noise 
in orthogonal scatter measurements, as compared to a 
stream-in-air system, and still permits sorting to be done at 
reasonably high speeds. The Beckman Coulter Elite and 
Altra sorters can be fitted with this cuvette, with 150 or 250 
pm square flow cuvettes, or with stream-in-air nozzles. Da- 
koCytomation sorters restrict observation to streams in air; 
all three manufacturers provide the same range of orifice 
diameters, i.e., 50 to 400 pm. 

I04 

Figure 4-40. New angles on light collection in flow. 

Light Collection from Streams and Cuvettes 
To understand how the configuration and composition 

of a stream in air or a flow cuvette determine how much 
light can be collected, you don’t need to know all the angles, 
but you do need to know a few of them; the old ones are 
shown in Figure 4-12 and discussed on pp. 121-2, and the 
new ones appear in Figure 4-40. You might also want to 
look back at p. 150 and Figure 4-25. 

In flow cytometry, we are generally looking at particles 
in an aqueous medium, which I will assume for the purposes 
of the discussion here is water. Water has a refractive index n 
of 1.33 at 20 “C. Light coming from a particle in the stream 
will be refracted at the air-water interface in a stream-in-air 
system, and, assuming the cuvette is made of quartz (n = 

1.46), at the water-quartz interface and the quartz-air inter- 
face in a system using a flow cuvette without an optically 
coupled lens. The angle that is of importance to us is the 
half angle of the cone of light coming from the particle in 
water that we can manage to coax into our collecting lens 
after all of the refractions have taken place. 

The upper part of Figure 4-40 shows axial and side views 
of a stream in air. In most high-speed sorters, particles are 
interrogated in a stream in air; the lenses used for side scatter 
and fluorescence collection in these instruments are usually 
“ultra” long working distance (10-13 mm from the stream, 
so they won’t get wet) microscope objectives, with an N.A. 
of 0.55. The formula N.A. = n sin 0 tells us that the largest 
angle 0 at which an N.A. 0.55 lens, working in air, will col- 
lect light is 33.4“. If we look at the axial view of the stream 
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in air, we see that there is no problem collecting light that is 
emitted (or scattered) at that angle from a central particle 
along a radius of the circular cross section of the stream, 
because such light will strike the interface at normal inci- 
dence, and not be refracted. 

However, as the side view shows, any light from the par- 
ticle that travels outside the plane perpendicular to the axis 
of flow will be refracted at the air-water interface. Light that 
reaches the lens in air at an angle of 33.4" will have come 
from the particle at an angle of 24.4' in water. So the half 
angle e of the cone from which we can collect light using an 
N.A. 0.55 lens is somewhere between 24.4" and 33.4". The 
solid angle SZ corresponding to e can be calculated from the 
formula SZ = 2 4 1  - cos e); it would be 0.562 sr (steradians) 
for a cone with a 24.4" half angle and 1.035 sr for a cone 
with a 33.4" half angle. To  calculate the "right" solid angle, 
it is apparently necessary to use elliptic functions (don't ask); 
for the present purpose, after consultation with Rob Webb, I 
decided to approximate the right answer by taking the 
square root of the sum of the squares of the high answer and 
the low one. This yields 0.869 sr. By definition, a sphere 
surrounding the cell, representing 4n sr, or 12.57 sr, would 
receive 100% of the light from the particle; 0.869 sr repre- 
sents a relatively unimpressive 6.9% of the total. In this cal- 
culation, and those that follow in this section, we neglect the 
fact that transmission of the lens is always less than 100%. 

Up to a point, we could improve light collection from 
the stream by using a lens with a higher N.A., say 0.68 or 
0.7. An N.A. 0.7 lens gets us to a 44.4" half angle for the 
radial rays and a 3 1.8" half angle for the refracted rays; the 
back-of-the-envelope calculation says it collects over a 1.529 
sr solid angle, or about 12.2% of the total light, a 77% im- 
provement over the N.A. 0.55 lens. An N.A. substantially 
higher than 0.7 won't help, because, as it turns out, 48.8" is 
the critical angle for an air-water interface, and light hitting 
the interface at that angle and larger angles is subject ro total 
internal reflection (see pp. 121-2 and 157-8 and the figures 
on those pages). This means that most of the extra light that, 
say, an N.A. 0.95 lens would collect from a specimen in air 
will travel (gently?) down the stream as if the stream were a 
light pipe. In fact, Mariella et a12455-6 have demonstrated that 
a fiber optic sharpened to a conical tip and inserted into the 
stream along the axis of flow downstream from the observa- 
tion point will do a pretty good job of collecting light scat- 
tered at large angles. Of course, this precludes using the 
stream in air for sorting. 

If you're using a stream in air because you want to sort at 
the absolute maximum rare, you'll probably need to use a 50 
or 70 pm orifice to allow you to get a droplet rate of at least 
50,000/s. Even if your beam is focused to a 20 pm spot, 
there is likely to be enough reflection from the stream (see p. 
150) to make it necessary to use an obscuration bar in front 
of the fluorescencelside scatter collection lens. This will re- 
sult in the loss of about 30% of the light that would other- 
wise be collected by the lens. 

While the square and rectangular cuvettes used in flow 
cytometers minimize noise due to stray scattered light, 
allowing obscutation bars to be dispensed with and thereby 
facilitating high-precision measurements using relatively 
low-powered light sources, some problems with light collec- 
tion arise from the refractive properties of the cuvettes. The 
bottom half of Figure 4-40 shows axial views of a square and 
a rectangular cuvette. The geometry of a square, as shown at 
the left, restricts collection to a half angle of less than 45"; 
any light leaving a particle centered in the flow stream at 
that angle will emerge from the cuvette into air at an angle 
of no more than 72", limiting the maximum N.A. of a col- 
lection lens usable with a square cuvette to 0.95. In practice, 
it is difficult to obtain lenses with an N.A. that high and the 
long working distance of a few millimeters necessary for ob- 
servation in cuvettes. An N.A. 0.65 "high dry" objective 
with a long working distance, or an aspheric lens with an 
N.A. between 0.62 and 0.68, would be a more realistic 
choice as a collection lens. The N.A. 0.65 lens would collect 
light emitted by a particle in water in a cone with a half an- 
gle of 29.3", corresponding to a solid angle of only 0.801 sr, 
or about 6.4% of the total, a little less than is collected from 
a stream in air by an N.A. 0.55 lens. 

An N.A. substantially higher than 1.0 can only be 
achieved if the lens is optically coupled to the specimen, in 
this case the cuvette, by a medium with a relatively high 
refractive index, matched to those of the materials of which 
the cuvette and lens are made. It is also necessary to use a 
rectangular cross section for the cuvette rather than a square 
one, as can be seen from the picture on the bottom right of 
Figure 4-40. Light leaving the target particle in water at an 
angle above 65.6" will be subject to total internal reflection; 
the maximum usable N.A., even for a coupled lens, is thus 
limited to 1.21 (recall from p. 122 that N.A. is invariant 
from medium to medium). The gray "b lob  shown sur- 
rounding the ray emerging from the rectangular cuvette 
represents the coupling medium, which could be immersion 
oil if the chamber is horizontal, a gel if it is vertical (as in the 
B-D FACScan, etc.), or the substance of a lens attached di- 
rectly to or built into the chamber. The solid angle over 
which an N.A. 1.2 lens collects light from a particle in the 
rectangular flow cuvette is 2.655 sr, or just over 21% of the 
total; this is more than three times as much light as is col- 
lected from a stream in air or a square cuvette by the lenses 
normally used with them. 

have described flow chamber 
designs incorporating optical elements that, in theory, per- 
mit the collection of two to six times as much light as can be 
collected from a square cuvette or stream in air. Goodwin et 
a12458 measured the actual light collected by an N.A. 0.55 and 
an N.A. 0.85 objective as about 4% and about 9% of total 
emission, respectively. Considering that the transmission of 
the lenses was just above 80%, these figures are in reasonable 
agreement with the calculations just worked through. 

In studies done during the course of designing the Cy- 
tomurt family'", my colleagues and I found we could obtain 

various aUthOrS653-4,1 147,2457 
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essentially identical sensitivity and precision in fluorescence 
measurements using a stream-in-air system, a flat-walled 
flow chamber, or a round-walled chamber, provided that a 
stable flow pattern was achieved and maintained and that 
the beam and stream or capillary dimensions permitted use 
of a field stop, rather than an obscuration bar, to decrease 
collection of stray scattered light. The key to performance 
then resided in the design of illumination and collection 
optics, rather than in the geometry of the flow chamber. 

For some time, I had better luck with my round capillary 
systems than with stream-in-air systems, which led me to 
conclude that observation in an enclosed space was inher- 
ently better. What I actually compared, however, were capil- 
laries with outer diameters of about 300 pm and inner di- 
ameters of about 150 pm, on the one hand, and streams in 
air with diameters between 70 and 100 pm, on the other. 
Round streams, and round capillaries, behave as cylindrical 
lenses; the smaller the capillary, the stronger the lens. There- 
fore, the optical properties of the capillary and stream-in-air 
systems that I had compared were quite different. 

Inspired by the large stream issuing from a broken capil- 
lary, Dick Adams and I (unpublished) did a brief compari- 
son, and found that large (2 300 pm diameter) streams in air 
gave us fluorescence measurements at least as good as those 
obtained using round capillaries of the same outside diame- 
ter, and that scatter measurements made using the stream-in- 
air system were noticeably less noisy than those made using a 
capillary. We could detect forward scatter signals from small 
bacteria using a laser emitting less than 0.5 mW; when a 
capillary was substituted for the stream in air, signals were 
barely detectable above noise. There are practical problems 
with large streams in air; one has to use large volumes of 
sheath fluid per unit time, and streams in air in general, as 
mentioned previously, raise biohazard safety issues. Both of 
these objections can be eliminated by using a system in 
which the sheath flows through standing water and light is 
collected by a water immersion lens, with no interfaces be- 
tween the lens and the core stream; such a flow chamber was 
used in the Block Engineering apparatus with which scatter 
measurements were made of single virus  particle^'^. 

If there is a bottom line here, it is that you can’t have it 
both ways. If you want to sort at the absolute maximum 
rate, you’ll have to put up with inefficient light collection; if 
you want to hoard photons, you’ll have to slow down. And, 
speaking of slowing down, Figure 4-41 shows flow chamber 
designs used in several flow cytometers with arc lamp 
sources. These instruments typically have highly efficient 
illumination and light collection optics, but, as we found on 
pp. 131-2, their lamps don’t put out anywhere near as much 
usable light as do lasers, and both sample flow rates and cell 
acquisition rates are, accordingly, lower than in most laser- 
based instruments. 

Panel A illustrates the arrangement in the Dittrich/ 
Gohde Impulscytophotometer (ICP)””; this is an axial flow 
system, in which cells confined in a sheath are observed as 
they emerge from a tube oriented along the axis of a fluotes- 

Figure 4 4  Flow chamber designs used with arc 
source flow cytometers. A lmpulscytophotometer. 
B LindmoISteen system (Skatron). C Closed system 
similar to some used by Bio-Rad, Heka, and Partec. 

cence microscope objective and make a 90” turn into a flow- 
ing stream. The Phywe ICP used suction to draw cells 
through the system; the later Ortho version forced them 
through with gas or air pressure. Wolfgang Gohde felt that 
axial flow of cells through the objective focal plane was an 
important determinant of the high precision obtained with 
the ICP under the best conditions. However, Gohde’s newer 
flow system designs for Partec achieve equivalent precision 
with what amounts to a modified orthogonal geometry. 

So does the instrument developed by Lindmo and 
Steen’00-’03 (originally sold as the Leitz MPV-Flow; later by 
Skatron, Ortho (Europe), Bruker, Bio-Rad and (in the near 
future) Apogee). In this cytometer, exemplified in Panel B, 
cells confined in a sheath are ejected from a nozzle as they 
would be in a stream-in-air system. The stream then im- 
pinges on a cover slip at a relatively acute (about 20”) angle, 
and is observed with the high N.A. oil immersion lens of an 
epiilluminated fluorescence microscope downstream from 
the point of impact; fluid is removed from the cover slip by 
suction still further downstream. 

If the flow pattern isn’t stable before the cells leave the 
nozzle, it won’t be stable after they hit the cover slip, and the 
excellent precision reported won’t be achieved. If the flow 
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pattern is stable, some improvement results from a further 
stabilization of the existing laminar sheath flow pattern by 
forces between the fluid and the cover slip. The stream flat- 
tens out, a phenomenon my colleagues and I noted when 
using a pen nib design to deposit cells from a flow cytometer 
onto movie film95. This tends to orient asymmetric cells and 
also to confine them to a narrow region of space, allowing a 
high aperture objective, with its small depth of focus, to be 
used without compromising performance. 

A closed flow system was/will be available on the Bio- 
Rad/Apogee versions of the Lindmohteen instrument; it 
resembles that shown in Panel C. The Fluvo 11, designed by 
KacheI6j6, the newer Partec flow cytometers, designed by 
Gohde, and Thomas’s RATCOM and NPE instruments are 
similar. All are basically orthogonal flow systems, although 
they are not symmetric about the axis of flow; some allow 
observation of the stream from two or more sides. The 
Partec instruments offer the options of multistation illumi- 
nation, with two lamps or a lamp and a laser, and fluidic 
sorting in a closed system. 

Since the same microscope objective serves as condenser 
lens and fluorescence collector in most arc source cytome- 
ters, increasing the N.A. of the lens improves both illumina- 
tion and collection. Temsch et a12459 reported that substitu- 
tion of a gel-coupled N.A. 1.25 lens for an N.A. 0.8 lens in 
an arc source instrument increased fluorescence signal inten- 
sities approximately fourfold. 

The flow chamber in B-D’s FACS analyzer, an arc 
source instrument introduced in the early 1980’s and soon 
eclipsed by the FACScan, was essentially a thick-walled 
round capillary, with an hourglass profile that allowed its use 
for electronic (Coulter) volume measurement; a second 
sheath was used largely to pwvide some fluid flow on both 
sides of the volume sensing orifice. Some of the old Los 
Alamos flow chambers (about the size and shape shown in 
Panel A of Figure 4-39), used with laser source cytometers, 
also incorporated electronic volume measurement capabil- 
ity6j5; the combination of electronic volume measurements 
with optical measurements in cytometry has probably been 
pursued for the longest period of time by Bob Leif and his 

. The NPE/RATCOM instruments, and 
a variety of clinical hematology analyzers (including Beck- 
man Coulter’s), incorporate both optical and electronic vol- 
ume measurement capabilities; an electronic volume meas- 
urement option is also offered by Partec. 

When You’ve a Jet ... 
While observation of cells in a stream in air instead of in 

a closed system eliminates some of the complexity, and may 
lower the cost, of a flow chamber, more constraints on the 
hydrodynamics are, in general, associated with stream-in-air 
systems. Pinkel and Stovelb5’ have covered some of the de- 
tails. 

One of the interesting things they mention is that the 
exit velocity v (in m/s) of fluid from an orifice or nozzle is, 
to a first approximation, directly proportional to the square 

co~~eagues654.1 108.9.2457 

root of the pressure used to propel the fluid through the 
orifice; i.e., the sheath pressure. If the sheath pressure, AP, is 
given in pounds per square inch (PSI), 

v = 3.7 (AP)”* ; 

if the pressure is given in atmospheres, the constant is 14, 
and if in pascals (N/m2), it is 0.044. This relationship applies 
to typical stream-in-air nozzles, in which the orifice is placed 
immediately below the neckdown region; it does not hold 
for flow systems in which there is a capillary tube of any 
appreciable length, because of the effects of viscous drag. 

A dimensionless constant called the Reynolds number, 
Re, is often used to characterize the stability of fluid flow. If 
d is the diameter of the stream, in cm, p is the density of the 
fluid, in gm/cm3, is the fluid viscosity, in poise (1 poise = 

1 g/cm-s), and vaV is the average fluid flow velocity, in cm/s, 

Re = dpvJq. 

Laminar flow is possible for values of Re < 2300; it may be 
possible at higher values, but turbulence is much more likely 
to occur. Thus, in flow cytometry, it makes sense to keep Re 
below 2300. For water at 20 “C, a temperature at which its 
density is very nearly 1 gm/cm3 and its viscosity is 0.01 
poise, we can relate stream diameter d, in pm, not cm, and 
vav, in mls, not cmls, by 

Re = dvav. 

In other words, if vav is 10, and d 230 or below, a person 
won’t get turbulent flow. Unless you’re trying to sort really 
big objects in a droplet sorter (the principle works for stream 
diameters as large as 1 mm (1000 pm)), you can work at 10 
m/s. What you may have to worry about under more typical 
conditions, however, are changes in temperature; the vis- 
cosity of water is highly temperature dependent. 

Turbulence is apt to be a problem at the inlets, rather 
than the outlets, of flow chambers, stream-in-air and other- 
wise. This happens because the sheath inlet is usually a rela- 
tively small diameter tube going fairly abruptly into a larger 
diameter chamber. If you are trying to squeeze the last few 
tenths of a percent out of an already very good measurement 
CV, as is the case in chromosome sorting, which stimulated 
Pinkel and Stovel’s efforts, you need to devote some atten- 
tion to this possible source of flow instability. 

Figure 4-42 illustrates three configurations of core and 
sheath inlets in otherwise identical flow chambers. The 
“ b a d  configuration, at left, has the small sheath inlet enter- 
ing the chamber at a right angle. The “better” configuration 
represents a compromise reached in many commercial sys- 
tems; the sheath inlet tube is gently curved, and a perforated 
“spider” is put in to break up the flow pattern; empirically, 
this facilitates faster establishment of laminar flow down- 
stream. The “best” configuration, at right, gently sneaks the 
core into a large bore sheath flow. I’ve seen chambers like 
this in action, and they give good CVs; I haven’t yet bitten 
the bullet and made a Cytomutt flow chamber with a more 
hydrodynamically correct core and sheath inlet. 
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BAD BElTER BEST 

Figure 4-42. Minimizing turbulence generated at the 
sheath inlet to flow chambers. 

Core and Sheath: Practical Details 

If you looked at pp. 50-1 and 130-1, or otherwise have some 
acquaintance with flow cytometry, you’ve run across the 
notion that core sizes affect measurement precision. It thus 
may be useful to know how big a core you’re actually run- 
ning. Let’s look at a numerical example. Suppose we have a 
stream-in-air system with an orifice 80 pm in diameter, 
through which we want cells to pass at a velocity of 10 m/s. 
When things are working properly, running the system for 
one second will squirt out a volume of fluid that would fill a 
cylinder 80 pm in diameter and 10 m high. The volume of 
this cylinder is 71 times the square of the radius times the 
height. Converting the radius and height measurements to 
cm, which will give us volume in cm3, or mL, we find that, 
in one second, we run a total fluid volume of 

{n x [(4 x x lOOO} mL 5 0.05 mL. 

In one minute, or 60 seconds, we’d get about 3 mL through 
the orifice. Knowing any rwo of the three variables, orifice 
diameter, flow velocity, and flow rate, we can calculate the 
third. If you have a commercial system, the manufacturer 
has provided you with the internal dimensions of the flow 
chamber (if you built your own, you should know!), and you 
can measure the amount of fluid which goes through the 
system per unit time; this will let you calculate the flow ve- 
locity. 

Now, how can we figure out the core diameter or radius? 
If the instrument has a syringe pump, or some other means 
for measuring the sample or core volume flow rate, it’s fairly 
easy; however, most flow cytometers are not so equipped. 
We therefore resort to subterfuge, and possibly centrifuge as 
well, and get and run a sample of cells, or beads, at a known 
concentration, determined by an automated counter, or, as a 
last resort, with a hemocytometer. 

Suppose the concentration is lo6 particles/ml, and we 
find we’re counting 1000 particles/s (for the moment, as- 
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Figure 443. Sheath fluid supply plumbing. 

sume we count every one that comes through). The count 
rate divided by the cell concentration gives us the rate of 
flow of the core fluid, which is mL/s. The velocity is 10 
m/s; from the core flow rate and velocity, we calculate the 
volume of fluid that would fill a cylinder with its height 
equal to 10 m and its radius equal to the core radius. The 
core radius is 

[(core flow rate)/(lr x ~eIocity)]”~ . 

The formula gives us a core radius of 5.64 pm; the core di- 
ameter is therefore 11.28 pm. 

As was mentioned earlier, a parabolic velocity profile is 
established within a relatively short distance of the orifice in 
a stream-in-air system. Pinkel and Stove1 report that, near 
the exit of an 80 pm nozzle, with flow at 10 m/s, fluid ele- 
ments on axis and 10 pm off axis will differ in velocity by 1 
m/s, or 10 percent. Particles traveling off-axis at lower ve- 
locities will, on that account, spend more time in the laser 
beam; this should result in higher signal intensities. How- 
ever, we also have the Gaussian intensity distribution in the 
beam to consider here; the intensity of illumination dimin- 
ishes with distance from the axis. In real stream-in-air in- 
struments, the two effects undoubtedly counteract one an- 
other to some extent; the off-axis particles spend more time 
in a lower-intensity beam, and thus should receive, emit, and 
scatter more nearly the same amount of light than would be 
the case if the velocity profile were more sluglike than para- 
bolic. In flow systems in which cells are observed in capillar- 
ies, the observation point may be at a level at which slug 
flow persists; widening the core might then be expected to 
degrade precision more noticeably. 

Grace Under Pressure: Driving the Sheath and Core 

The pressure-driven sheath used in most flow cytorneters 
operates on the same principle as the wash bottle you used in 
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chemistry if you took it as long ago as I did. The pressure 
bottle in the original Becton-Dickinson FACS looked ex- 
actly like one of those old wash bottles; a sheath bottle dif- 
fers, however, in being connected to a pressurized gas supply 
with a regulator and a gauge so you don’t have to blow into 
it. The setup is shown in Figure 4-43. 

The range of drive pressures used for sheath fluid in vari- 
ous instruments is from about 3 PSI on the older Ortho 
Cytofluorografs to about 30 PSI in the Lindmo/Steen appa- 
ratus; the high speed sorters at Livermore and Los Alamos 
could go up to several hundred PSI, but the current com- 
mercial high speed sorters seem to top out near 100 PSI. For 
the lower pressures used in most commercial and lab-built 
systems, a variety of plastic bottles available from many labo- 
ratory equipment suppliers will do just fine; Ortho favored a 
plastic bottle held in a metal box to limit its expansion under 
pressure. I, and most of the manufacturers, now use stainless 
steel pressure vessels, originating at Alloy Products Corpora- 
tion and acquired through as few intermediaries and with as 
few markups as possible. These are relatively expensive if you 
don’t eliminate the middlemen when you buy them, but 
they are very unlikely to shatter. They typically have plastic 
on the outside around the bottom, which prevents them 
from making electrical contact with whatever they’re sitting 
on; be advised that steel vessels containing saline can give 
you a nasty shock if you touch them while the drop charging 
circuit of your sorter is on. 

The most common cause of turbulent flow in a previ- 
ously “healthy” flow system is complete or partial obstruc- 
tion. Complete obstruction of flow is relatively easy to 
diagnose, if not always equally easy to correct. Partial ob- 
struction can be much more troublesome, because sample 
flow continues, but turbulence, caused by the obstruction, 
results in a broader range of cell trajectories and velocities, 
which typically alters pulse shapes and broadens distribu- 
tions of parameter values. Inexperienced operators would 
frequently note the increase in CVs and promptly make un- 
necessary adjustments to the optics and electronics in an 
attempt to improve the quality of measurements; things then 
went from bad to worse, often requiring a visit from service 
personnel may be required to get signals to reappear. Since 
most flow cytometers in use these days don’t permit the op- 
erator to make the adjustments, the misalignment problem 
has largely disappeared; the obstruction problem has not. 

Most flow cytometer users don’t get the opportunity to 
redesign their flow systems to minimize obstructions, and 
must therefore do what they can solely in terms of keeping 
apparatus, sheath fluids and samples as clean as possible. 
Filtration of sheath fluids and all diluents used in sample 
preparation through 0.22 or 0.47 pm filters will remove 
large particles and also minimize bacterial contamination. 
Even pharmaceutical grade stuff may have some particles in 
it; if you wouldn’t inject it intravenously, don’t use it as 
sheath fluid. 

It’s good practice to keep a 0.22 or 0.47 pm filter in the 
line between the reservoir and the flow chamber, to clean 

out any residual junk. However, if the sheath hasn’t been 
filtered previously, such an in-line filter may clog rapidly 
enough to decrease the flow rate. This can happen when you 
follow the nearly universal practice of driving the sheath 
with gas (air or nitrogen) blown into the reservoir at con- 
stant pressure, which means that as the resistance of the filter 
goes up, the flow rate goes down. In theory, if the sheath 
were driven by a robust constant volume pump, instead of 
by pressure, flow velocity could be maintained. Don’t bet on 
it. If you are working with really small particles, such as bac- 
teria, it is advisable to prefilter sheath through a 0.1 1 pm 
filter; you probably don’t want a filter with pores that small 
in your sheath line because it is likely to offer substantial 
resistance to fluid flow. 

Generally speaking, flow cytometric analysis, as opposed 
to sorting, can be done using water instead of a saline solu- 
tion as a sheath fluid; a prominent exception occurs in the 
case of electronic (Coulter orifice) cell volume measure- 
ments, which, like droplet cell sorting, require that cells be 
suspended in an electrically conductive medium. This usu- 
ally means an isotonic sodium chloride solution, with or 
without a little buffering. Why not use saline solutions all 
the time? Well, all other things being equal, water is cheaper 
than saline. Water also doesn’t leave salt deposits all over 
everything. For analysis, even using live cells, the interval 
between injection of the core (which does have to be iso- 
tonic to keep cells osmotically happy) into the sheath and 
the measurement is so brief that the cells won’t have time to 
object to being in a yucky hypotonic medium until well after 
they’ve passed the observation point, unless there’s an ob- 
struction downstream which causes water to back up into 
the sample. For sorting and Coulter volume measurements, 
which require ionic solutions, normal saline for injection, 
which is fairly clean and sterile, is readily available in liter 
bottles at reasonable prices. “Injectable” or not, it does have 
to be filtered. 

Nitrogen supposedly produces fewer bubbles than does 
compressed air when used as a sheath propellant. When 
house air supplies are non-existent or inadequate, and gas 
from tanks must be used for sheath drive, nitrogen has the 
advantage of being cheaper than air is. It remains to be de- 
termined whether substitution of nitrogen for air affects cell 
physiologic parameters such as membrane potential; when in 
doubt, use air and isotonic solutions. 

When gas pressure is used to drive the core, or sample, as 
well as the sheath, the relative sheath and core flow rates are 
dependent upon the difference in pressures between the 
sheath container and the sample container. This determines 
the core size. If the pressure drive system for the sheath is a 
giant wash bottle, that for the core is a micro wash bottle; 
the pressure vessel is frequently the sample tube itself, with a 
volume of only a few mL. Separate regulators for core and 
sheath pressure are advisable; pressure in the sample vessel is 
adjusted to change the core flow rate. A differential pres- 
sure gauge, monitoring the difference in pressure between 
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sheath and sample vessels, provides the best operator feed- 
back for this process. 

Unless valves in the fluid lines are closed, if there is no 
tube mounted for sample feed, sheath pressure forces sheath 
fluid back through the sample inlet tube; this is a relatively 
easy way of clearing out the residue of the last sample before 
running the next one, but it can also be a way of diluting the 
next sample with sheath fluid when you’d prefer not to have 
diluted it. 

O n  the other side of that coin, most pressure feed sys- 
tems also have switchable inlets for drive gas at both the 
regulated pressure and a higher boost pressure; when a tube 
is first put on the system, the higher pressure is applied to 
drive cells into the sample tubing. The input is then 
switched to the regulated pressure. Flow should then be al- 
lowed to stabilize before any measurements are made. 

In order to avoid the consequences of Shapiro’s First 
Law (p. 11), we’d like to have a filter in the sample path to 
prevent particles greater in diameter than the orifice (cell 
clumps and other junk) from clogging it. B-D used to use a 
small filter made of a bundle of glass microcapillary tubes, 
each with a 40 pm internal diameter; the filter was placed at 
the very tip of an aspirator assembly which was inserted into 
the tube containing the sample. Ortho used a hollow fiber 
filter that was much larger physically; most of the people I 
know replaced it with a few pieces of nylon mesh with a 40 
pm pore size held over the aspirator tip with a piece of plas- 
tic tubing. You can now buy sample filters from various 
sources; Partec makes some nice ones. You can also buy ny- 
lon mesh and roll your own. 

Just as is the case with a pressure-driven sheath, when a 
filter is used with a pressure-driven core, as the filter clogs, 
the core flow rate decreases. This can be a real problem when 
the cells being analyzed are treated with an equilibrium stain 
such as acridine orange or one of the cyanine dyes, because 
relative flow rates of core and sheath affect dye diffusion 
rates from core to sheath, and changes in these flow rates 
may affect staining intensity. Changes in flow rate and core 
size may also affect measurement precision. 

If a pump, instead of gas pressure, is used to drive the 
sheath, the volume flow rate of the sample is directly adjust- 
able, and less susceptible to the sources of variation just 
mentioned. The pump used to drive the core should be a 
positive displacement pump, e.g., a syringe pump, which 
produces a (relatively) constant volume flow rate even when 
driving a varying resistance. Dick Sweet’s piece on flow sort- 
ers in reference 9, circa 1980, contained statements to the 
effect that syringe pumps weren’t good for sorting because 
they produced pulsatile flow; opinions have changed. I have 
almost always used syringe pumps for sample feed; others are 
beginning to find them advantageous5~‘00~103’649~650 , and some 
newer commercial systems use them. 

When really smooth drive is necessary, it can be obtained 
from a syringe pump that uses a feed screw instead of the 
more common rack and pinion drive. Pulsations can also be 
reduced by putting a small air bubble between the syringe 

piston and the sample; this gets away from true constant- 
volume operation, but remains closer to this ideal than 
would a constant pressure drive in the presence of increasing 
resistance. 

If you’re good enough at designing fluidics, you can even 
manage to make a peristaltic pump produce a stable flow 
pattern in a flow cytometer; I can’t do it, but the people at 
OptoFlow seem to have managed, and I have heard of a 
variety of other pump types being used successfully. 

Gravity, all by itself, can be used to drive fluids through 
flow systems; it can also effect whatever else you’re using. 
Changes in the height at which the sheath tank is placed 
and/or in the liquid level in the sheath tank can affect flow. 
Gravity is often used to advantage when very slow flow rates 
are required, e.g., for the outer sheath of double-sheath flow 
systems, or for systems designed for molecular analysis. 

In hematology analyzers, which are the prototypical 
clinical flow cytometers, sample and sheath may both be 
propelled by syringe pumps, which, in combination with 
valves and other mechanical and electronic components, 
allow blood samples to be withdrawn from the tubes in 
which they were collected, diluted, treated with appropriate 
reagents, and analyzed. This is a good way to handle samples 
that should all be subjected to the same treatment, and 
which can be analyzed in a minute or so. O n  the other hand, 
if you wanted to do a four-hour preparative sort on a droplet 
sorter, you’d need a syringe the size of a Bugatti Royale pis- 
ton for the sheath; pressure drive from a big reservoir is the 
only practical way to go. You’d also probably have to use 
pressure feed for the sample, keeping it a container with 
appropriate temperature regulation and a magnetic stirrer or 
other mechanical device to keep the cells in suspension. 

Figure 4-39 shows that the fluid connections in flow 
chambers are readily accessible; up until recently, it was 
fairly easy to get at those connections, at least on instru- 
ments designed for research purposes, and hook up whatever 
core and sheath drive mechanisms you might want. Third 
parties such as Cytek Development provide such gadgets, 
optimized for such tasks as kinetic experiments with calcium 
probes. However, if you’re in the market for flow cytometer 
and contemplate playing games with the fluidics, it’s a good 
idea to get confirmation from the manufacturer that the 
changes can be made without rendering the cytometer inop- 
erative. 

Perfect Timing: Fluidics for Kinetic Experiments 
Kinetic experiments, in which the addition of one or 

more reagents to a cell sample and the introduction of the 
sample into the core stteam must all be carried out at pre- 
cisely timed intervals, are likely to need more elaborate ex- 
ternal plumbing than the flow cytometer manufacturers 
normally supply. 

The adaptation of the analytical chemical technique of 
flow injection analy~is~~~’~~ to cytometry was described by 
Lindberg, Ruzicka, and Chri~tian”~’ shortly before the last 
edition of this book appeared. In addition to allowing rapid 
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and flexible, automated, sample preparation and solution 
handling, flow injection analysis offers methods for analysis 
of data from samples in which chemical equilibrium has not 
been reached, which may be useful in both static and flow 
cytometric applications. 

More recently, John Nolan, Larry War ,  and their col- 
leagues have developed instrumental approaches to both 
rapid kinetic experiments and high throughput flow cytome- 
tTy2414.Z460-3. , these are discussed on pp. 364-6. 

Oriented and Disoriented Cells 
When velocities are different at different points in a 

flowing stream, an object in the stream is subjected to un- 
equal forces at different points on its surface. These forces 
cause cells, particularly asymmetric cells, to tumble in the 
stream, and, in some cases, to assume one orientation rather 
than another. Kachel, Fellner-Feldegg, and Menke"46 show 
photographs of the behavior of erythrocytes in flow, demon- 
strating the orienting effect of a rectangular core injector. 

Johnson and PinkelG5' made modifications to a commer- 
cial flow cytometer to permit high-resolution DNA analysis 
of sperm. Beveling the round core injector to a chisel point 
produced a ribbonlike stream; asymmetric sperm heads were 
oriented in the plane of the stream, and CVs of DNA meas- 
urements were substantially reduced. Orienting sperm and 
monitoring orientation are critical to selecting x- and y- 
chromosome enriched fractions by sorting, as will be dis- 
cussed further in Chapter 10. 

Matchmaker, Matchmaker, Make Me a(n) Index Match! 
Differences in chemical composition between the core 

and sheath fluids (as in the instances when, for example, 
you use a water sheath and a saline core, or a saline sheath 
and a saline core with added protein) may be reflected in 
refracrive index differences between the core and sheath. 
The refractive index mismatch usually isn't a problem for 
eukaryotic cells, but definitely will be for bacteria or really 
small (0.5 pm) beads and may be for platelets. The noise is 
predominantly in the scatter channels; fluorescence meas- 
urements should nor be affected significantly although vari- 
able scattering of excitation and emission at the interface 
might be expected to increase CVs slightly. However, don't 
be too quick to assign blame to a refractive index mismatch 
when the noise is due to particles in the sheath fluid. The 
easiest way to tell the difference is to run the sheath without 
the core; if the noise persists, it can't be due to an index 
mismatch. Refractive indices of natural water samples may 
differ; Cucci and Sieracki have demonstrated the effects of 
differences in sheath and sample salinities on forward scatter 
signals from a variety of small marine organisms2464. 

Flow Unsheathed 
Kamentsky's original Rapid Cell Spectr~photometer"~, 

and many of the early hematology counters that preceded it, 
did not use sheath flow, and there are still some flow cy- 
tometers that don't, including a fluidic sorter for very large 

particles (Drosophila and a microfluidic sorter 
for very small ones (bacteria; DNA  fragment^)^'^^-^. Among 
commercial systems, we have the Flow CAM, an imaging 
flow system for analysis of fairly large marine organisms245', 
and the Guava PCTM, designed to count and analyze cells 
smaller than 60 pm2465. The principal problems with not 
using a sheath are that there are likely to be differences in 
flow velocities between particles traveling at different dis- 
tances from the center of the stream and that there is a 
somewhat greater likelihood of the flow system becoming 
obstructed by large particles or aggregates. It would probably 
be difficult to obtain a distribution with a CV of 1% if you 
measured DNA content of nuclei in a flow cytometer with- 
out sheath flow, but it is evidently not a problem to get 
measurement CVs of 5-10%; if these are adequate for the 
application, you can safely dispense with the sheath. 

Flow Systems: Garbage In, Garbage Out  ... 
It should be obvious that spending a few hundred thou- 

sand bucks on an instrument won't do anything to relieve 
you of the burden of designing experiments. Flow cytome- 
ters are like computers in many respects; both are high-tech, 
often high-budget gadgets which can very rapidly and very 
precisely do exactly what you've told them to do, and nei- 
ther has any capacity for doing what you meant instead of 
what you said. 

If, for example, you are interested in finding cells so rare 
that they represent only one cell in every 108 cells in your 
sample, you should bear in mind that, even if your flow cy- 
tometer could zip through 100,000 cells/s, and could iden- 
ti@ your cells of interest flawlessly, you would only encoun- 
ter 3 or 4 cells of interest an hour. If all you wanted to do 
was get a count of your population of interest, with a preci- 
sion of 10 percent, you'd have to count 100 cells to get the 
contribution to variance due to sample size down into the 
acceptable range. This would take 25 to 30 hours, not 
counting time to change samples, replenish sheath fluid, etc. 
It is all but impossible to do a single experiment of this kind 
by flow cytometry; it is beyond impossible and heading for 
irrational to contemplate doing such analyses for some rou- 
tine purpose. 

O n  the other hand, if you're looking for one cell in lo5, 
you could get a good count in a few minutes; whether or not 
it is feasible do so depends on the efficacy of your cytometric 
identification procedure. It's easy to do if you can stain your 
cells of interest with one or, even better, two very bright 
fluorescent dyes; it's nearly impossible to do if you are rely- 
ing on something like a dim immunofluorescent stain as the 
sole identification criterion. In general, you have to decide 
what measuremends) you need to make of cells to answer 
the question(s) you're asking about them. 

Recall that a flow cytometer, by itself, doesn't even have 
an intuitive way of telling what is a cell and what isn't; you 
basically provide a definition for it by picking a trigger chan- 
nel or channels, setting a threshold value or values and, 
optionally, by defining selection regions in your measure- 
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ment space using hardware and/or software gating. If no 
other gating is used, the machine treats every particle for 
which the amplitude of the trigger signal is above the set 
threshold value as a cell. 

When you analyze clean samples from relatively homo- 
geneous cell populations, you don’t go too far wrong in us- 
ing a forward light scatter measurement as a trigger parame- 
ter; immunofluorescence measurements have traditionally 
been done in this way, with the fluorescence measurement 
gated by the volume or scatter signal. In samples containing 
cell populations with greater variance in characteristics, 
thresholds and gates set on a fluorescence channel indicating 
the presence and amount of cellular DNA may provide more 
stringent criteria for distinguishing cells of interest from 
debris, on the one hand, and from aggregates, on the other. 
At present, the quality of both instruments and antibody 
reagents is high enough for it to be feasible to trigger on 
immunofluorescence signals to identify cells in relatively 
messy samples. 

Given the prices so many people have to pay for flow cy- 
tometer time, it’s wise to have some idea of what your sam- 
ple looks like before you put it in the machine. The best way 
to get some idea is to look at the sample under a phase con- 
trast and/or fluorescence microscope. It is true that the flow 
cytometer can pick up more subtle differences than you can 
discern by visual microscopic observation, but I’m not talk- 
ing about subtle differences. If your immunofluorescent 
stained cells are lying on the slide in one long strand, you 
can cancel your appointment with the machine. If, unbe- 
knownst to you, the cells are sitting in the tube in one long 
strand, putting them in the cytometer is apt to cancel other 
people’s appointments as well. This can lead to stress, if it’s 
your cytometer, and to physical harm, if it’s someone else’s. 

Although in-line filtration is an obvious method of pre- 
venting large particles from entering and obstructing the 
flow system, filters may exacerbate the problem of sample 
carryover, which is encountered even in cytometers without 
them. Cells may accumulate in various places in the flow 
system during turbulent flow while samples are being 
changed, and subsequently pass into the measurement sys- 
tem. 

Sample carryover is tolerable, if only because it is unno- 
ticeable, in a lot of routine flow cytometry. If you are run- 
ning a whole bunch of similar samples, each with approxi- 
mately the same cell concentration, you probably won’t 
know or care if 1 or 2 percent of the cells in the (n+l)st 
sample were really stragglers from the nth sample. Carryover 
can really kill you, however, when you are looking for rare 
cell subpopulations and/or when you run cell samples with 
very low cell densities after cell samples with very high densi- 
ties. 

Let’s suppose we have a 1 percent carryover rate between 
two samples, each of which contains 106 cells/ml, and each 
of which is run at a rate of 1 PUS, with data from 10,000 
cells being collected. When the second sample is run, 1,010 
cells will come through the machine each second; 1,000 of 

these will be from sample 2, and 10 will represent carryover 
from sample 1 (on the average). If we were now to put on a 
third sample with only lo5 cells/ml, and run at the same 
sample flow rate, carryover, now from sample 2, would still 
give us 10 cellsls from sample 2, while we would only collect 
100 cells/s from sample 3; for the third sample, carryover 
would be greater than 9 percent instead of 1 percent. You 
can generally get a good sense of the extent of carryover in 
your system from the persistence of fluorescent plastic beads, 
with which most of us start our day’s runs, in subsequent 
cell samples. Reducing carryover may require some combina- 
tion of backflushing, filter change or removal, and vigorous 
cleaning of the flow system. 

Particles from the last sample aren’t the only foreign 
agents which may introduce disinformation into data; mi- 
croorganisms, particularly fungi, may grow in flow systems 
and in the sheath fluid supply, and surprisingly large 
amounts of hydrophobic dyes (acridine orange, the cyanines, 
and propidium are notorious in this regard) in stained sam- 
ples may adhere to even short lengths of plastic sample inlet 
tubing, from which they are readily transferred to cells in 
subsequent samples. Chlorine bleach usually clears out both 
microorganisms and dyes; you do, however, have to be sure 
you’ve washed the bleach out thoroughly before you put 
samples back into the instrument, or you’re apt to end up 
with yet another class of artifacts. I usually follow the bleach 
with water, then 70% ethanol, and then rinse well with wa- 
ter. If there’s any liquid in the tubing and the flow cell when 
I shut down the system, I want it to be clean water. 

In a posting (28 August 2001) to the Purdue Cytometry 
Mailing List, Mario Roederer recommended running 0.1 N 
NaOH (made in clean water and filtered through a small 
pore filter), CoulterCleanse solution, and distilled, deionized 
filtered water, in that order, through a stream-in-air sorter to 
solubilize any residual DNA, RNA, cells, and microorgan- 
isms. Mario also uses 70% ethanol for sterilization. I (and 
he) caution that it is probably a good idea to find out from 
the manufacturer whether there is any part of your instru- 
ment’s fluidic system that won’t stand up to the NaOH 
solution - or to any other solution or solvent you plan to run 
through the system. 

The statistical distributions of cell arrival times and of 
the time intervals between successive cells’ transits of the 
observation point may provide information about measure- 
ment quality. Lindmo and F ~ n d i n g s r u d ~ ~ ’  examined the 
latter distribution and its relation to various aspects of sam- 
ple preparation. In some cases, even when samples did not 
contain cell clumps, the distribution did not fit the expected 
Poisson statistics; the authors hypothesized that cells that 
had stuck to the sample tubing were dislodged when hit by 
other cells passing through. 

later extended this type of observation to per- 
mit the use of time measurements for quality control 
within individual sample runs. The interval between cell 
arrival or acquisition times is used to derive a real-time 
measurement of sample flow rate, which is displayed 
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against time; data collected during periods of rapid fluctua- 
tion of flow rate are discarded. Gross et all””, using a combi- 
nation of a computer algorithm for excluding such “burst” 
data, a rigorous cleaning procedure for the flow system, and 
staining and analysis techniques which minimized contribu- 
tions from instrument noise and nonspecific fluorescence, 
reliably detected rare cells at frequencies of 1 per million 
using a benchtop flow cytometer; getting the garbage out, 
one way or another, definitely helps. 

4.7 ELECTRONIC MEASUREMENTS 
The ambiguous heading above will allow me to discuss 

electronic measurements of cells, i.e., electronic or Coulter 
volume measurement, which is based on DC impedance, 
and electrical opacity, which is based on AC impedance, 
and also to introduce a little bit about electronics in general. 

Electricity and Electronics 101 
Electrons and protons possess equal and opposite 

charge. The SI unit of charge (q), the coulomb (C), is ap- 
proximately 6 x 1OI8 times the charge on an electron, which 
is about 1.6 x l O.l7 C. The electrons in an atom hang around 
the general vicinity of the protons, but the degree of mutual 
attraction varies, and may change with electronic energy 
levels. Electrons are, by convention, said to bear a negative 
charge; protons bear a positive charge. Particles of like 
charge repel one another; particles of opposite charge attract 
one another. Coulomb’s Law states that the electrostatic 
force between two charges is proportional to the product of 
their magnitudes and inversely proportional to the square of 
the distance between them. The electrostatic force repelling 
two electrons spaced 1 mm apart is times as strong as 
the gravitational force attracting them. 

Charge Separation, Electric Fields, and Current 
According to the Law of Conservation of Charge, 

charge cannot be created, but it can be redistributed. If the 
electrons in a material are held relatively loosely, it is possible 
for charge to be transferred from one point in the material to 
another, and the material is called a conductor. If the elec- 
trons are more tightly held, charge transfer is not possible, 
and the material is called an insulator. There are also mate- 
rials that normally behave as insulators, but which will con- 
duct when some of their electrons are raised to appropriate 
energy levels; these materials are semiconductors. Atoms or 
molecules can lose or gain electrons to become positively or 
negatively charged ions; the Law of Conservation of Charge 
demands that ions be formed in pairs, with opposite charges. 
Ionic solutions and plasmas, which are essentially ionic 
gases, conduct electricity. 

Separation of charges produces an electric field, which 
exerts a force on any charged particle in the field; the 
strength of the field is given in terms of force per unit 
charge. The potential energy of the particle varies with its 
position in the field. For example, if an electric field exists 
(never mind how it gets there) between two metal plates 

bearing opposite charges, an electron placed between the 
plates will be repelled by the negatively charged plate and 
attracted toward the positively charged one; the electron 
therefore has potential energy, which will decrease as it is 
accelerated toward the positive plate, being converted to 
kinetic energy. The potential energy of a charged particle in 
an electric field is proportional to its charge; the difference in 
potential energy, or electrical potential difference, between 
two points in the field at which the potential energy of a 1 
coulomb charge changes by 1 joule, is defined as I volt 0. 
The amount of potential energy lost, or kinetic energy ac- 
quired, as a single electron (charge 1.6 x 10.” C) moves 
through a 1 volt potential difference, is called an electron 
volt (ev); it is about 1.6 x 10.” joules. 

The mutual repulsion of like charges will cause redistri- 
bution of charge in a conductor, such that any excess charges 
are uniformly distributed on the surface of the conductor. 
The electric field “inside” the conductor is zero. Surround- 
ing a volume with a conductor therefore produces electro- 
static shielding, which is why low-level electrical signals are 
generally transmitted through coaxial cable, familiarly 
known as “coax” (pronounced “co-axe”). The signal is, in 
theory, carried in the central conductor, which is surrounded 
by an insulator, which is surrounded by braided or twisted 
wire and/or metal or metal coated foil. In principle, this 
outer conductive layer, which is connected to “ground,” 
carries no current, and shields the inner conductor from 
electrical interference. In practice, the “shield” serves as a 
return path for the signal, and does carry current, which 
makes it less than perfect as a shield. 

This has come to the attention of manufacturers of audio 
cables, who are now happy to sell you cables in which the 
signal and return signal are carried by a twisted pair of insu- 
lated wires surrounded by a foil shield that is only connected 
to ground at the signal source. This shield cannot carry cur- 
rent, and therefore works as advertised; the twisted pair con- 
figuration of the signal wires also reduces interference. 
Shielded twisted pair cables are probably not a necessity for a 
home audio system; I have put them in mine more as a mat- 
ter of principle than because I think they’ll make an audible 
difference. 

The transfer of charge through conductors produces 
what is called an electric current; one ampere (A) of cur- 
rent represents the transfer of one coulomb of charge per 
second. It is totally incorrect to think of electric current 
“flow” in conductors in terms of an electron going into one 
end of a wire and coming out at the other end. An electric 
field produced at the “positive” end of the conductor accel- 
erates a free electron toward that end, temporarily creating 
an excess positive charge “one atom over”; this generates a 
local field that accelerates a free electron from the vicinity of 
the next atom, etc., the process being repeated until an elec- 
tron enters the “negative” end of the conductor. There is 
some analogy to the science toy made of a series of sus- 
pended metal balls, which is used to demonstrate transfer of 
momentum. You pick up the ball at one end, and let it 
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swing into its static neighbor. The neighbor doesn’t move, 
nor do any of the other balls except the one at the other end 
of the chain, which flies away from its neighbor to about the 
distance from which you released the first ball. In this in- 
stance, it is the local electric field which propagates along the 
conductor, moving at the speed of light; the current is, by 
convention, said to “flow” in the direction in which the field 
moves, which is opposite to that in which the electrons 
“move”. The “speed of light” at which the field propagates 
in a conductor is not, by the way, the old familiar 3 x 10’ 
m/s (186,000 miles/s) at which light travels in a vacuum; 
electricity, like light, moves more slowly through material 
media. 

Resistance, Voltage, and Power; Ohm’s Law 
You could more or less guess, from the description of 

current flow in a conductor, that, just as friction and other 
real world effects prevent the metal balls from bouncing 
back and forth in perpetual motion, there must be some 
losses involved in all of those electrons jumping around. 
With the exception of a few esoteric materials that display 
the property of superconductivity at very low temperatures, 
there aren’t any perfect conductors. Every material offers 
some resistance to the flow of electric current. According to 
Ohm’s Law, the flow of a current of I amperes through a 
material with a resistance of R ohms (a) produces a drop in 
electrical potential, or a voltage difference, of E volts, across 
the resistance; that is: 

E = I R .  

It’s amazing how much you can get done using just that 
formula. 

Just as friction losses dissipate mechanical energy as heat, 
resistance losses dissipate electrical energy as heat. The 
amount of energy, in joules, lost per second is EI (remember 
that volts are joules/coulomb and amperes are cou- 
lombs/second), or I’R. Joules per second, however, are watts 
0. A current flow of 1 A through a 1 R resistor produces a 
potential, or voltage, drop of 1 V across the resistor, and 
dissipates 1 W. The resistor gets hot, but not very; 4.184 J 
are equal to a “small” calorie, which is the amount of heat 
needed to raise the temperature of 1 gm of water by 1 “C. 

Watt’s a resistor made of? Generally speaking, resistors 
are made of conductive material, but not much of it. Again, 
as you’d probably expect, the less conductor you have, the 
harder it is to get current through it. It’s much harder to 
move the same amount of traffk down a two-lane road than 
to move it down an eight-lane highway; similarly, the resis- 
tance of a given length of thin wire is higher than the resis- 
tance of the same length of thicker wire made of the same 
material. Many resistors are intentionally made to get hot, 
but, with exceptions, they are designed to dissipate the heat 
rather than to be destroyed by it. 

resistor, which is what happens 
when you connect it to 120 V, and you dissipate 1200 W; 
the resistor is apt to get red hot, at least until the bell rings 

Put 10 A through a 12 

and the toast pops out. The filament of a 60 W light bulb is 
a 240 R resistor that gets white hot with 120 V across it, at 
which point it draws 0.5 A; the bulb must be filled with 
inert gas to prevent the filament from burning up. The ac- 
tive element in a fuse is a thin metal strip or wire that will 
melt once the current flowing through it gets above a certain 
value. And I oversimplified in all of the above cases; the re- 
sistance of materials typically increases with temperature. So, 
looking more carefully at the 60 W light bulb, we would 
find that the resistance of the cold filament is only about 1 
R. The filament initially, and very briefly, draws a current 
much higher than 0.5 A (that’s why bulbs are more likely to 
die just as they are turned on), increasing its resistance to 
240 R as it reaches operating temperature. 

Alternating and Direct Current; Magnetism 
Where does current come from? We have already con- 

sidered one current source in our discussion of the photo- 
voltaic photodiode, or solar cell, which is a photoelectric 
source of current. The more light hits it, the more current 
the cell generates; however, the polarity of the current re- 
mains the same. The positive end of the cell remains posi- 
tive. Current sources with this characteristic are said to gen- 
erate direct current, or DC. DC is also produced by batter- 
ies, which convert chemical energy into electrical energy, 
and by some types of electromechanical generators. 

Most of the current generated by electric utilities world- 
wide is not DC, but alternating current, or AC. The gen- 
erators that produce either DC or AC make use of magnetic 
fields to convert mechanical energy into electrical energy. 
Magnetic fields result in part from the motion of charges; 
motion of a conductor in a magnetic field generates a cur- 
rent in the conductor. Passage of current through a conduc- 
tor in a magnetic field creates a force on the conductor that 
may make it move if it is free to do so. 

A microphone can be made from a very small coil of wire 
attached to a very small diaphragm and suspended in the 
field of a small permanent magnet; small currents are gener- 
ated in the coil as the diaphragm is moved back and forth by 
interaction with sound waves in the air. These currents, elec- 
tronically amplified, can be fed through a larger coil of wire, 
attached to a larger diaphragm and suspended in the field of 
a larger magnet; this device, a loudspeaker, converts the ap- 
plied electrical energy back to mechanical energy, in the 
form of sound. The process of transduction between electri- 
cal and mechanical energy can work in both directions; a 
loudspeaker can function as a microphone, although its high 
mass makes it relatively insensitive, and a microphone can 
function as a loudspeaker, or at least as an earphone, al- 
though such a delicate device is likely to be destroyed by 
application of even a small amount of current. 

The current generated in a microphone is an alternating 
current. No current is generated in the coil when the dia- 
phragm is at rest; motion of the diaphragm away from its 
rest position in either direction causes an electrical potential 
difference across the coil, but the polarity, i.e., which side of 
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the coil is positive and which negative, changes with the 
direction of motion. Alternating current is characterized by 
its frequency, measured in hertz (Hz), which used to be 
called cycles per second. Two alternating currents of the 
same frequency can additionally be related by their differ- 
ence in phase; this is expressed by the same angular measure 
described in connection with the discussion of light on pp. 
104-5. 

Electric generators and electric motors are similar in their 
mechanical construction; they are comprised of substantial 
coils of wire suspended in the fields of relatively strong mag- 
nets. The magnets themselves are often electromagnets; pas- 
sage of current through a coil of wire will create a magnetic 
field, and the field intensity is higher when the coil ofwire is 
wrapped around a magnetic material such as an iron alloy. 
When a source of mechanical energy such as a steam turbine 
or internal combustion engine is used to move the coil, elec- 
tric current generated in the coil can be used to operate 
other electrical devices. When current is applied to the coil, 
the coil moves, providing mechanical energy. 

The alternating current output of generators is fre- 
quenrly in the form of a sine wave; that is, the voltage, V(t), 
at any time, t, is related to the maximum voltage, Vmax, by 
the formula 

V(t) = Vmu sin (271ft). 

The mathematical technique of Fourier Analysis often 
makes it convenient to deal with more complex alternating 
current waveforms as sums of series of sine (or cosine) waves. 

Inductance, Reactance, Capacitance, Impedance 
A conductor exhibits a property called inductance (L), 

and responds to alternating current in a frequency- 
dependent fashion. The alternating current produces a 
changing magnetic field, which generates a voltage opposite 
in polarity to the applied voltage. In an inductance of 1 
henry (H), a voltage of 1 volt is induced by a current chang- 
ing at the rate of 1 ampere/second. An inductor therefore 
has a property called reactance; reactance, like resistance, 
provides an impediment to the flow of current, but, unlike 
resistance, is dependent on the frequency of the current. The 
inductive reactance of an inductor, &, in ohms, is: 

x,=27tfL , 

where f is the frequency in Hz and L is the inductance in 
henries. Inductive reactance increases with increasing fre- 
quency; an inductor conducts better at lower frequencies. 

If the positive and negative sides of a DC current source 
are applied to a capacitor, a device consisting of two con- 
ductors separated by an insulator, there is a transient current 
flow, which is opposed by the accumulation of charges of 
opposite polarities on the conductors, and which stops when 
the potential difference between the conductors is equal to 
the potential of the source. If the current source is then re- 
moved, the potential difference between the conductors re- 
mains. The stored charge can be extracted as current. The 

amount of charge that can be stored in a capacitor increases 
with the surface area of the opposed conductors, and also 
varies with the dielectric constant of the insulator used. 
The capacitance, measured in farads (F), is equal to the 
amount of charge on either electrode, in coulombs, divided 
by the potential difference between the electrodes, in volts; 1 
farad equals one coulombholt. Real capacitors have capaci- 
tance values ranging from picofarads (pF) to thousand of 
microfarads (pF); some capacitance exists between any two 
nearby conductors. 

Direct current will not flow “through” a capacitor; alter- 
nating current will, because the capacitor exhibits capacitive 
reactance (Q, which like inductive reactance, is a function 
of the frequency of the applied current. For X, in ohms (O),  
C in farads, and f in Hz, 

x, = 1/(2.rrfc) 

A 1000 pF [or 1 nanofarad (nF)] capacitor has a reactance of 
about 159,000 O (159 kn) at 1,000 Hz (1 kHz), 
15,900,000 O (15.9 MO) at 10 Hz, and 1,590 Q (1.59 kn) 
at 100,000 Hz (100 kHz). Thus, a capacitor conducts better 
at higher frequencies. 

When alternating current is applied to a resistor, the 
voltage and current vary together, in phase. In a capacitor, 
current and voltage are out of phase, with current 90” ahead 
of voltage. In an inductor, current and voltage are also out of 
phase, with current 90” behind voltage. Thus, in a circuit 
that contains both inductance and capacitance, the effects of 
one tend to cancel those of the other. The combined effect 
of resistance, inductive reactance, and capacitive reactance is 
referred to as the impedance (2) of the circuit; this is, obvi- 
ously, a frequency-dependent quantity. 

Impedance is not simply the sum of resistance and reac- 
tance; it is expressed as 

Z = [R’ + (X, - &)’I ”’. 
It may seem as if we’ve gone a long way to get to a definition 
of impedance simply to explain the measurement made in a 
Coulter, or impedance, counter; the foregoing will, however, 
come in handy when we start talking about electronic cir- 
cuits later on. 

The Coulter Principle: Electronic Cell Sizing 
Much of the stuff of which cells are made doesn’t con- 

duct electricity all that well. While intracellular fluid is a 
conductive ionic solution, the movement of most ions across 
the cell membrane, which is largely composed of lipid, an 
insulator, is restricted. Cells are therefore relatively poor 
conductors. 

Blood is a suspension of cells in plasma, which is a rea- 
sonably good conductor. It was found in the late 19th cen- 
tury that the fraction of blood made up by the cells could be 
estimated from the conductance (conductance, measured in 
mhos, is the reciprocal of resistance) of blood; as the ratio of 
cells to plasma increases, the conductance of a given volume 
of blood decreases. 
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Figure 4-44. The Coulter orifice. 

In the late 194O’s, Wallace Coulter extended this type of 
measurement to the single cell level with his development of 
an electronic method for detecting, counting, and sizing cells 
based on their relatively low conductance. The principle of 
the Coulter orifice is illustrated in Figure 4-44. 

Two chambers filled with a conductive saline solution 
are separated by a barrier containing a small orifice (typically 
100 pm or less in diameter and no more than a few hundred 
pm in length) that provides the only fluid (and electrical) 
connection between the chambers. Most of the resistance, or 
impedance, in this arrangement is in the orifice. The electric 
circuit is analogous to that made up of two railroad rails 
connected by a thin wire; my friends and I used to enjoy 
demonstrating where the resistance was in that setup by 
dropping unwound wire coat hangers from an overpass onto 
the local subway tracks, briefly creating a conductive path 
between the third rail and one of the grounded rails on 
which the trains traveled. Coulter’s analogue, while generat- 
ing considerably less heat, light, and sound, has been vastly 
more useful and profitable. 

A D C  power supply that provides a constant current is 
connected to electrodes in each of the two chambers. As long 
as the orifice is entirely filled with saline, its impedance re- 
mains constant; we know from Ohm’s law that, with a con- 
stant current flowing in the circuit, the voltage applied 
across the electrodes must also remain constant. 

In operation, a stream of cells is passed through the ori- 
fice. A cell in the orifice displaces an equivalent volume of 
saline solution; the impedance of the orifice is therefore in- 
creased during the cell’s transit, with the extent of the in- 
crease dependent on the volume of the cell. In order to keep 
the current through the system constant, the power supply 
must transiently apply a higher voltage between the elec- 
trodes. If the voltage output of the power supply is continu- 

ously monitored, a temporary increase in voltage output, or 
a voltage pulse, is observed whenever a cell passes through 
the orifice. 

The details, which are discussed at length by K a ~ h e l ” ~ ’ ,  
are quite a bit more complicated. The electric field intensity 
varies considerably with distance from the axis of the orifice; 
as a result, the widths, amplitudes, and shapes of pulses pro- 
duced by a cell’s passage vary depending on its position in 
the stream. In order to deal with this problem, some instru- 
ments analyze individual pulse shapes, and reject pulses that 
appear to be due to cells close to the wall of the orifice. 
Some also employ hydrodynamic focusing, i.e., sheath 
flow, to confine the cells to a region of the stream near the 
axis of the orifice. Once the necessary corrections are made, 
cell volume can be derived from pulse amplitude. 

Electrical Opacity: AC Impedance Measurement 
Coulter and H ~ g g ” ~  established that the Coulter orifice 

could be operated using an AC, rather than a DC power 
supply. When the frequency used is in the radio frequency 
range, the cellular parameter measured is referred to as elec- 
trical opacity; this reflects the AC impedance of cells, and is 
more dependent on cellular structure and less dependent on 
size than is DC impedance. Some of Beckman Coulter’s 
hematology instruments (e.g., the STK-S) and some from 
other manufacturers incorporate opacity measurements. 

4.8 ANALOG SIGNAL PROCESSING 
In optical flow cytometry, some light falls on the scatter 

and fluorescence detectors even when a particle is not pass- 
ing through the observation region, producing a back- 
ground current output from the detector; this background 
current fluctuates about some baseline value above zero. As 
a particle passes through the observation region, it produces 
a temporary increase in current output, i.e., a current pulse, 
at each detector. This is why flow cytometry has also been 
called “pulse cytophotometry.” As is the case with Coulter 
volume and opacity measurements, information about the 
cells is derived from characteristics of the pulse. 

Beam Geometry and Pulse Characteristics 
Depending upon the illumination geometry, the peak 

amplitude, or height, and/or the integral, or area, of the 
fluorescence pulse will be proportional to the total amount 
of fluorescent material contained in the cell or particle. To  
understand this better, we need to look at Figure 4- 45.  

The figure illustrates what happens when cells of differ- 
ent sizes pass through focused beams of different sizes. Sup- 
pose the 20 pm diameter particle contains twice as much dye 
as the 10 pn diameter particle. Since the volume of the 20 
pm particle is eight times the volume of the 10 pm particle, 
the amount of dye per unit volume is higher in the smaller 
particle; if we looked at them under a fluorescence micro- 
scope, we would see a small, bright particle and a larger, 
dimmer one. At the top of the figure, we see the small parti- 
cle in the middle of a 30 pm beam waist, and the larger par- 
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Figure 445. Effect of beam geometry on pulse shape. 

ticle en route through a 5 pm beam waist. Note that we as- 
sume here that the power in the laser beams is low enough to 
prevent substantial bleaching of dye molecules, say 5-10 
mW; this keeps the relationship between illumination and 
emission intensities linear. 

The bottom portion of the figure illustrates the pulse 
shapes we may expect at the fluorescence detector preampli- 
fier output as the particles traverse first the 30 pm and then 
the 5 pm beam. The scale is approximate. The pulses pro- 
duced by both particles as they pass through the 30 pm 
beam will be Gaussian, because they both pass through the 
Gaussian intensity profile of the beam; the amplitude will 
reach a peak when the particles pass through the center of 
the beam. 

Since the beam diameter is substantially larger than the 
particle diameter, the particles will receive approximately 
equal illumination, despite their different sizes. Thus, the 
peak amplitudes will be proportional to the amounts of dye 
contained in the two particles; the 20 pm particle, contain- 
ing twice as much dye, produces a peak twice as high does 
the 10 pm particle. 

The situation is different at the 5 pm beam. If both par- 
ticles are traveling at the same velocity, the 20 pm particle is 
going to be illuminated for a longer time than the 10 pm 
particle. Since the beam waist is smaller than the diameter of 
either particle, neither particle will be entirely contained 

within the illuminated region at any one time. The larger 
particle will produce a longer pulse; the peak amplitude will 
be lower than the peak amplitude of the shorter pulse pro- 
duced by the smaller particle because the smaller particle 
contains more molecules of dye per unit volume, i.e., it is 
brighter. Making the beam waist small compared to the par- 
ticle diameter produces a slit-scan; one can get several types 
of information from pulses thus produced which cannot be 
derived using a larger beam waist. The duration of the 
pulse, or pulse width, yields size informat i~n~’’~~.  The peak 
height gives information about brightness, or fluorescence 
density. In order to get a measure of the total amount of 
fluorescent material contained in the particles, however, you 
need the integral, or area, of the pulse, rather than the peak 
amplitude or pulse height. This makes the electronics some- 
what more complicated. 

Electronics 102 Real Live Circuits 
As they come from the detectors, the current pulses we 

deal with in cytometry don’t give us much to work with. 
The output current from the anode of a PMT or photodiode 
is only a few microamperes; let’s say 10 pA ( 1 0 . ’ ~ )  at most. 
To  get the signal to the point where we can comfortably deal 
with it, we need an amplifier, something that will provide 
higher levels of current and/or voltage output than are avail- 
able direct from the detector. 

Circuits: Current Sources and Loads 
It is customary to speak of electronic circuits; at a mini- 

mum, a circuit is composed of a current source, which sup- 
plies current, and a load, through which the current passes, 
eventually returning to the source, or completing the circuit. 
A circuit is not a perpetual motion machine; energy from the 
source is transferred to the load. In one of the simplest cir- 
cuits, a resistance (which might be a light bulb) connected to 
a battery, the chemical energy in the battery is gradually lost 
by conversion into heat and light (an aside: only about 3% 
of the total wattage dissipated in an incandescent bulb goes 
into light; the rest is lost as heat). 

Both current sources and loads have associated imped- 
ances. Ohm’s law holds for impedances, that is, E = IZ; this 
means that, at a constant voltage, a low impedance load 
draws more current than a higher impedance load. As you 
may have noticed, the amount of power stereo amplifiers are 
rated to deliver is often specified separately for speaker im- 
pedances of 4 or 8 a; that’s why. A low impedance source 
can supply more current than a high impedance source for a 
given voltage. PMTs and photodiodes are high impedance 
sources. 

Figure 4-46 shows some circuit elements and the basic 
patterns in which they are interconnected; it features resis- 
tors and capacitors, which are known as passive elements. 
We’ll leave inductors out of this discussion. Elements con- 
nected end to end are said to be in series; elements that have 
their corresponding terminals connected to the same point, 
or node, are said to be in parallel. 
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The resistances of resistors in series add, which makes 
sense. If we connect the series resistors R, and R, to a source, 
the same current, I, passes through both resistors. If E, is the 
voltage across R, and E, the voltage across &, Ohm’s law 
gives us E, = IR, and E, = 1% ; the total voltage across the 
pair, E = E, + E,. Resistors (and reactances) in series can 
therefore be used as voltage dividers; the voltage across a 10 
& resistor in series with a 90 162 resistor is 1/10 the voltage 
across the pair. A variable resistor, or potentiometer, con- 
tains a resistive element with a third connection which can 
be physically moved to make contact at any point between 
the two end terminals, providing a variable voltage divider 
usable as a light dimmer or volume control, among other 
things. 

According to Kirchhoff s Current Law, the sum of cur- 
rents entering any node in a circuit equals the sum of cur- 
rents leaving that node. Circuit elements in parallel carry 
current in inverse proportion to their impedances; the volt- 
age drops across any two elements in parallel are equal. 

The charge storage capacity of a capacitor, all other 
things being equal, is a function of the surface area of its 
elements or plates; intuition correctly tells us that the capaci- 
tance of two capacitors in parallel is the sum of their indi- 
vidual capacitances. It is a little less obvious that two capaci- 
tors in series can store less charge than can either alone, but 
that’s the way it works. 

Ground Rules 

If you are at all familiar with the electrical wiring of cars 
or bicycles, you’ve probably noticed that a lot of the loads 
have only a single wire connected to them. How is the cir- 
cuit completed? The answer is that the other end of the 
load, and the other end of the battery providing the current, 
are both connected to the metal frame of the car or bicycle; 
they are said to be grounded, or, in British, earthed. The 
planet itself is conceived as representing the mother of all 
reference voltages, and, in fact, most power wiring is electri- 
cally connected at some point to a real ground, usually 
through the medium of a fairly substantial copper rod. 

By convention, the “zero voltage” point in a circuit is de- 
fined as ground; this is represented in circuit diagrams by 
the symbol shown at the upper left in Figure 4-46. All 
points shown as connected to ground in a circuit diagram 
are electrically connected to one another; this is sometimes 
accomplished by a wire connection and sometimes accom- 
plished by connecting the points to a metal (or otherwise 
conductive) enclosure in which the circuit is housed. Since 
the electric field inside a conductor is zero, such an enclosure 
provides shielding from stray electric fields. 

In the real world, all grounds are not created equal. Let’s 
go back to the car, where the positive terminal of the battery 
is connected to one terminal of various loads, and the nega- 
tive terminal is connected to the car’s chassis, as are the other 
ends of the loads. The current from a load is, therefore, be- 
ing conducted back to the battery through the chassis, which 
has a low, but finite, resistance, which - Ohm’s law again - 
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Figure 4-46. Some circuit elements. 

means there is a potential difference between the point on 
the chassis at which the load makes contact and the point at 
which the battery is connected. 

Most household AC power wiring in the United States 
delivers electricity to loads through two wires. One is called 
“hot,” generally color-coded black (an unfortunate choice, 
since electronikers frequently use black as a color code for 
ground); the second, generally color-coded white, is called 
“neutral,” and theoretically represents ground. Well, it is 
connected to ground, at the power station, at the trans- 
former outside the house, and perhaps at points in between. 

The nominal “110-115 V” value for household wiring is 
actually an RMS average; the peak values are higher. The 
voltage on the hot wire fluctuates (at 60 Hz), reaching ex- 
tremes at 156 V above and 156 V below the voltage on the 
neutral wire. Inside the house, the wiring is divided up into 
parallel circuits, each with its own hot and neutral wires, and 
each with a h s e  or circuit breaker limiting current in that 
circuit, generally to 15 or 20 A. If nothing at all is plugged 
into one of these parallel circuits, there should be no connec- 
tion between its hot and neutral wires, and the neutral wire 
should, in theory, be at ground potential. You could touch it 
with wet bare hands without ill effect, again in theory. DO 
N O T  ATTEMPT THIS TRICK AT HOME, IN THE 
LAB, O R  ANYWHERE ELSE!!! The neutral wire is never 
at ground, and is usually hot enough to kill you, because 
there’s usually current flowing in the circuits. 

That’s why modern wiring has a third, ground wire, 
color-coded green. This is connected to ground, either 
through the metal conduit and boxes in which the electric 
circuits are contained, or through a separate wire. You can 
safely connect yourself to the ground connection on a three- 
wire plug; in fact, it’s a good idea to do so when you’re 
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working with solid-state electronics, which will be suscepti- 
ble to static damage if you’re not grounded. In a three-wire 
circuit, current goes from the hot wire through the load and 
back to the generating station via the neutral wire; the 
ground wire isn’t carrying current. If the metal case of an 
electric or electronic appliance is connected to the third wire 
ground, and a short circuit, for example, an electrical con- 
nection between the hot or neutral wire and the case, devel- 
ops due to mechanical damage, the ground connection pro- 
vides a return path for the current. If the case isn’t con- 
nected to ground, and you’re holding it when the short de- 
velops, you become the ground connection, after which you 
may become the underground connection. 

While the third-wire ground of power wiring is good 
enough to protect people from many of the potential lethal 
effects of 110 V AC, it may leave something to be desired as 
a “zero volt” reference. In many buildings in which AC wir- 
ing has been added over time, there may be substantial dif- 
ferences between the “ground” voltages at the third wire in 
different circuits. This seems to happen particularly often in 
hospitals, and seems to be exacerbated by the power surges 
and spikes which inevitably occur in such places. This makes 
it necessary to exercise extreme caution when plugging in 
electronic equipment. I and several people I know have had 
the experience of connecting a computer system to a flow 
cytometer, only to have some electronic components in one, 
the other, or both go up in smoke. It is often said that elec- 
tronic devices work because they contain a small amount of 
smoke; when the smoke comes out, they stop working. In 
this instance, the proximate cause of the smoke coming out 
has been a measurable potential difference of tens of volts 
between the third wire grounds of two different circuits to 
which different components were connected. 

There are several things you can do to minimize the like- 
lihood of such disasters. If possible, plug any electronics 
you’re connecting to your flow cytometer into the same cir- 
cuit from which the cytometer gets power, i.e., into ’ an out- 
let connected to the same circuit breaker. If you can’t, use a 
voltmeter and/or the differential input of an oscilloscope to 
measure potential differences (AC and DC) between the 
grounds of the circuits to which you have access and which 
you might need to use in combination. If you don’t see a big 
difference between “ground” potentials, you may be okay, 
but the problems tend to come from voltage transients. For 
this reason, you should always use surge suppressors with 
three-way protection (they block surges between hot and 
neutral and between either of those wires and the ground 
wire) and noise filtering on all of your electronics. Maybe 
now you know why you have had to replace all those boards 
in your instrument. 

As I mentioned previously, low-level signals are typically 
transmitted through coaxial cable; the center conductor, in 
principle, carries the signal, while the outer conductor, usu- 
ally connected to ground at least one point, provides shield- 
ing. By now, I hope you’re becoming accustomed to the idea 
that, in a circuit, there has to be a conductive return path 

from the load back to the source as well as a path from the 
source to the load. Where’s the return path in the coaxial 
cable? In the outer conductor, or shield. But wait a minute; 
doesn’t that mean there’s current flowing from the “ground” 
end of the load to the “ground end of the source, which, as 
Ohm’s law tells us, implies there is a potential difference 
between these two points? Yup. It probably doesn’t amount 
to more than a few dozen microvolts, but there is one. When 
you start trying to measure signal levels around I millivolt, 
which is the low end of the bottom decade of a 4-decade log 
amp’s input range, the details of ground connections be- 
come significant. In general, low-noise circuit design sepa- 
rates power ground, i.e., the point at which the return paths 
from the electronics to the power supplies converge, from 
signal ground, the “zero voltage” reference for signals. 
Grounds for analog signals are often separated from ground 
for digital signals, which tend to be noisier. The trick is to 
prevent what are called ground loops, i.e., current paths in 
the ground wiring which increase noise. This, as might be 
expected, requires both science and art; when you try to 
hunt down noise in circuits, you find your prey is not easily 
run to ground. 

Couplings, Casual and Otherwise; Transformers 
If you have any experience with audio equipment, you’re 

probably familiar with hum at power line frequencies and 
multiples thereof (60 and 120 Hz, in the U.S.) as a major 
component of noise. How does this get into audio equip- 
ment? Primarily by capacitive and inductive coupling. I 
previously described a capacitor as being composed of two 
conductors separated by an insulator, and mentioned that 
AC could get from one side of a capacitor to another, while 
DC could not. 

Maybe you thought, at that time, that the definition of a 
capacitor was too broad; it could for example, fit any two 

unshielded wires. So, indeed it could, and does; there is a 
small capacitance between any two conductors, and the 
closer they are together (while not actually in electrical con- 
t x t )  the higher the capacitance gets. A little bit of an AC 
signal in one can, and will, be transmitted to the other. This 
capacitive coupling is an electrostatic field effect, and is usu- 
ally guarded against by shielding, which, as has already been 
mentioned, surrounds the conductor to be protected with 
another conductor, usually connected to ground. 

Inductive coupling involves interactions between the 
magnetic fields surrounding two inductances; just as any old 
wire can be part of a capacitor, any old wire can be an induc- 
tor. The simplest defense against inductive coupling of an 
AC current to the outside world is to have the signal path 
and return path running through a twisted pair of wires; the 
associated magnetic fields pretty much cancel one another 
out. Putting a grounded shield around the twisted pair (p. 
180) placates the capacitive demons, as well. 

Inductive coupling is used intentionally and effectively 
in transformers, by which I mean not the metamorphosing 
toys, but the heavier and uglier devices used to convert low 
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voltage to high voltage AC and vice ver~a. Suppose we had a 
coil with ten turns of wire placed next to a coil with twenty 
turns of wire, with a 10 V peak-to-peak AC signal running 
through the first coil; this would induce a 20 V peak-to-peak 
signal in the second coil, not only in principle, but pretty 
much in practice, too. Whether we could do anything effec- 
tive with the 20 V signal, however, would depend upon the 
amount of current we were able to draw. If the coupling 
efficiency were 1 OO%, putting 10 A at 10 V through the first 
coil, or primary, would allow us to get 5 A output current at 
20 V from the secondary. Note that the products of voltage 
and current on both sides here are equal; in practice, there is 
always some loss. Coupling efficiency of transformers at rela- 
tively low frequencies, say below 100 kHz, is increased by 
winding both coils on a core of magnetic material, which is 
what makes transformers, particularly those used in power 
supplies, heavy. 

Power Supplies 

Resistors, capacitors, inductors, and transformers are all 
passive devices; you can’t get any more power or wattage 
out of them than you put into them. You can use a trans- 
former to convert a low-voltage AC signal to a higher voltage 
signal, but you’ll get proportionally less output current. Do- 
ing useful things with signals usually requires one or more 
stages of power amplification, in which the output voltage 
and/or current are increased while the temporal characteris- 
tics of the signal, or waveform, are preserved. This requires 
active electronics, incorporating devices such as transistors 
and vacuum tubes, and these need power supplies, which, 
for reasons we will get into shortly, must provide direct cur- 
rent. In principle, we could run our active electronics on 
battery power, which provides DC, but it’s much more con- 
venient to be able to plug things into the wall. 

Edison originally envisioned household electricity as be- 
ing provided by local generating stations as direct current. 
The drawback with this scheme is that the current has to be 
carried between the generating station and the users at a 
fixed voltage, say 110 V. If the ten houses on a block used 
50 A apiece, the wire supplying the current just to that block 
would have to provide 500 A, which is a lot of current; 
you’d need a conductor more than a half inch in diameter to 
carry it without appreciable voltage drops and losses due to 
heating. If, instead, power is supplied as AC, as suggested by 
Westinghouse, the voltage on transmission lines can be 
thousands of volts, reducing the current transmitted, and 
allowing the use of thinner, cheaper conductors. A series of 
transformers placed at local power stations and in neighbor- 
hoods reduce voltage to the nominal 110 VAC required for 
household use, incidentally providing electromagnetic fields 
about which we have to decide whether to worry. 

An active device, e.g., a power amplifier, has to be able 
to provide a (relatively) high-voltage, high-current replica of 
the input waveform. It doesn’t know in advance how that 
waveform varies in time; it therefore needs to be able to call 
on its power supply for maximum power at any time, which 
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Figure 4-47. A line-powered DC power supply. 

means it needs DC power. As it turns out, most active de- 
vices run on voltages which are either substantially lower or 
substantially higher than 1 10 V; transistors typically require 
25 V or less, while vacuum tubes need hundreds or, in some 
cases (e.g., TV picture tubes), thousands of volts. 

A typical DC power supply, operated from AC line volt- 
age, is shown in Figure 4-47. The first element in a power 
supply, after the on-off switch and the fuse or circuit 
breaker, which aren’t shown here, is a transformer. This 
converts the 110 V AC from the power outlet into an AC 
voltage in the neighborhood of the D C  voltage required by 
the electronics. The circuit symbol for a transformer is actu- 
ally made up of back-to-back symbols for two inductors; the 
two vertical lines between them represent the metal core of 
the transformer. 

The next element in the power supply is a rectifier, 
which converts the AC into DC; the rectifier shown here is 
composed of four diodes in what is known as a bridge con- 
figuration. A diode, as its name suggests, is a two-terminal 
electronic device; its two electrodes are a cathode and an 
anode. Current will flow from the anode to the cathode, but 
not from the cathode to the anode; the circuit symbol lets 
you know the direction in which current will flow. When 
current does flow from the anode to the cathode, there is a 
voltage drop across the diode; this is more or less fixed and 
its value depends on the materials of which the diode is 
made. 

In the olden days, when we used vacuum tubes, which 
ran at high voltages and low currents, typical rectifiers were 
vacuum (tube) diodes, which are similar to PMTs without 
the dynodes. Instead of depending on light hitting the cath- 
ode to break electrons loose, which would have provided an 
extremely inefficient source of solar power, a high-resistance 
wire, or filament, running on relatively low-voltage AC, was 
used to heat the cathode, resulting in thermionic emission of 
electrons. Thermionic emission is a nuisance in a PMT, 
where it is the source of the unwanted dark current; in some 
applications, the PMT is cooled to reduce thermionic emis- 
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sion. In rectifiers and most other vacuum tubes, thermionic 
emission is an absolute necessity, hence the heated cathode. 

Recall that in a PMT, the anode, thanks to a high- 
voltage D C  power supply, is kept at a higher potential than 
the cathode, as are the dynodes; electrons accelerate from an 
electrode at one potential toward an electrode at a higher 
potential. When a diode is used as a rectifier, an AC poten- 
tial is applied between the anode and cathode. When the 
anode is at a higher potential, electrons emitted from the 
cathode are accelerated toward the anode; current flows from 
anode to cathode. When the anode is at a lower potential 
than the cathode, there is no current flow. The diodes used 
in most power supplies these days are semiconductor di- 
odes, usually made out of silicon; they generally run at lower 
voltages than vacuum tube diodes, but can handle larger 
currents, which is what the transistors in most modern elec- 
tronic equipment want. Semiconductor diodes, while they 
do get warm due to their internal voltage drops, don’t need 
heated filaments, which eventually burn out, nor do they 
need to be placed in evacuated glass bulbs; they have re- 
placed vacuum diodes for almost all applications. 

For this discussion, I will consider the diodes in the 
bridge as located at 1, 4,  7, and 10 o’clock. The AC voltage 
in the transformer secondary coil fluctuates; the top is alter- 
nately positive and negative with respect to the bottom. 
When the top is positive, the diodes at 1 and 7 conduct; 
current can flow out of the diode bridge through the wire 
connected at 3 o’clock, and return through the wire con- 
nected at 9. When the bottom of the secondary is positive, 
the diodes at 4 and 10 conduct, and the 3 o’clock point re- 
mains positive with respect to 9 o’clock, so current contin- 
ues to flow in the same direction as before. 

What’s coming out of the rectifier at this point, however, 
isn’t a constant DC voltage; it is, instead, the top halves of 
sine waves, one after the other, and the output voltage, while 
constant in polarity, fluctuates all the way down to zero. 
This isn’t usable for running electronic circuits; we need to 
provide a D C  output that remains at or above some fixed 
level. In order to do this, we put in the filter capacitors 
shown in the circuit diagram. A capacitor stores charge, 
which can later be extracted as current; the voltage across the 
capacitor will go as high as the voltage applied across its ter- 
minals, and then drop as the capacitor discharges. As the 
voltage difference between the 3 and 9 o’clock outputs of the 
rectifier increases from zero to its maximum value, the ca- 
pacitor charges, approaching the maximum voltage; as the 
voltage returns toward zero, the capacitor discharges, main- 
taining some D C  voltage across the rectifier output termi- 
nals. In order to supply high output currents, it is necessary 
that filter capacitors have high capacitances, typically thou- 
sands of microfarads. The capacitors used generally incorpo- 
rate an electrolyte in their construction in order to achieve 
the high capacitance values required; such electrolytic ca- 
pacitors are electrically polarized, and connecting them the 
wrong way will destroy them. 

Once a capacitor is charged, completing a circuit be- 
tween its positive and negative terminals will discharge it; 
the rate of discharge, and the discharge current (amperes = 

coulombs/second) depend on the resistance of the circuit. 
Short out a charged 10,000 pF capacitor with a screwdriver 
and you may melt the metal where it makes contact. O n  a 
more practical note, it used to be common practice to put a 
bleeder resistor across the output terminals of DC power 
supplies to gradually discharge the filter capacitors after 
power was turned off, thus preventing people from getting 
zapped while working on the electronics. These days, power 
supplies incorporate additional active devices called voltage 
regulators, which reduce the D C  output fluctuations to a 
much lower level than could be accomplished by a Godzilla- 
sized filter capacitor. 

In the power supply shown, the middle of the trans- 
former secondary is shown connected to ground. The recti- 
fier outputs at 3 and 9 o’clock provide DC voltages above 
and below ground. Power supplies with such symmetric 
positive and negative DC outputs, usually +/- 12 or 15 V, 
are typically required for analog electronic circuits. Digital or 
logic circuits more often require a unipolar power supply, 
typically + 5 V and ground. The electronic circuit of such a 
supply would omit the ground connection at the trans- 
former secondary center tap; the 9 o’clock output would be 
grounded, the positive output would remain at 3 o’clock, 
and only a single filter capacitor would be needed. 

The power supply of Figure 4-47 is what is known as a 
linear power supply. The current entering the transformer is 
60 Hz line current. Many electronic devices, e.g., most com- 
puters, now use switching power supplies, in which a trans- 
former input current at a frequency ranging from tens to 
hundreds of kilohertz is generated electronically. Inductive 
coupling is more efficient at these higher frequencies, mak- 
ing it possible to use smaller and lighter transformers and 
generate less heat for a given output power. Switching 
supplies, however, because of their high operating frequen- 
cies, are much more likely to generate noise which will inter- 
fere significantly with signal processing (at least in the con- 
text of flow cytometry) than are linear supplies. 

Active Electronics: Tubes, Transistors, ICs 

I don’t know why I feel compelled to bring up vacuum 
tubes in a transistorized world. I know I’m not alone; there 
are rock musicians and audio nuts who insist that vacuum 
tube amplifiers sound better than transistor amplifiers. They 
have kept the vacuum tube industry alive, but I’m not sure I 
believe their claims. I do believe that it is somewhat easier to 
conceptualize the way vacuum tubes work than it is to do 
the same for transistors. 

Let’s go back to the vacuum diode. Following in the 
footsteps of Lee DeForest, we’ll make a similar tube, but 
we’ll put a third electrode between the anode and cathode, 
making it a wire grid, which won’t mechanically prevent 
electrons from traveling from cathode to anode. We now 
have a three-electrode tube, or a triode. We’ll heat the fila- 
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ment, and apply a fixed DC voltage between the anode and 
cathode, with the anode positive; a fixed current should then 
flow between the anode and cathode. Now, suppose we ap- 
ply an AC signal to the grid. The area of the grid is small, so 
it won’t act like a dynode; most of its effects will be exerted 
by its electric field. Depending on the potential difference 
between cathode and grid, the grid will either accelerate or 
decelerate electrons heading toward the anode from the 
cathode, or, equivalently, increase or decrease current flow 
from anode to cathode. Thus, rhere will be an AC current 
waveform analogous to that on the grid superimposed on the 
DC anode current. The AC anode current, however, is not 
derived from the grid input current; it comes from the D C  
power supply, and its voltage and current can be higher than 
the voltage and current applied to the grid. Thus, the triode 
can act as an amplifier. This is what made radio and televi- 
sion transmission practical, and what got rid of the big horns 
required by early phonographs and the even bigger horns 
needed for the acoustic phonograph recording process. 

Vacuum tubes were improved on; further refinements 
were achieved by adding extra electrodes to make retrodes, 
pentodes, etc., but they all used hot filaments and required 
sealed evacuated envelopes. When one of these components 
failed, as was inevitable, the tube ceased to function. By the 
1950’s, there were problems in making electronic computers 
larger than a certain size; even if it were possible to meet the 
enormous power and cooling requirements of systems con- 
taining thousands of tubes, the tubes’ intrinsic failure rate 
would result in the computers’ breaking down at progres- 
sively shorter intervals. 

Working at Bell Laboratories in the 194O’s, John Bar- 
deen, Walter Brattain, and William Shockley developed a 
solid-state alternative to the vacuum tube, the transistor. 
The first transistors were made of germanium, which, like 
carbon and silicon, has four valence electrons. “Doping” 
germanium by adding impurities such as aluminum, with 
three valence electrons, produces a p-type (p for positive) 
semiconductor, a crystal structure with “holes,” or relative 
deficiencies of electrons. Doping with impurities such as 
phosphorus, with five valence electrons, produces an n-type 
(n for negative) semiconductor, with extra electrons. A p-n 
junction between p- and n-type materials conducts electric- 
ity when a potential is applied to make the p-type material 
positive with respect to the n-type, but not when the poten- 
tial is reversed; it therefore acts as a diode. 

When fabricated with the appropriate geometry, a three- 
terminal semiconductor device containing two junctions (p- 
n-p or n-p-n) can be made to operate in such a way that 
fluctuations in a small current flowing across one junction 
are reproduced in the larger current flowing across the other; 
the device, a transistor, can, like the vacuum triode, be used 
as an amplifier. I told you it wasn’t as easy to explain as a 
vacuum tube; maybe that’s why its inventors got the Nobel 
Prize. For a lucid nonmathematical explanation of transistors 
and almost everything else, see Rodney Cotterill’s Cambridge 
Guide to the Material 

Vacuum tube electronics wasn’t exactly intuitive; most 
engineers who had mastered it found transistor electronics 
even more difficult, because currents, rather than voltages, 
are what count in transistors, while tube electronics dealt 
primarily with voltages. I won’t get into details. What is 
called a bipolar transistor has three electrodes, called the 
emitter, base, and collector; current input to the base 
modulates current flow between emitter and collector. A 
newer device, the field effect transistor (FET) has analo- 
gous electrodes called the source, gate, and drain; FETs are 
best dealt with in terms of voltages; the voltage applied to 
the gate controls the circuit between the source and drain. 

Bipolar transistors have low impedances, and therefore 
tend to draw relatively high currents, although they don’t get 
as hot as tubes. FETs have very high impedances; much of 
today’s action in electronics depends on complementary 
metal oxide silicon (CMOS) devices, which incorporate 
FETs. These draw very little current, although their current 
requirements increase with operating frequency, which is 
why a microprocessor runs warmer at 2.2 GHz than at 1 . 1  
GHz. 

The microprocessor, however, is, as should be obvious, 
not a single transistor; it is an integrated circuit (IC), fabri- 
cated on a single silicon substrate, containing millions of 
transistors. Transistors carrying small amounts of current 
don’t need to be very large; they could, in theory, be reduced 
to molecular dimensions, and, in practice, the individual 
devices in a complex circuit such as a microprocessor may 
have conductive paths a fraction of a micrometer wide. Inte- 
grated circuits were first developed in the 196O’s, also even- 
tually garnering their inventors Nobel Prizes, and electronics 
hasn’t been the same since. Except where a lot of power 
must be handled, almost all analog and digital signal process- 
ing is accomplished using integrated circuits; even some 
power devices, such as audio amplifiers, are now more likely 
to be built as monolithic structures than assembled from 
individual transistors. 

Analog Nirvana: Operational Amplifiers 
As I mentioned before, it was difficult to design real cir- 

cuits using vacuum tubes, and, for me at least, harder to do 
so using transistors. If you were designing a tube amplifier, 
you generally wanted a voltage gain; for example, a 1 V 
peak-to-peak signal out for a 10 mV peak-to-peak signal in, 
which represents a voltage gain of 100. Transistors, however, 
were specified in terms of their current gain, a parameter 
known as beta (p). Like a lot of people, I never mastered 
beta. However, some people who did made it possible for 
the rest of us to do most of our own analog circuit design by 
inventing a truly wondrous device called an operational 
amplifier, or op amp. 

An op amp is a three-terminal electronic device (neglect- 
ing, for the moment, its connections to the power supply 
and some adjustment points which may be added). It has 
two inputs, a noninverting, or plus input, and an invert- 
ing, or minus input, and one output. An ideal op amp has 
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infinite input impedance, that is, it draws no current from a 
signal source, and zero output impedance, that is, it can 
supply as much voltage and current as are necessary. It also is 
capable of infinite voltage gain. However, the op amp is 
normally operated with its output connected to its minus 
input through a feedback network, which can be anything 
ranging from a simple wire to a complex circuit which itself 
contains other op amps. When the feedback network is con- 
nected, the output will do whatever it takes to minimize the 
voltage difference between the minus and plus inputs. 

A real op amp may not have infinite input impedance, 
but those with FET inputs have impedances of about 10” R, 
which is close enough. Running on a 4- 12 V power supply, 
a real op amp can put out voltages between -10 and + 10 V 
at currents of at least 10 mA; this is all that’s needed for 
many purposes, and there are ways of boosting both voltage 
and current outputs to the range of hundreds of volts and 
tens of amperes. At low frequencies, the gain of real op amps 
may be in the range of 100,000; many newer devices can 
give you a voltage gain between 10 and 100 at frequencies of 
over 100 MHz. 

Figure 4-48 shows some basic op amp circuits. The sim- 
plest is the follower, in which the output is connected di- 
rectly to the minus input; the output voltage equals the in- 
put voltage. Followers are used with high impedance 
sources, such as pH electrodes; the very high input imped- 
ance of the op amp draws almost no current, while the out- 
put can provide the same voltage while boosting the current 
sufficiently to drive a chart recorder, A-D converter, etc. 

In the follower with gain, the op amp has to make the 
voltage at the minus input equal to that at the plus input; 
the output is driving a voltage divider made up of the two 
resistors, and Ohm’s law pretty much gets us the rest. The 
inverting amplifier is also relatively easy to figure out using 
Ohm’s law. The plus input is grounded; the output there- 
fore has to keep the minus input at ground, as well. In an 
inverting amplifier circuit, the input impedance is not the 
op amp’s impedance, but R,, which is the resistance between 
the input voltage and the virtual ground at the minus in- 
put. 

The differential amplifier, as shown, subtracts one in- 
put voltage from another; it can also be built in fancier 
guises, to do sums and differences of more than two voltage 
inputs, with an additional input resistor required for each 
input. Gain can also be obtained. Differential amplifiers are 

useful in several contexts. I mentioned previously that 
ground isn’t always ground, especially when you’re trying to 
look at very low voltage signals. If you run such signals over 
a shielded twisted pair into a differential amplifier, you end 
up “bringing ground with you,” so to speak. The sum and 
difference capability is used in audio mixers, and also in the 
analog fluorescence compensation circuits incorporated in 
most flow cytometers. 

Remember how we got into this discussion? Trying to 
figure out how to convert the current output from a PMT or 
photodiode detector in a flow cytometer into a voltage? 

FEEDBACK 

OP AMP 
INVERTING CIRCUIT 

INPUT 

--I7 OUTPUT 
NONINVERTING 

INPUT 

RI Rz 

Y 

FOLLOWER WITH GAIN: FOLLOWER: 
Eout = Ein Eout = ( 1 + Rz/RI )Ein 

\ 

INVERTING AMPLIFIER: ~DIFFERENTIAL 
- AMPLIFIER: Eout = 4RdRI)Ein - - Eout= EP- El 

CU RRENT-TO-VOLTAGE 
CONVERTER: 

I ip E o ~ t  EOut = -IinR 

- 

Figure 4-48. Basic operational amplifier circuits. 

Guess what. I’m finally getting to the point. We use a cur- 
rent-to-voltage converter circuit, also known as a transre- 
sistance amplifier or a transimpedance amplifier. This is 
pretty much an inverting op amp circuit, minus the input 
resistor. But hold on a second. Doesn’t that give us an input 
impedance of zero ohms, and an infinite voltage gain? Yes 
and no. The current is going into a virtual ground, but what 
we’re concerned with is an input current, not an input volt- 
age. In order to maintain the minus input at ground, the op 
amp has to produce an output voltage that draws as much 
current as is being put in, so there will be no current flow 
into or out of the minus input. Ohm’s law tells it how to do 
that. So, on to how we process the signals from our 
photodetectors. 

Detector Preamplifiers and Baseline Restoration 
In a real flow cytometer, the PMT anode is generally 

near ground; the cathode is at minus a few hundred volts. 
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The current flow is from anode to cathode, so the PMT 
output will actually draw current from the minus input of 
the current-to-voltage converter. For reasons discussed pre- 
viously, we’d like to keep the PMT output current below 
100 p4 (lo4 A); we also want to keep the op amp output 
below 10 V. If we use a 100 K resistor, we’ll get 10 V out for 
100 pA in. The first stage of our photodetector preamplifier, 
then, will be a current-to-voltage converter. This would, in 
fact, be all we needed if it weren’t for the background light, 
which produces a fluctuating DC baseline on which the 
pulses we’re trying to measure are superimposed. Figure 4- 
49 shows a photodetector preamplifier circuit incorporating 
baseline restoration. 

The first stage of the circuit is the current-to-voltage 
converter just discussed. The 5 pF capacitor in parallel with 
the 100 K feedback resistor removes high frequency noise 
and prevents oscillation. The preamplifier output is taken 
from the output of the current-to-voltage converter, but this 
output also goes into a larger feedback network incorporat- 
ing two additional op amps and associated circuitry. The 
first stage of this circuit is an inverting op amp with a gain of 
2.2, but note that diodes of reversed polarities are connected 
in parallel with the 22 K resistor in the op amp feedback 
loop. Whatever the op amp output does, one or the other 
diode will conduct; they therefore limit or clip the voltage 
across the resistor, insuring it will be no more than the diode 
drop, which for silicon diodes is about 0.6 V. The net effect 
of the second op amp is that any pulses, either above or be- 
low the baseline, get “sliced off;  the amplified baseline goes 
into the second stage of the baseline restorer. 

In this stage, there is an op amp set up as if it were an in- 
verting amplifier, but there is a capacitor instead of a resistor 
between the output and the minus input. Such a circuit acts 
as an integrator; it can also be conceived of as a low pass 
filter, since the capacitor’s reactance decreases with increas- 
ing frequency, reducing the effective gain of the circuit. The 
signal at the output of the third op amp, then, represents the 
baseline value, averaged over time. Since it has been through 
two inverting amplifiers, it has the same sign it started out 
with. We then complete the feedback network of the entire 
circuit by putting the amplified baseline through a 10K re- 
sistor into the minus input of the first stage current-to- 
voltage converter, using. the summing property of the op 
amp illustrated in the differential amplifier circuit. 

What we end up doing, overall, is subtracting a current 
proportional to the baseline current from the PMT current 
at the input stage. Feedback is a wonderful thing; you can 
vary the component values in the baseline restorer circuit 
over a substantial range without changing the performance 
characteristics very much. Trust me; I’ve built a lot of these 
circuits, and, under virtually all circumstances, I find that 
the DC output level when no cells are coming through is 
generally within a few millivolts of ground. 

While the circuit illustrated isn’t the only one that can 
be used for baseline restoration, it is reasonably typical, and 
has been employed in Cytomutts and in some commercial 
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Figure 449. A photodetector preamplifier circuit. 

systems. Phil Stein and I have fiddled around with resistor 
and capacitor values and different op amps and tweaked 
performance some, but what’s in the figure still works. 

Analog Pulse Processing: Front Ends and Triggering 
The duration of the pulses produced by cells’ passage 

through the illuminating beam is quite short. Velocities of 1- 
10 m/s are commonly used in flow cytometry; at 10 m/s, a 
particle traverses a 50 pm beam in 5 ps and a 5 pm beam in 
500 nsec. Before the option of digital pulse processing be- 
came available, it was necessary to use analog peak detec- 
tors, integrators, and pulse width measurement circuits to 
provide short-term (microseconds to tens of microseconds) 
storage of the appropriate analog values for long enough to 
permit analog-to-digital conversion of the data. 

Before the height, integral, or width of a pulse from a 
cell can be captured by the appropriate analog circuit, i t  is 
necessary to establish that a cell is present in the measure- 
ment system; this is the function of a front end or trigger 
circuit, which operates on analog inputs derived from one or 
more detectors. Figure 4-50 gives some idea of what happens 
in the front end circuit. The baseline-restored preamplifier 
output signal at the top of the figure, which we will assume 
is the trigger signal, includes a pulse. The trigger signal is 
fed to the plus input of a comparator; a device we have en- 
countered, in company with some of the concepts of digital 
circuitry, on pp. 27-8. The minus input of the comparator is 
connected to a circuit that sets a threshold voltage, V,. The 
threshold voltage is usually set with a variable resistor or 
potentiometer; one could also set it from a computer using 
a digital-to-analog converter (DAC), especially consider- 
ing that good DACs and the associated microprocessor inter- 
face circuitry now cost less than precision potentiometers, 
and have even displaced potentiometers from their tradi- 
tional roles as audio volume and tone controls. 

A comparator is related to an op amp; the signals applied 
to its inputs are analog signals, which can vary in voltage 
over at least a +/- 10 V range. The output produced by the 
comparator is a digital signal or logic level. When the 
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comparator, which is widely used, takes about 300 nsec to 
change state. We want to use this change of state to tell a 
peak detector circuit to start looking for a peak value to 
“memorize” and/or to tell an integrator and/or a pulse width 
measurement circuit to get on the job. Figure 4-50 deals 
only with a peak detector. 

Peak Detectors 
Peak detector, integrator, and pulse width measurement 

circuits all store their acquired signal values in capacitors. 
The circuits incorporate operational amplifiers and other 
active electronic components that prevent the capacitor from 
discharging unless a digital logic “reset” signal is applied, 
and allow the input to the capacitor to be disconnected, 
holding the voltage on the capacitor approximately constant, 
when a digital logic “hold” signal is applied. 

The peak detector reset signal, strobe delay pulse, and 
strobe pulse shown in Figure 4-50 are all, at least in my 
“Cytomutt” front end electronics, generated by digital cir- 
cuits called monostable multivibrators, or “one-shots.’’ 
These circuits can generate a logic pulse in response to either 
the rising edge or the falling edge of another digital signal. 
The duration of the output pulse of a one-shot is set by the 
values of an external resistor and capacitor attached to the 
device; a potentiometer can be used as the external resistor to 
provide a variable pulse duration. 

In the configuration shown in Figure 4-50, the leading 
edge of the comparator output triggers a brief (< 200 ns) 
reset pulse, which, when applied to the peak detector, dis- 
charges its storage capacitor. During the reset pulse, a hold 
pulse is also applied to the peak detector, isolating its input 
and preventing the capacitor from charging. When a hold 
pulse is not present, the peak detector receives an input sig- 
nal, which, in this case, is the same preamplifier output 
shown in the top trace of Figure 4-50. The peak detector’s 
storage capacitor charges, following the input voltage as long 
as this voltage is increasing. When the input voltage falls 
below its maximum value, a diode in the peak detector cir- 
cuit prevents the capacitor from discharging. The schematic 
diagram of a peak detector is shown in Figure 4-5 1. 

In an ideal circuit, the voltage across the storage capaci- 
tor would remain that to which the capacitor was originally 
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Figure 4-50. Waveforms in preamplifier, front end 
electronics, and peak detector circuits. 

signal level on the plus input is less than or equal to the sig- 
nal level on the minus input, the output is logical zero 
(typically O V, or ground). While the signal level on the plus 
input is greater than the signal level on the minus input, the 
output is logical one (typically 3.5 to 5 V). 

When a cell is not passing through the observation 
point, the trigger signal is at baseline level, below Vch , and 
the comparator output is at logical zero. As a cell passes 
through the observation point, a pulse appears on the trigger 
signal, and, once the pulse voltage rises above V, , the com- 
parator output changes to logical one, remaining there until 
the trailing edge of the pulse, when the trigger signal again 
drops below threshold. In some instruments, it is possible to 
use logical or Boolean combinations (AND, OR, etc.) of the 
outputs of comparators connected to two or more input 
signals for triggering. When the comparator signal goes posi- 
tive, the front end “knows a pulse is there.” 

Comparators take a finite time to change output states, 
i.e., to change their output levels from logical zero to logical 
one, after the input signal goes above Vth; the fastest ones 
may respond in 10 nsec, but they tend to be somewhat un- 
stable, particularly with noisy input signals. The LM3 11 
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Figure 4-51. Schematic diagram of a peak detector. 
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charged, as in Figure 4-50; in the real world, charge is lost, 
resulting in a decrease in voltage, or droop, with time. This 
is observable in the output of a real peak detector, shown in 
Figure 4-52. 

Figure 4-52. TOP Preamp (upper trace) and peak detec- 
tor (lower trace) outputs from a sample of propidium io- 
dide-stained cell nuclei. 

Peak detector performance is affected by the capacitance 
value chosen for the hold capacitor. Larger capacitors, other 
things being equal (some types of capacitors are “leakier” 
than others), decrease the droop, since they take longer to 
discharge, but this also makes the circuit take longer to reset, 
decreasing its fidelity of response to rapidly changing signals. 
Since the peak detectors used in flow cytometers only need 
to hold signal values for tens of microseconds, at most, i.e., 
until the values are transferred to a computer, to sort logic, 
or to other data analysis circuitry, it is generally possible to 
use capacitors of no more than a few hundred pF. 

The reset and hold “switches” shown in the peak detec- 
tor schematic of Figure 4-51 are electronic switches. The 
devices used for the task are usually field effect transistors, 
either discrete or incorporated in integrated circuits. It takes 
on the order of 100 nsec for the switches to respond, and 
about the same time for the capacitor to discharge through 
the resistance of the switch, which is about 100 ohms. 

Reset and hold signals, which reach levels of at least 5 V 
in a matter of a few nanoseconds, are applied to circuit com- 
ponents in close physical proximity to those which carry the 
analog signals in peak detectors, and a small amount of 
crosstalk is inevitable. This results in the injection of small 
amounts of additional charge into the hold capacitor, intro- 
ducing some inaccuracy into the held signal value. Charge 
injection errors are relatively inconsequential for signal levels 
above 100 mV, but seriously compromise the function of 
peak detectors at lower signal levels. 

The strobe delay logic pulse shown in Figure 4-50 is, at 
least in my circuitry, adjustable in length. It is not strictly 
necessary in a single-beam flow cytometer, but is needed in a 
multistation instrument, where it allows the same reset pulse 
to reset peak detectors connected to signals coming from two 
or more illuminating beams separated in space. The strobe 

delay pulse is triggered by the falling edge of the comparator 
signal. 

The falling edge of the strobe delay pulse triggers the 
strobe, or “data ready,” logic pulse, which indicates that the 
outputs of -peak detectors, integrators, and/or pulse width 
measurement circuits have reached stable values after the 
passage of a cell through the measurement system. Generally 
speaking, we know, or can find out with the aid of an oscil- 
loscope monitoring the detector signals from the first and 
last observation points, how much time elapses between 
these signals. We can then set the length of the strobe delay 
so that the strobe signal will not be sent until the data from 
all peak detectors are valid. The strobe signal is transmitted, 
with the peak detector outputs, to the digital data acquisi- 
tion system, where the rising edge of the strobe pulse is used 
to initiate the analog-to-digital conversion process. 

The hold signal shown in Figure 4-50 is not generated 
by a one-shot; it is derived from the output of a digital cir- 
cuit called an OR gate, with the reset and strobe signals 
connected to the inputs. The output of an OR gate is high 
when either or both inputs are high. When the hold signal is 
at logical one, the input to the peak detectors is connected to 
ground, preventing the output value from changing (neglect- 
ing the effects of droop). We have already noted that the 
hold signal is kept at logical one during the reset pulse, al- 
lowing the peak detector capacitor to discharge all the way to 
ground. Keeping the hold signal at logical one during the 
strobe pulse insures that the value being digitized by the data 
acquisition system will not change in the middle of the dig- 
itization process. 

In the example of Figure 4-50, the interval between the 
point at which the preamplifier output pulse signal first rises 
above threshold and the point at which the strobe pulse re- 
turns to logical zero represents the minimum time required 
to process a pulse; this varies from instrument to instrument, 
but is typically between a few microseconds and a few tens 
of microseconds. The arrival of a second cell in the meas- 
urement region during this interval represents a coinci- 
dence, and the signal from the second cell can potentially 
interfere with that from the original cell to produce values of 
peak height, integral, and/or pulse width not accurately rep- 
resentative of either cell. Different instruments incorporate 
different circuit arrangements for dealing with coincidences; 
in simpler systems, a coincidence results in signals from both 
cells being aborted, while, in more sophisticated apparatus, 
“pipeline” processing of pulses allows resolution of almost all 
but the most closely separated cells. If you make the elec- 
tronics more complicated, you can track as many cells as you 
want through as many beams as you want; book chapters by 
Hiebert and Sweet3” and Hiebert’l5’ provide additional de- 
tails. 

In the actual peak detector circuit of Figure 4-51, the 
output signal from the preamplifier goes to the positive in- 
put of the first op amp in the peak detector through a 10 
KQ resistor, to insure that the peak detector input imped- 
ance will be at least that high when the hold switch is closed. 
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When the trigger signal goes above threshold, the peak 
detector is reset; the voltage on the 470 pF hold capacitor 
drops to zero. The output of the first op amp goes to the 
ungrounded side of the hold capacitor through a diode; as 
long as the op amp output is higher than the voltage on the 
capacitor, the diode will conduct, charging the capacitor and 
increasing its voltage. This happens on the up side of the 
pulse. 

The capacitor is also connected to the plus input of the 
second op amp, which is connected as a follower; its output 
is therefore the same voltage as is on the hold capacitor. The 
second op amp is typically a very high impedance FET-input 
type, and thus draws only minuscule current from the ca- 
pacitor. The output is also connected, via a 10 ICR resistor, 
to the minus input of the first op amp; the inner feedback 
loop of the first op amp contains a diode and a small (47 pF) 
capacitor. In this instance, the diode is connected so it will 
only conduct when the voltage at the minus input of the op 
amp is higher than the voltage at the op amp output. This 
happens after the pulse amplitude reaches its peak and be- 
gins falling back toward the baseline. The combined feed- 
back loops compensate for the diode drop; the first op amp 
puts out extra voltage, so that the peak voltage on the hold 
capacitor is equal to the peak voltage of the input signal. 

Pulse Integral or Area Measurements 
When the beam dimension along the axis of flow is lar- 

ger than a cell diameter, the peak height of a fluorescence 
pulse should be proportional to the total amount of fluores- 
cent material in a cell. When this dimension is smaller, it is 
necessary to measure the integral, or area, of the pulse (Fig- 
ure 4-45; p. 184). There are two basic approaches taken to 
this measurement in flow cytometers. 

The first, and simpler, approach uses the preamplifier it- 
self as an integrator. We have already seen that the pulses 
we’re looking at last for only a few microseconds; the analog 
electronics used for processing such pulses therefore have to 
respond as rapidly as they would have to process periodic 
signals with periods similar to the pulse duration. Thus, the 
frequency response required of the preamplifier should 
extend at least to a few hundred kHz and possibly to above 1 
MHz. This is an order of magnitude out of the league of 
stereo; we’re right up in the frequency range of AM radio. 

The electronics we use in this frequency range tend to 
become unstable and oscillate unless we add a little bit of 
capacitance to the circuit. This keeps the system stable, but 
decreases the high frequency response; what we have done is 
to insert a low pass filter (electronic, not optical) into the 
circuit. If we add more capacitance, we can slow the 
preamplifier down to the point at which the output pulse 
rises and falls at a considerably slower rate than does the 
input pulse; at this point, the preamplifier is behaving like 
an integrator. The peak value of the output pulse no longer 
faithhlly represents the peak value of the input pulse, but 
approximates the area under the pulse. We can then use a 
peak detector to capture this peak value; its output will be 
the integral. This is a quick solution, although it gives us 

gral. This is a quick solution, although it gives us slow elec- 
tronics that produce what are known as long-tailed pulses, 
decreasing the rate at which we can process cells without 
adding further circuitry or a farmer’s wife. Because integra- 
tion using low pass filters changes the shape of the pulse, it is 
also called integration by pulse shaping. 

Integration by pulse shaping is generally necessary when 
logarithmic amplifiers (log amps) are used, because the out- 
put signal we need in that situation is the log of the integral 
of the pulse. If the output of a log amp is routed to an inte- 
grator, the integrator output will be the integral of the log, 
which is not the same as the log of the integral. However, if 
the input to the log amp is a low pass filtered signal, with the 
peak proportional to the integral of the original pulse, a peak 
detector operating on the log amp output will acquire the 
right signal, i.e., one proportional to the log of the integral. 

What I will call the de rigeur electronic approach to inte- 
gration, a circuit called a gated integrator, also uses a ca- 
pacitor to store the integral value. In this circuit, however, 
speed need not be, and usually is not, sacrificed. The input 
signal to the integrator is turned on at the beginning of the 
pulse and off at the end, by a gating signal operating the 
same type of electronic switch that is used to reset a peak 
detector. The integrator also needs a reset switch to dis- 
charge the capacitor when it’s time to process the next pulse. 

Well, then, can we use the peak detector reset circuit of 
Figure 4-50 to reset the integrator and/or the comparator 
output to gate it? No, not if we want accurate values. The 
timing of reset signals for integrators and pulse width meas- 
urement circuits is more critical than the timing for peak 
detectors. In the sequence illustrated in Figure 4-50, the 
reset signal is not generated until the comparator changes 
output state, but this does not occur until the signal level 
exceeds threshold, which occurs some way up the leading 
edge of the pulse. An integrator reset at this time would 
“miss” the first portion of the pulse. 

The problem is typically solved with the aid of an addi- 
tional circuit element called an analog delay line to delay 
the input signal to the integrator by anywhere from half a 
microsecond up. What is a delay line? Very simple. Remem- 
ber that current flows through a conductor at the speed of 
light, which, while it is slower in a conductor than in a vac- 
uum, is pretty fast. A 1 ps delay line is basically a few hun- 
dred feet of wire. There are some tricks involved in dealing 
with the inductance created by packing all that wire into a 
reasonably sized package, but the finished product works. 
The real-time trigger signal is applied to the comparator; and 
the resultant reset pulse reaches each integrator just as the 
delayed pulse at its input “begins.” 

If hold signals for integrators are not applied precisely at 
the end of a pulse, some error is introduced into the output. 
A peak detector signal, however, can be held for an arbitrary 
time, because it reaches its maximum value in the middle of 
the pulse. Thus, as is also the case for reset signals, the tim- 
ing of hold signals is more critical for integrators than for 
peak detectors. 
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Integrators, like peak detectors, store analog signal values 
in capacitors, and their dynamic characteristics, such as re- 
sponse time and output droop rate, are similarly affected by 
the capacitance of the hold capacitor. Charge injection in- 
troduces inaccuracies into the output signals of integrators in 
the same manner as occurs in peak detectors. 

Pulse Width Measurement Circuits 
A pulse width measurement circuit is essentially a 

timer that is turned on when the pulse starts, or rises above 
a certain threshold, and is held at whatever level it eventually 
reaches once the pulse amplitude falls back below threshold. 
In the classical analog implementation, the circuit is an inte- 
grator; its storage capacitor is charged not by the input sig- 
nal, but by the input of a constant voltage that is applied 
after the circuit is reset and disconnected when the hold 
signal is applied. Mhile it is charging, the voltage on the 
storage capacitor represents a linear ramp, increasing line- 
arly with time; the voltage on the capacitor at the end of the 
measurement is therefore proportional to the duration of the 
pulse. 

Pulse width measurement circuits, like integrators and 
unlike peak detectors, require precision timing to be accu- 
rate. A constant threshold pulse width measurement can be 
timed using a comparator output, with the rising edge of the 
comparator signal triggering reset and start signals, and the 
falling edge triggering a hold signal. Timing becomes trickier 
when the objective is to measure constant fraction pulse 
width, i.e., the interval between the times the pulse reaches a 
constant fraction of its eventual peak height. 

A pulse width measurement circuit with a direct digital 
output can be made by replacing the integrator with a digi- 
tal counter, to which the input is a clock signal. A clock 
signal is a logic signal that goes from positive to negative at a 
constant, known frequency; it is usually produced by a crys- 
tal-controlled oscillator. The reset signal sets the counter to 
zero and connects the clock circuit to its input; the value in 
the counter will then increase linearly with time until the 
hold signal disconnects the clock, leaving a digital value pro- 
portional to pulse duration in the counter. 

This sounds like a great idea, but there is a problem. The 
pulse durations we are interested in measuring are only a few 
microseconds. In order to measure pulses with a precision of 
better than one percent, the counter has to end up with a 
stored value of several hundred. In order to get the counter 
to count to that value in a few microseconds, we need a 
fairly fast clock, operating at a frequency of around 100 
MHz. It is not at all impossible to obtain clocks that fast, 
but we could get equivalent or better precision using the 
linear ramp analog circuit and digitizing the held value; even 
an inexpensive 12-bit ADC would give us a range of pulse 
widths between 0 and 4,096, allowing for greater precision 
than we would get with a digital circuit using a 100 MHz 
counter. 

If all that is required is a relatively crude measure of pulse 
width, say, one good enough to tell the difference between a 

single cell and two or more coming through the system in 
close proximity, it may be feasible to do without a pulse 
width measurement circuit. In general, the area of a geomet- 
ric figure is proportional to both its width and its height; the 
ratio of the peak and integral of a pulse can therefore be used 
as an approximation of pulse width. 

Analog Pulse Processing The Bottom Line 
Peak detectors, integrators, and pulse width measure- 

ment circuits operate on baseline-restored signals, which 
may be on a linear or a logarithmic scale, with or without 
fluorescence compensation applied. The held signal outputs 
of peak detectors, integrators, and pulse width measurement 
circuits are sometimes referred to as stretched pulses, a term 
borrowed from nuclear instrumentation, which involves a lot 
of pulse processing. You could also call them aroused pulses, 
because they stay up, but let’s not. They are also properly 
referred to as flat-topped pulses, and the flat-topped por- 
tions are known as quasi-D.C. signals. 

Although we don’t use these features explicitly in flow 
cytometry, pulses in other contexts are often characterized by 
their rise times and fall times, respectively defined as the 
times taken to get from 10% to 90% of peak value and from 
90% to 10% of peak value. One can make more rectangular 
flat-topped pulses, i.e., pulses with shorter rise times, by 
using the strobe pulse to electronically switch the input of an 
amplifier between ground and the peak detector (or integra- 
tor, etc.) output. The output of that amplifier will then be at 
ground until the strobe pulse comes on, at which point it 
will go rapidly to the peak (or integral) value; when the 
strobe pulse goes off, the amplifier output will go back down 
to ground. The output of such a circuit may have a shorter 
fall time than would the output of a peak detector following 
a reset pulse, because the circuit has no hold capacitor to 
discharge. I used to use circuits of this type to generate real- 
time dot plots on oscilloscopes; I long ago abandoned both 
the oscilloscopes and the circuits in favor of digital computa- 
tion. 

In the real world, we have to be careful about choosing 
which of our measured parameters we use as trigger signals, 
particularly for integrators, when we are looking at low-level 
signals such as those obtained from immunofluorescence 
measurements. Figure 4-50 shows a robust trigger signal 
pulse rising above a baseline that is as straight a line as the 
laser printer can produce. Such pulses (and such quiet base- 
lines) are easy to get from forward light scatter or DNA fluo- 
rescence measurements of most eukaryotic cells. However, if 
we look instead at immunofluorescence, the signals are con- 
siderably weaker, and the baseline may get noisy. If we try to 
use a noisy, weak signal as a trigger signal, lowering the 
threshold in an attempt to capture signals from cells generat- 
ing low-amplitude pulses, the comparator starts to trigger on 
the baseline fluctuations and we start to measure background 
noise that we, or, more to the point, the instrument may 
count as cells. We also have to be careful, especially in the 
presence of a noisy baseline, to turn the integrator off (place 
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it in a hold mode, not reset it) after the pulse ends; other- 
wise, we just keep adding noise to the integral. 

Different flow cytometers have different triggering and 
thresholding schemes; some require that the operator choose 
a single signal as the trigger signal, while others allow thresh- 
olds to be set for all measured parameters. In the latter case, 
setting the threshold at zero for a particular parameter essen- 
tially eliminates that parameter’s influence on triggering. I 
should mention that instruments that make measurements 
in multiple beams and use analog pulse processing generally 
require that the trigger signal be obtained from a measure- 
ment made in the first beam used. This should be obvious, 
but every so often I and other people I know have tried to 
trigger on a signal from a second or third beam and won- 
dered why we weren’t picking up any measurements from 
the first: beam. Of course, if there’s some pressing reason to 
trigger on signals from the second beam, it can be done 
without a time machine by running signals from the first 
beam through delay lines. 

Dead Times, Doublets, and Problem Pulses 
The foregoing discussion of pulse height, area, and width 

measurement touched briefly on the subject of coincidences, 
but glossed over situations in which it may be difficult to tell 
that a coincidence is a coincidence. Figure 4-53 gives you 
the idea. Every flow cytometer, at least so far, has a dead 
time; i.e., a period after the arrival of a cell at the first meas- 
urement station during which the apparatus cannot success- 
fully deal with a second cell. This is the hardware equivalent, 
if you will, of a neuron’s refractory period following propa- 
gation of a nerve impulse. For the front end electronics de- 
scribed on the previous pages and in Figure 4-50, this period 
begins when the comparator output goes high and lasts until 
the end of the strobe pulse. In my single-beam instruments, 
this is around 50 ps; when I use two or more beams, it may 
be as long as 200 ps. 

The dead time is frequently taken as indicating the num- 
ber of cells per second that can be analyzed; e.g., with a 50 
ps dead time, it should be possible to analyze 20,000 cells/s. 
It should be, provided the cells are well trained in synchro- 
nized swimming and arrive at 50 ps intervals. Real cells 
don’t; they arrive at random times that generally fit a 
Poisson distribution. If you measure cell arrival times, and fit 
such a distribution, you can calculate the fraction of coinci- 
dences expected for any analysis rate, and select an analysis 
rate at which the fraction of coincidences will be no higher 
than you’re willing to accept. 

It is generally not a problem to determine that a coinci- 
dence has occurred when cells arrive separated enough in 
space and time so that the signal returns to the baseline. 
Neither panel A nor panel B in Figure 4-53 presents much 
of a problem in that regard. 

Panel C shows the pulses that might be obtained from 
two cells passing through in rapid succession; the signal may 
not get all the way back to the baseline, but it does drop 
below the threshold level indicated by the dotted line; the 
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Figure 4-53. Telling two cells from one gets 
harder as the cells go through closer together. 

comparator should go low and then high again. This won’t 
happen when pulses are almost superimposed, as in panel D, 
which is one pattern which may be observed when a dou- 
blet, i.e., two cells either stuck together or very close in 
space, goes through the beam. If you get fancy, it is possible 
to pick up such occurrences in the front end electronics by 
measuring widths of comparator output pulses; the more 
conventional way of dealing with doublets is to wait until 
data are digitized and compare peak and integral values of 
signals. Wersto et al have a good recent ~ a p e ? ~ ~ ~ .  

Trigger Happy? 
In most flow cytometers, only one signal is used as a 

trigger signal; the important characteristic is that it have a 
relatively low background noise level. In immunofluores- 
cence work, it has long been the custom to use forward scat- 
ter as a trigger signal, while in DNA analysis, it’s as likely to 
be the fluorescence signal from the DNA stain, e.g., 
propidium. There are alternatives. 

These days, signal-to-noise ratios of immunofluorescence 
signals are much better than they used to be, and it is often 
possible to trigger on an immunofluorescence signal. I have, 
for example, analyzed T-lymphocyte subsets in whole blood, 
without lysing the red cells, by triggering on fluorescence of 
a PE-Cy5 tandem-labeled anti-CD3 antibody, and im- 
munofluorescence triggering is featured in at least one com- 
mercial instrument intended for subset analysis (The B-D 
FACSCount). It is advisable to use a log-amplified signal if 
the raw signal intensity is much below 100 mV, because 
comparators themselves are likely to behave unpredictably 
when their input voltages get too low. 

In immunofluorescence analysis under other circum- 
stances, I have found it advantageous to trigger on a nuclear 
(DNA) fluorescence signal; this is also a good way to deal 
with blood or marrow without red cell lysis, and, in addi- 
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tion, it allows you to discriminate single cells from doublets. 
Triggering on nuclear fluorescence isn’t new; it was used in 
the original Cytofluorograf and the Block apparatus for dif- 
ferential leukocyte counting without red cell lysis, and later 
revived for the same purpose by Terstappen and L ~ k e n ’ l ~ ~ .  
This represents a simple but effective approach to rare event 
analysis. Nucleated cells account for approximately 1 of 
every 1,000 cells in blood; if you’re interested in nucleated 
cells, and you trigger on scatter, running 10,000 cells/s, 
you’ll only acquire data from 10 nucleated cells in that time. 
If you trigger on nuclear fluorescence, you can increase your 
analysis rate to several hundred nucleated cells a second, 
because, as far as the instrument is concerned, the other few 
hundred thousand cells aren’t there. It’s not difficult to de- 
tect populations accounting for a few tenths of a percent of 
the nucleated cells; these are a few cells per million in the 
input sample. There are some drawbacks; forward scatter 
signals are often messy enough to be unusable under these 
circumstances, and side scatter signals may not be as clean as 
you would expect, but fluorescence signals are not unac- 
ceptably compromised. 

There are some circumstances under which there isn’t a 
clean signal usable as a trigger; one of these is analysis of 
microorganisms. The instrument I use for bacterial analysis 
employs a technique known as coincidence detection. The 
“coincidence” here does not refer to two cells coming 
through the instrument in close proximity; what is detected 
is the coincidence of signals above threshold at two (or 
more) detectors. In this instance, fluorescence and forward 
scatter signals, both with relatively high background noise 
levels, are fed to separate comparators, with independently 
settable threshold levels; the logical AND of the comparators 
when both signals are above threshold initiates the reset 
pulse and other front end signals. 

The logic game could be carried further; one might want 
to detect ‘‘live’’ cells stained green with calcein and “dead 
cells recognizable by their red propidium-stained nuclei; in 
this case, it would be appropriate to use the logical OR of 
the signals from dual comparators to initiate front end re- 
sponse. Some commercial flow cytometers can implement 
coincidence detection and logical OR multiparameter trig- 
gering; some cannot (see Chapter 8). 

Analog Linear, Log, and Ratio Circuits 

The signal processing electronics in a flow cytometer 
have finished their job when they send the data analysis sys- 
tem flat-topped or held pulses, of amplitude 0-10 V or 
thereabouts, representing pulse peak or integral amplitudes 
or widths, and an accompanying logic pulse or strobe signal 
to indicate to the data analysis system that valid data are 
available. 

Certain algebraic manipulations of either raw pulses or 
held levels are commonly accomplished using analog or 
hybrid analog and digital electronics, before signals are 
routed to the data analysis system, rather than digital 
computation thereafter. The electronic components em- 

ployed include linear sum and difference circuits, used for 
fluorescence compensation, logarithmic amplifiers, used to 
facilitate analysis and display of data with values spanning a 
large dynamic range, and ratio circuits, used in fluorescence 
measurements of certain physiologic probes, compensation 
for power fluctuations in the light source, and calculation of 
quantities such as antigen surface density. 

Linear Circuits; Fluorescence Compensation 

Linear circuits generate outputs that are proportional to 
sums and/or differences of their inputs; they typically incor- 
porate op amps in the differential amplifier configuration 
shown in Figure 4-48. They are most commonly used for 
fluorescence cornpensati~n~~’, a practice made necessary by 
the overlap of emission spectra of fluorescent antibody la- 
bels, and previously discussed on pp. 36-8, with the aid of 
Figures 1-18 and 1-19. You might want to flip back there 
for a brief refresher. 

Fluorescence compensation is, of necessity, an empirical 
process. The filter passbands shown indicate the range of 
wavelengths transmitted by each filter; the percentage of 
light transmitted varies with wavelength within the passband 
of each filter, and there may be noticeable variation between 
filters with the same overall specifications. There is some 
variation in emission spectra of labels; for example, fluo- 
rescein emission intensity, when excitation is at or near 488 
nm, increases as pH rises from 7.0 toward 8.0. There are 
also variations from PMT to PMT in responsivity at differ- 
ent wavelengths. In short, there is no way to determine a 
priori what fraction of each signal must be subtracted from 
the others in order to yield reliable measurements of the 
emission intensities of each antibody-bound fluorescent la- 
bel. 

Figures 4-54 and 4-55, respectively, illustrate a simple 
case in which hardware compensation is used, and the hard- 
ware used for the compensation. When measurements are 
made of cells or, in this instance, of beads, bearing both 
fluorescein (FL)- (green) and phycoerythrin (PE)- (yellow) 
labeled antibodies, the substantial emission of FL in the yel- 
low spectral region is detected by the yellow fluorescence 
detector intended for PE measurement. Similarly, the emis- 
sion of PE in the green spectral region is detected by the 
green fluorescence detector intended for FL measurement. 
The spectral overlaps are evident in the left panel of Figure 
4-54. The resulting positions of clusters in the dot plot make 
it impossible to use lines parallel and perpendicular to rhe 
axes to separate the display into quadrants containing what 
we would call dual negative, FL-positive/PE-negative, FL- 
negative/PE-positive, and dual-positive beads (or cells). O u r  
partitioning of the display, of course, is for the purpose of 
setting gates that will allow us to count and/or sort the cells 
in each region. There is no law of nature that demands that 
the gating regions be rectangular; having rectangular gating 
regions does, however, let us use somewhat simpler hardware 
to set gates, and, for better or worse, it seems to be much 
easier for people to think in terms of rectangular gates. 
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Figure 4-54. Uncompensated and compensated fluo- 
rescence signals from FL- and PE-labeled beads. 
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Figure 4-55. One side of the two-color compensation 
circuit used to generate the compensated data in Fig- 
ure 4-54. 

The data points on the left side of Figure 4-54 could be 
thought of as clustered along axes which are at an acute an- 
gle to one another; what we’d like to do is make the axes 
orthogonal. There are a number of well-known statistical 
procedures for doing this, including factor analysis and 
principal component analysis. They involve linear trans- 
formation of the data, which means computing values of a 
and b such that a data point that would be at (x,y) in the old 
coordinate system is at (x’,~’), where x’ = x - ay and y’ = y - 
bx, in the new coordinate system. 

In the case of the yellow and green fluorescence, we have 
the old yellow signal, composed of a contribution from PE 
and a contribution from FL, and the old green signal, com- 
posed of a contribution from FL and a contribution from 
PE, and what we want to do is new yellow and green signals, 
respectively representing “pure” PE fluorescence and “pure” 
FL fluorescence. 

We make the assumption that the yellow fluorescence 
from FL is a linear function of the amount of bound FL, 
which can be estimated from the green fluorescence signal, 
and the green fluorescence from PE is, similarly, a linear 
function of the amount of bound PE, which can be esti- 
mated from the yellow fluorescence signal. There are some 

cases in which this might not be true, for example, if there is 
substantial energy transfer from FL-labeled to PE-labeled 
antibodies, but we neglect this possibility. 

The output from the green detector preamplifier is 
routed through the circuit of Figure 4-55, which subtracts a 
fraction of the output from the green detector from the yel- 
low detector signal. You determine the amount subtracted 
by turning the knob on the variable resistor, or potentiome- 
ter, connected at the input to the follower; if compensation 
is mediated by the computer, a digital-to-analog converter 
(DAC) is used instead of a potentiometer to determine how 
much of the green signal is subtracted from the yellow sig- 
nal. Another copy of the same circuit, and another potenti- 
ometer or DAC, are used to subtract a fraction of the yellow 
signal from the green signal. 

The result is shown in the right-hand display of Figure 
4-54. The operator, working by eye, twiddles knobs until 
the data clusters lie more or less parallel to the axes, so that 
the display can be partitioned into quadrants in the conven- 
tional manner. Since most people find twiddling knobs eas- 
ier than doing algebra, there aren’t many loud complaints 
about two-color compensation. 

Things get somewhat more difficult when three colors, 
green, yellow, and red, are involved. In theory, it is necessary 
to subtract a little of both the yellow and the orange signals 
from the green signal, a little of the green and red from the 
yellow, and a little of the green and yellow from the red. 
There are now three circuits, each of which needs two po- 
tentiometers or DACs, for a total of six adjustments. Many 
instrument designs, with some justification provided by the 
spectra shown in Figure 1-18 (p. 37), omit subtracting red 
from green and green from red, dropping the number of 
adjustments to four. 

For four colors, green, yellow, orange, and red, full com- 
pensation would require four circuits, each with three poten- 
tiometers or DACs. The circuit in the yellow channel, for 
example, would need to have some green, some orange, and 
some red subtracted; a total of twelve adjustments would be 
required. Looking to Figure 1-18 again for corners to cut, 
we find that the green chainel should only need one ad- 
justment, for correction from the yellow channel, while the 
yellow and orange channels would each need three. The red 
channel would have two adjustments, reducing the total 
number required from twelve to nine. Anybody who could 
actually get hired to operate a flow cytometer would be likely 
to find it easier to do the algebra required to solve the com- 
pensation problem mathematically than to adjust nine knobs 
to get a well-orthogonalized display. Bagwell and Adams”” 
have described the algebra, s o h a r e ,  and control samples 
required for the mathematical approach, about which con- 
siderably more will be said in Chapter 5.  To eliminate some 
of the suspense, let me say here that neither hardware nor 
software compensation can fit clusters into quadrants 
across the full intensity range; we’ll see why later. 

There is a more compelling reason than the anxiety in- 
duced by large numbers of knobs for switching from hard- 



How Flow Cytometers Work / 199 

ware to software compensation. Hardware compensation 
must be applied at the level of the linear signals coming out 
of the detector preamplifiers; the circuitry, as Figure 4-55 
shows, is placed between the preamp outputs and the inputs 
to the logarithmic amplifiers that were almost universally 
used in immunofluorescence measurements. As was men- 
tioned on pp. 35-37, a four-decade logarithmic amplifier 
must deal with inputs covering the voltage range between 1 
mV and 10 V; the more circuitry there is connected to its 
inputs, the less likely it is that the noise level there will re- 
main below 1 mV. If the noise level rises to just over 3 mV, 
a half-decade of dynamic range is lost; if it reaches 10 mV, a 
full decade of dynamic range is lost. In short, complex com- 
pensation circuitry almost inevitably decreases dynamic 
range. Recognizing this, Coulter, in designing its EPICS XL 
four-color, single-laser instrument, eliminated both linear 
compensation circuits and logarithmic amplifiers in favor of 
high-resolution analog-to-digital converters and sohare ;  
other manufacturers have since followed suit. 

In addition to their use in hardware compensation, linear 
circuits have been employed by the Los Alamos group for 
source noise compensation in extinction measurements 
and in a cytochemical method for detection of BrUdR in- 
corporation into DNA without the use of antibodies”’. 

Logarithmic Amplifiers and Dynamic Range 

659 

In many applications of flow cytometry, the values of the 
measured variable span a restricted range. In DNA content 
analysis, for example, in the absence of clumping and ane- 
uploidy, the brightest cells are twice as bright as the dimmest 
ones. In other cases, e.g., immunofluorescence analysis, the 
brightest cells may be hundreds of times brighter than the 
dimmer ones. In these circumstances, it has often made 
sense to use an electronic component called a logarithmic 
amplifier (familiarly, if not always contemptuously, known 
as a log amp) somewhere in the signal path, to increase dy- 
namic range. 

As its name suggests, a logarithmic amplifier produces an 
output signal, the amplitude of which is proportional to the 
logarithm of the input signal amplitude. The components 
typically used in flow cytometers have a range of at least 
three decades, i.e., they can accommodate signals varying in 
amplitude by at least a factor of 1000. Figure 4-56 illustrates 
the effect of the logarithmic transformation. The figure 
shows distributions of fluorescence from a population of 
beads (Quantum Simply Cellular@ beads, Flow Cytometry 
Standards Corp., now available from Bangs Laboratories) 
bearing known numbers of molecules of phycoerythrin- 
labeled antibodies. The top plot shows data on a 256- 
channel linear scale; the bottom plot shows data on a 4- 
decade log scale mapped into a 256-channel linear scale. The 
logarithmic transformation was not, in this instance, done 
using a log amp; instead, data were digitized to 16 bits preci- 
sion and the logarithmic values were obtained by digital 
computation. We couldn’t have done any better using an 

ideal log amp; we might have done a lot worse using some 
real ones, for reasons that should shortly become clear. 

Flow cytometers generally follow the standard practice of 
amplifying signals to values ranging between 0 and 10 V 
before they are converted to digital form. We will therefore 
assume that 10 V is the maximum output available from our 
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Figure 4-56. Signals from phycoerythrin-labeled anti- 
CD8 antibody bound to beads, displayed on 256- 
channel linear and 4-decade logarithmic scales. 

preamplifier. If we want to keep our brightest cells on scale, 
we’ll want them to produce pulses with a maximum height, 
after amplification, of 10 V. Cells which are dimmer by fac- 
tors of 10, 100, 1,000 or 10,OOO will, therefore, produce 
pulses with heights of 1 V, 100 mV, 10 mV, and 1 mV, 
respectively. 

If we convert linear analog signals to digital signals, using 
an 8-bit analog-to-digital converter (ADC), we will have a 
256 channel range (channels 0-255) corresponding to the 
range between 0 and 10 V; the difference between channels 
is just under 40 mV. A 10 V signal will be in channel 255, a 
1 V signal in channel 25 or 26, a 100 mV signal in channel 
2 or 3, and signals between 1 and 10 mV, or, for that mat- 
ter, between 0 and 40 mV, will show up in channel 0. For 
most practical purposes, signals below 100 mV, which 
would correspond to “weakly positive” cells in an im- 
munofluorescence analysis, will not be distinguishable from 
signals from “negative” cells. 
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If we run the linear signal through a logarithmic ampli- 
fier, however, we can manage to get everything on scale. 
Let’s imagine a log amp for which 10 V in gives us 10 V out, 
and let’s make the log amp’s response 2.5 V/decade, i.e., for 
every tenfold increase in the input signal, we will get an in- 
crease of 2.5 V in the output signal. This should give us four 
decades worth of dynamic range. For a 10 V signal in, we 
get a 10 V signal out, for a 1 V signal in, 7.5 volts out, for a 
100 mV signal in, 5 V out, for a 10 mV signal in, 2.5 V out, 
and for a 1 mV signal in, 0 V out. Under ideal conditions, 
such a log amp should, given the same linear input data, 
produce the log scale distribution shown in Figure 4-56. 

If an 8-bit ADC is used to digitize the log amp output, 
signals with amplitudes of 1 mV, 10 mV, 100 mV, lV, and 
10 V, which, on a linear scale, would, respectively, be in 
channers 0, 0 , 2  or 3 , 2 5  or 26, and 255, end up in channels 
0, 63, 127, 193, and 255. Sounds great. In fact, it is great, 
except that you may have more than a millivolt of noise run- 
ning around in the electronics, which would prevent you 
from getting as many decades of log amplifier dynamic range 
as you might have paid for (three-and-a-half to four decades 
are generally provided in flow cytometers). Notice that the 
data in Figure 4-56 reflect a noise level fluctuating around 3 
mV, which is around channel 31 on the 256-channel 4- 
decade log scale. 

Twin Peaks: Distributions on Linear and Log Scales 
When you use a linear intensity scale, and you obtain a 

distribution that has peaks near the low end and near the 
high end of the scale, the higher peak doesn’t look as much 
like a peak as does the lower one, even when there are ap- 
proximately the same number of cells in each. When the 
same data are displayed on a logarithmic scale, it’s often eas- 
ier to perceive the two peaks and to assess the relative sizes of 
the populations in them. 

Figure 4-56 illustrates this point. There are 1,045 events 
in the peak representing beads with 58,500 antibody bind- 
ing sites, and 1,180 events in the peak representing beads 
with 112,200 binding sites. It is not at all easy to guess this 
from the display on the linear scale; the relationship is more 
apparent when the data are displayed on a log scale. We can 
consider each peak in a multimodal distribution such as 
those in Figure 4-56 as a separate distribution. Suppose we 
had two peaks centered at channels 100-101 and channels 
200-201, with the coefficient of variation (CV), i.e., the 
standard deviation divided by the mean, 2% for each distri- 
bution. Assuming these peaks to be Gaussian, we should 
find 99% of the events in each within 3 standard deviations 
of the mean. Looking at the peak at channels 100-101, then, 
we should find 99% of the events in it between channels 95 
and 106, because, if the mean is at channel 100, and the CV 
is 2%, one standard deviation is two channels. The peak at 

channels 200-201 is lower, and wider, because, if the mean 
is at channel 200, one standard deviation is four channels 
instead of two channels. Thus, to find 99% of the events in 
this peak, we have to count everything between channels 

189 and 212. It’s not easy to tell by eye whether there are 
the same number of events in the lower and the higher peak. 

When the data are plotted on a 256-channel linear scale, 
each channel represents 1/256 of the range of values. When 
the data are plotted on a 4-decade log scale, each decade 
occupies 64 channels. Since log ( a x  b ) = log a + log b, 
we can calculate that the linear value corresponding to chan- 
nel ( n  + 1) is 10”“ (about 1.0366) times the linear value 
corresponding to channel n. O n  a logarithmic scale, distri- 
butions with the same CV occupy the same number of chan- 
nels, regardless of mean channel position. 

This property makes log scales particularly well suited, as 
Brian Mayall has pointed out (not, as far as I know, in print, 
but in conversations and at meetings), for looking at flow 
karyotypes, i.e., histograms obtained from flow cytometry of 
chromosomes. One of the first things you’d like to find out 
from a flow karyotype is whether there are extra or missing 
chromosomes. Counting chromosomes is not that hard to 
do when you look at slides, because all the chromosomes 
from a particular metaphase stay close to the same place. 
However, when you do a flow karyotype, you mix up the 
chromosomes from a few thousand metaphases, stain them 
with a DNA fluorochrome, and run them through the sys- 
tem to generate a histogram, leaving you with no way of 
keeping track of how many or which chromosomes came 
from each cell. 

In a real flow karyotype, in which there are a couple of 
dozen peaks, it is difficult to compare them when they are 
displayed on a linear scale. O n  a log scale, the standard de- 
viation ends up being the same number of channels wher- 
ever the mean may be, which means that peaks containing 
the same number of chromosomes should be the same 
height as well as the same width. This enables you to spot a 
trisomy or the lack of a chromosome (assuming it occurs in a 
substantial fraction of the cell population) at a glance. 

The real world isn’t always so kind. Looking back at the 
log scale display in Figure 4-56, we notice that the peak rep- 
resenting beads with 19,500 binding sites, which contains 
1,002 events, is considerably shorter and wider than that 
representing beads with 58,500 sites, which contains 1,045 
events; the peak representing beads with 7,800 binding sites, 
which contains 912 events, is shorter and wider still. If peaks 
with the same CVs and roughly the same numbers of events 
should be roughly the same height and width when dis- 
played on a log scale, what’s the problem? 

Simple. The peaks don’t have the same heights and 
widths because they don’t have the same CVs. When you’re 
measuring signals varying in intensity over a range of dec- 
ades, it’s almost a sure bet that the weaker signals will be 
associated with larger CVs. In the case of weak fluorescence 
signals, photon statistics may be involved, but noise also has 
its effects. If there are 3 mV of noise on a 10 V signal, or 
even a 1 V signal, the noise accounts for less than 1% of the 
signal value. The same 3 mV of noise on a 100 mV signal 
represents 3% of the signal value, while, on a 10 mV signal, 
3 mV noise represents 30% of the signal value. 
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If you can measure the brightest and dimmest chromo- 
somes with roughly the same CV (and you need a CV 
around 1% to be able to resolve the different peaks), Brian’s 
suggestion of displaying data on a log scale to spot ane- 
uploidy works. However, even when your CV varies, as in 
immunofluorescence measurements, log scales make peaks 
easier to recognize on displays. Unfortunately, you can’t 
always assume that your log amp is generating an accurate 
log scale. 

Falling Off a Log: Log Amps Behaving Badly 

What are log amps made of? In the classical log amp, 
the central component is an op amp, with an element in the 
feedback circuit generating the log response characteristic. As 
it happens, the voltage drop across the base-emitter junction 
of a transistor is proportional to the log of the collector cur- 
rent; at 20 “C, the voltage changes by about 60 mV for each 
tenfold change in current. The simplest log amp is an op 
amp with a transistor and a few other components in its 
feedback loop; its output ranges between - 100 and -400 mV. 

As you may have guessed, the voltage change across the 
transistor junction used to generate logarithmic response 
varies with factors other than current, notably ambient tem- 
perature. In order to compensate for this, many log amps 
incorporate another op amp circuit, with another transistor; 
the two transistors are typically a matched pair made on a 
single substrate, and, sharing the same environment, respond 
identically to changes in ambient temperature. Some of the 
fancier log amp modules have built-in temperature regula- 
tion. With all of that, it is still difficult to get a log amp 
module incorporating a single op amp-based log circuit to 
respond accurately over a range of more than 3 decades. For 
this reason, several manufacturers make log amp modules 
which incorporate four or five stages of amplification; each 
stage is optimized for response in a restricted input range, 
and the sum of the outputs produces a reasonably accurate 
logarithmic response. 

Whether a single-stage or multistage log amp module is 
used as the nucleus of a log amp, it is generally necessary to 
amplify the output to get signals into the 0-10 V range prior 
to digitization, and often necessary to condition the signal 
by adding or subtracting an offset voltage and/or putting a 
baseline restorer into the op amp design. Because the loga- 
rithm of zero is undefined (or “minus infinity”), even those 
log amp modules that respond to input signals that are more 
than a few mV on either side of ground act unpredictably at 
really low input levels. Other modules need added circuitry 
to restrict the input range to one polarity. Most log amp 
circuits incorporate several adjustments for trim, offset, and 
gain, and require some time on the bench with a skilled 
technician before they work properly; they don’t always stay 
adjusted. 

In 1983, Muirhead, Schmitt, and M ~ i r h e a d ’ ’ ~ ~  described 
a procedure for measuring the response of log amps and 
converting data to linear values. Either test pulses from a 

light-emitting diode (LED) or fluorescence signals from 
calibration beads could be used as fluorescence standards. 
The log amp studied was a component of a commercial flow 
cytometer; while it was reasonably accurate at some points in 
its operating range, deviations of 10% or more from true 
logarithmic response were noted in other regions. Schmid, 
Schmid, and Giorgi’I5’ reported similar results in 1988, us- 
ing a calibration procedure in which channel differences 
between multiple peaks were plotted as PMT gain was varied 
to place the upper peak at various points in a 256-channel 
range. They found the characteristic response patterns of 
individual log amps to be relatively stable over time, allow- 
ing the calibration curve to be used to make corrections 
when transforming logarithmic to linear data. 

Figure 4-57 illustrates typical response curves of different 
types of log amps as determined using a procedure described 
in 1988 by Parks, Bigos, and Measurements are 
made of bright fluorescent beads; the ratio of fluorescence 
intensities is determined on a linear scale. A ratio between 
1.5 and 2 is desirable. Then, a series of fluorescence meas- 
urements are made with the log amp, with an acquisition 
gate for single beads set using scatter parameters. The gain is 
initially adjusted to place the median channel of the peak 
representing the brighter beads at or near the top channel of 
the ADC (255 in the illustration), and the number of chan- 
nels’ difference between the medians of the bright and dim 
peaks is recorded. The PMT gain is then lowered to move 
the median channel of the upper (bright) peak down 5-10 
channels, and the number of channels between the peaks is 
again recorded. The procedure is continued, moving the 
peaks to lower channels. If PMT voltage must be lowered 
below 300 V to place the peaks at the lower end of the 
range, a neutral density filter should, if possible, be placed in 
front of the PMT, because PMT response may itself be 
nonlinear at low voltages. The response curve is a plot of 
median channel of the upper peak, along the horizontal axis, 
vs. the number of channels’ difference between the medians 
of the bright and dim peaks, along the vertical axis. Since the 
ratio of intensities of the beads is constant, the difference 
between the medians of the two peaks, which is proportional 
to the logarithm of this ratio, should also be constant (log 
bright = log dim + log ratio). The ideal response curve, indi- 
cated by dotted lines in Figure 4-57, is a line parallel to the 
horizontal axis. 

The first real amplifier response curve, at the top, is 
characteristic of the log amps built in the Herzenberg lab at 
Stanford’ ‘59;  these incorporate a temperature-stabilized single 
stage module (Model 2531A, Optical Electronics, Inc., Tuc- 
son, AZ). I have also used this module in Cytomutt log 
amps, and have observed similar response. There is typically 
a substantial deviation from the ideal at high input signal 
values, then a response reasonably close to ideal over about 
a3-decade range, followed by an abrupt turn up or down at 
the low end as the noise catches up with the input signal. 
The amplifier is usable over a 4-decade range. 
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TEMPERATURE STABILIZED OP AMP MODULE log amp, which were confirmed by Dave Parks and Mary 
Bigos when I sent them one of my early design efforts to 

test. The curve deviates wildly from ideal at the high end, 
and includes a relatively sharp notch in the third decade. 
This log amp would occasionally yieid distributions with 
crimps in them; when it didn't, however, it seemed to be 
pretty good, because it was accurate at the low end and 
could handle an input range that appeared to be larger than 
4 decades. However, it would have been an extremely bad 
idea to try to do log-to-linear conversions with this beast; it 
wasn't even stable over time. Bad log amps have also, unfor- 
tunately, turned up in some commercial instruments. 

The take-home message here is: calibrate your log amps, 
even if you're not trying to do quantitative immunofluores- 
cence, just so you know. And hope that the next flow cy- 
tometer you buy will have replaced the #@%$&A% log 
amps with trustworthy linear circuits and high-resolution 
ADCs. It will make flow cytometry in the rest of this cen- 
tury much easier. 
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Figure 4-57. Response curves of different types of log 
amps as determined according to Parks, Bigos, and 
Moore'158. The horizontal dotted lines show ideal response. 

The middle curve is characteristic of log amps built with 
multistage modules such as the Texas Instruments (Dallas, 
TX) TL441, used in some Becton-Dickinson instruments, 
or the Analog Devices (Norwood, MA) AD640 and its rela- 
tives, used in a design described by De Grooth et a l ' I 6 '  in 
1991. The bumps reflect the response characteristics of the 
individual stages in the module; there are relatively large 
deviations at high and low input signal values, with the latter 
due primarily to noise. Like the single-stage module above, 
the multistage amplifier illustrated is usable over a range of 
almost 4 decades. 

The curve shown in the bottom panel, generated in my 
lab, illustrates some highly undesirable characteristics of a 

baseline-restored preamp gets 10 V out for 100 p4 in, and 
drives a 5-decade log amp with an output slope of 
2V/decade, and we measure 10 ps fluorescence pulses at 520 
nm, with an R928 PMT. The tube's cathode quantum effi- 
ciency at 520 nm is 14%; the cathode current is 59 mA/W. 
We assume a PMT gain of 10,000. 

The anode current of 100 p4 yielding a 10 V preamp 
output at the top of the highest (fifth) decade results from 
amplification of a cathode current of 10 nA by the PMT 
gain of 10,000. Since a 1 A current is about 6.2 x lor8 elec- 
trons/s, 10 nA in a 10 ps pulse represents 620,000 photo- 
electrons. Dividing by the quantum efficiency, 0.14, we see 
that 4,430,000 photons reach the cathode during the pulse. 
The contribution to measurement CV from Poisson photo- 
electron statistics is [(620,000)"2/620,000], or 0.13%, based 
on the number of photoelectrons emitted from the cathode. 
We use the number of photoelectrons because they are what 
we are actually counting; we are only inferring that the pho- 
tons were there. If we used a 16-bit (65,536 channel) linear 
ADC, which has a difference between channels of about out 
153 pV, the 1OV signal would be in the highest channel, 
i.e., channel 65,535. 

The top of the next (fourth) decade is a 1 V signal, corre- 
sponding to channel 6,553; the contribution to CV, from 
62,000 electrons, would be 0.4%. The top of the third dec- 
ade, at 100 mV, or channel 655, corresponds to 6,200 pho- 
toelectrons; the contribution to CV is 1.3%. The top of the 
fourth decade, at 10 mV, or channel 66, represents 620 elec- 
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Table 4-4. Logarithmic amplifiers: What goes in, what comes out. 

trons; the contribution to CV increases to 4%. At the bot- 
tom of the fourth decade, 1 mV, or channel 7, there are 62 
electrons in the pulse, with the contribution to CV 12.99'0, 
or almost one channel width (1/7 = 14%). The bottom of 
the fifth decade, a pulse from 6 photoelectrons, ends up at 
channel 0, the contribution to CV would be 40.8%. 

These are actually best case calculations. The numbers of 
electrons are calculated for 10 ps rectangular pulses; real 
pulses from a flow cytometer are apt to be shorter in dura- 
tion and Gaussian in shape, and would probably represent 
something less than half the numbers of photons and photo- 
electrons used in the table. The PMT gain of 10,000 used in 
the calculations is conservative; it is typically attained with 
PMT voltages of 400-500 V. However, if the calculations 
are repeated assuming higher PMT gains, we end up with 
even fewer photons at the cathode and fewer photoelectrons 
emitted, so things only get worse. If the gain is increased to 
100,000, the lowest decade gives us only 6 photoelectrons in 
10 pulses. 

In my experience, displays of flow cytometric im- 
munofluorescence data on 4-decade log scales that place the 
brightest stained cells near the top of the top decade almost 
always have the unstained cells occupying at least half of the 
bottom decade, while, in displays that place the unstained 
cells near the bottom of the bottom decade, the brightest 
stained cells fall below the midpoint of the top decade. This 
suggests that the real dynamic range of most immunofluo- 
rescence data is closer to 3 1/2 than to 4 decades. We have 
established that 3 1/2 decades of dynamic range are fairly 
easy to get; with a 3 mV noise level, we can't do any better 
than that. If we reduce the noise, another 1/2 decade is 

probably within reach, especially if we settle for lower accu- 
racy. Five-decade response from a single detector approaches 
the realm of fantasy. 

We end up at pretty much the same point if we stop 
thinking about photons and electrons for a bit, and think 
instead about numbers of antibody molecules detectable on 
cell surfaces. If the high end of the top decade represents 
1,000,000 molecules, the low end of the fourth decade is 
101 molecules, while the fifth decade encompasses the range 
between 11 and 100 molecules. Calculations of the mini- 
mum number of fluorescent molecules detectable by con- 
ventional flow cytometers generally end up with figures 
above IOO molecules. Such calculations, which will be dis- 
cussed in detail later on, are typically done using data col- 
lected with log amps, and may in themselves be suspect. I 
have produced differences of several hundred molecules in 
calculated detection limits, simply by interchanging log 
amps with slightly different DC offset levels, and therefore 
believe that some of the lowest reported threshold values 
may well be due to artifacts. This issue should be resolved 
within the next few years, but the only practical way to re- 
solve it will be to determine sensitivity using linear amplifi- 
cation and high-resolution analog-to-digital conversion in- 
stead of log amps, to which good riddance. 

None of the above should be taken as preventing you 
from making flow cytometric measurements over a dynamic 
range larger than 4 decades: you just can't do it with one 
detector and keep everything on scale. If you use one detec- 
tor, at low gain, for the bright stuff, and another, at high 
gain, for the dim stuff, you can easily cover almost 8 dec- 
ades. Marine biologists probably analyze samples encompass- 
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ing the largest dynamic range; with five detectors, they could 
go from marine bacteria (10” g) to whales (1 0’ g). Even if 
the largest objects in the sample are only krill, the krill (and 
Shapiro’s First Law), rather than detector dynamic range 
limitations, are the main obstacles to success. 

Ratio Circuits 

Ratio circuits are analog circuits that produce an output 
proportional to the ratio of two input signals. They are usu- 
ally made from modules called analog multipliers, which 
can also be connected to produce signals proportional to the 
product, square, or square root of input signals. One appli- 
cation of ratio circuits has been in the derivation of signals 
proportional to surface density of antigenic or receptor 
sites, which can be calculated by dividing the number of 
bound ligand molecules by the cell surface area. An accurate 
approximation to cell surface area can be obtained from digi- 
tal computation of the 2/3 power of voIume3”. Use of this 
technique is obviously feasible only with flow cytometers 
capable of making volume measurements. However, since 
both cell surface area and the “cell size” measurement ob- 
tained from small angle light scattering are proportional to 
the square of cell diameter, the ratio of immunofluorescence 
and scatter signals can serve acceptably as a parameter repre- 
sentative of antigen surface density for making compari- 
sons . 657,658 

Compensation for light source intensity fluctuations us- 
ing a ratio circuit was discussed on pp.147-8 and illustrated 
in Figure 4-24. If the output of the light source increases or 
decreases, fluorescence and scatter signal amplitudes from 
identical particles will increase or decrease proportionally. If 
the source intensity is continuously monitored by a dedi- 
cated detector, the signal produced by dividing the raw fluo- 
rescence and scatter signals (i.e., the signals before baseline 
restoration has been applied) by the signal from this detector 
will be free of variations due to source fluctuations. Steen’” 
has published a schematic for a source noise compensation 
circuit. 

Ratio circuits are also useful for measurements of probes 
such as BCECF and indo-1, which change spectral charac- 
teristics with pH, cytoplasmic [Ca”], etc. In some cases, a 
single excitation wavelength is used and the ratio of emission 
intensities at two wavelengths is computed; in others, two 
excitation beams are used and the ratio of emission intensi- 
ties at one wavelength is computed. Ratiometric measure- 
ments have already been alluded to on p. 47; they will be 
discussed further in Chapters 7 (Parameters and Probes) and 
10 (Using Flow Cytometers). 

4.9 DIGITAL SIGNAL PROCESSING 

The analog signal processing techniques we have just dis- 
cussed leave the information from cells in the form of 
stretched pulses, i.e., slowly varying (constant in the ab- 
sence of droop) voltage signals, stored in the short-term ana- 
log memories of peak detectors, integrators, and/or pulse 
width measurement circuits. In some cases, additional elec- 

tronic circuitry may have been used to form linear combina- 
tions of signals, as in fluorescence compensation, to convert 
signals from a linear to a logarithmic scale, or to derive a 
signal representing the ratio of two other signals. The front 
end electronics, which include some rudimentary digital 
circuits, generate a digital logic signal, the strobe pulse, to 
inform a conventional data analysis system that all the ana- 
log voltage signals from a cell (or, more accurately, an event) 
are ready to be digitized, i.e., converted into numbers that 
can be further manipulated by the digital computer used for 
data analysis. We have already had a first look at digitization, 
and at the analog-to-digital (A-D or A-to-D) converter 
(ADC), which is the hardware responsible for the task, in 
Chapter 1. 

Most commercial and laboratory-built flow cytometers 
still use analog and hybrid circuits for pulse processing, but, 
over the years, more and more builders and manufacturers of 
instruments have introduced digital processing at progres- 
sively earlier stages. The Coulter EPICS xL”83 and some of 
my newer Cy to rnu t t~ ’~~~ ,  for example, dispense with log 
amps, and use high-fidelity integrators or peak detectors and 
high-resolution ADCs for conversion between linear and 
logarithmic scales. This allows fluorescence compensation 
and ratio calculations to be done in software, eliminating the 
need for analog compensation and ratio circuits. 

Analog-to-Digital Conversion 
An analog-to-digital converter, as the name implies, has 

an analog input, usually a voltage in the range 0-10 V, 0- 
10.24 V, or something like that, and a digital output, which 
is a binary number with 0’s and 1’s represented by different 
logic voltage levels. For this and future discussions of logic 
circuits, I will stick to the ground-for-0, 5 V-for-1 “positive 
logic” convention which roughly represents the voltage levels 
encountered in older TTL and CMOS digital circuits. Just 
so you know, these days, microprocessor chips and their 
associated logic run on lower DC voltages, from below 2 V 
to 3.3 V, and even analog circuits tend to run on k 5 V sup- 
plies, with ADC input voltage ranges typically * 1 or 2 V. It 
doesn’t really matter; the whole point of A-to-D conversion 
is to leave voltages and currents behind and convert the data 
to numbers. 

Analog signal processing is pretty much instantaneous, 
and definitely continuous. The output of a current-to- 
voltage converter circuit, or an analog log amp, changes as 
the input changes. Some digital circuits also change outputs 
whenever their inputs change. By contrast, analog-to-digital 
converters, like digital computers, do not, by and large, 
change their outputs “instantaneously”; they take a finite 
time to do what they do, and the process, more often than 
not, involves a sequence of steps. 

The rate at which the devices execute that sequence of 
steps is controlled by an internal or external clock signal. 
Clock signals were mentioned on p. 195, in the discussion of 
digital approaches to pulse width measurement; in the world 
of microprocessors and digital logic, clocks, overclocking, 
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and clock envy are ubiquitous. You have undoubtedly no- 
ticed that AMD and Intel regularly compete for the fastest 
clock speed, with the current loser always claiming its proc- 
essor is faster even if its clock is slower. And the fastest 
ADCs are no slouches in the clock department; some con- 
vert data at rates of several GHz. The ADCs we use in flow 
cytometry, even for digital pulse processing, are quite a bit 
slower, at least for now, but, as will soon become obvious, 
speed isn’t everything. 

Free Samples? Hold it! 

If an ADC takes a finite time to operate, you might well 
ask how we can feed it a continuous input signal. The an- 
swer is that we can’t. Instead, we take a series of samples of 
the input signal. In what now seem like ancient times, this 
required the use of a completely separate circuit called a 
sample-and-hold. A sample-and-hold operates in a fashion 
similar to a peak detector (pp. 192-4; Figures 4-51 and 4- 
52). It is controlled by “sample” and “hold” logic signals; the 
“sample” signal allows the input signal to charge a capacitor 
(called a “hold capacitor), and the “hold signal disconnects 
the input signal from the capacitor. The output of the cir- 
cuit is the capacitor voltage, buffered by a high-impedance 

OP amp. 

V 

.t 

Figure 4-58. Continuous and sampled signals. The filled 
circles represent the sample points. 

Figure 4-58 illustrates the effect of sampling an arbitrary 
voltage waveform. The dark filled circles represent sample 
points, taken at regular intervals; each sample point is an 
accurate representation of the value of the waveform at the 
point at which the sample was taken. If we used a sample- 
and-hold in the sampling process, the output of the sample 
and hold would, in the absence of  droop, remain at the value 
of the last sample and then jump rapidly to the value of the 
next sample. Rapidly, not instantaneously, because it takes 
time for the hold capacitor to charge or discharge to the new 
sample voltage. But can we “trust” the series of samples to 
faithfully represent the waveform? 

The short answer is yes, provided we take samples at 
short enough intervals. Using Fourier analysis, it is possible 
to represent any arbitrary waveform as the sum of sine 

andlor cosine waves of discrete frequencies. According to the 
Nyquist sampling theorem, it is possible to completely 
reconstruct a waveform from samples taken at twice the fre- 
quency of the highest frequency component of the wave- 
form. If we look at the waveform in Figure 4-58, we see 
some sine wave-like “ups and downs,” but the sample points 
appear to be taken frequently enough to reproduce those 
fluctuations. If the waveform had changed more rapidly than 
the one shown in the figure, or if we had taken samples less 
frequently, that might not have been the case; imagine what 
the “connect the dots” line, or the “staircase” sample and 
hold output, would look like if we only used every other 
sample point, or every third sample point. 

The process of reconstructing a waveform from samples 
also typically involves Fourier analysis; it generates coeffi- 
cients for sine andlor cosine waveforms at the various fre- 
quencies that make up the original waveform. If we attempt 
to reconstruct a waveform from samples taken at a rate be- 
low the Nyquist frequency, which is twice the frequency of 
the highest component of the waveform, the computer we’re 
using won’t suddenly emit sparks and smoke; instead, it will 
give us an initially reasonable-looking set of coefficients that 
gives substantial weight to frequencies that weren’t actually 
of significance in the original waveform. This is described as 
aliasing, or sample aliasing, and, since it leads to totally 
incorrect results, should be avoided. But how? 

The necessary fix is an antialiasing filter, a low pass 
(electronic, not optical) filter that is inserted into the signal 
path somewhere ahead of the sample-and-hold. That sounds 
easy enough, and, because engineers have devoted a great 
deal of time and effort over the years to the design of filters 
with appropriately smooth responses in their passbands and 
appropriately sharp high frequency cutoff rates, we can take 
it for granted that a suitable filter will be available. In fact, 
the filter, and the sample-and-hold, may well be built into 
the same module as the analog-to-digital converter itself. 

The bottom line on sampling, then, is that samples are 
“free”; as long as we take enough of them, the discrete sam- 
ples will contain all the information that was found in the 
original continuous signal. However, we will have to pay the 
piper when we actually do our analog-to-digital conversion. 

Quantization: When Are Two Bits Worth a Nickel? 
Since we now live in a digital world, we are likely to have 

opinions on how many bits we need for this or that. The 16- 
bit digital audio recording that seemed so awesome in the 
early days of compact discs is now looked at with disdain; 
even music hobbyists can now afford computer-based hard- 
ware with 24-bit ADCs. In deciding how many bits we need 
for acquisition and analysis of data from cytometry, we have 
to consider what we want to achieve in terms of precision 
and dynamic range, and determine how each of these will be 
affected by quantization error, which is an essential, neces- 
sary, unavoidable characteristic of the analog-to-digital con- 
version process. 
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The ADCs used to date for flow cytometry generally 
convert to somewhere between 8 and 20 bits’ resolution. An 
n-bit converter has 2” channels, and we typically consider its 
output in terms of channel numbers between 0 and (2” - 1). 
The corresponding channel numbers, and the voltages repre- 
sented by the least significant bit (LSB), i.e., the voltage 
difference between channel n and channel (n + l),  assuming 
10 V full scale, are shown below in Table 4-5. 

Table 4-5. Characteristics of analog-to-digital converters. 

For an 8-bit converter, the lowest voltage that can make 
the output of an ADC register as channel 1 instead of chan- 
nel O is just over 39.1 mV. Any signal level between 0 V 
(ground) and 39.1 mV at the input would produce a digital 
output of 0,  and any signal greater than 39.1 mV and less 
than or equal to 78.2 mV would produce a digital output of 
1. At the top end, a signal level greater than 9.961 V would 
produce a digital output of 255. 

By convention, the voltage value representing a given 
channel is taken as the middle of the range of voltages that 
would be converted to that channel value. In the case of the 
8-bit, 10 V full scale ADC, the voltage values would be 
19.55 mV for channel 0, 58.65 mV for channel 1, 9.98045 
V for channel 255, etc. For any given channel, the quantiza- 
tion error is constant in magnitude at one-half the channel 
width, or i (1/2) LSB. In effect, digitizing the signal has the 
same effect as adding a small amount of quantization noise, 
with the noise having a mean of 0 and a uniform, or rectan- 
gular, distribution between - (1/2) LSB and + (1/2) LSB. 
The standard deviation of the noise is 0.29 LSB; this 
emerges from the properties of rectangular distributions, 
rather than from my hat. So, while sampling a signal does 
not degrade it, digitizing a signal does. 

While its magnitude is constant, the relative importance 
of quantization error is quite different at opposite ends of 
the measurement scale. At the top end of the range, channel 
255, the error is small; for the 8-bit converter, the peak-to- 
peak range of quantization noise is only 0.391% of full scale. 
However, at the bottom end of the range, the error is large; 
for channel 0, the peak-to-peak range of quantization noise 
represents 100% of the channel value for an 8-bit converter - 
or, for that matter, for a converter with any number of bits, 
since the channel value for channel 0 is always ( ID)  LSB. 

Suppose we are measuring DNA content in a tumor 
specimen, and want to be able to clearly resolve peaks from 

tumor and stromal cells differing in Go /GI DNA content by 
1% or less. If we use a linear scale, we need to place the 
Go /GI peak of a DNA content distribution at a value less 
than one-half of full scale in order to get both the Go /G, and 
G, /M peaks on scale. If we use an 8-bit converter, and the 
Go /GI peak of the stromal cells appears at channel 100, the 
corresponding voltage is 3.91 V. The peak-to-peak quantiza- 
tion noise at channel 100 is 1% of the signal value; the stan- 
dard deviation of the noise is 0.29 percent of the signal 
value, and, if there are any other contributions to the vari- 
ance of the measurement, other than quantization noise, we 
will probably not be able to resolve the tumor and stromal 
cell Go /GI peaks. 

As I have pointed out elsewhere*, DNA is the only sub- 
stance present in cells in which cell-to-cell variations in con- 
tent are so small that measurement to a precision of 1 per- 
cent is warranted. Distributions of cellular DNA content 
represent most of the few “needles” among the many “hay- 
stacks” found in biology. Sure, if you run plastic beads 
through the instrument, you can get scatter distributions 
with CVs less than 1 percent, but you don’t need anything 
like that kind of precision to measure light scattering from 
biological particles, which give distributions with CVs no 
less than 7-10%. In fact, the major contributors to variance 
in measurements of almost all cellular parameters are biology 
and photoelectron statistics. 

The first data acquisition systems for flow cytometers 
dealt only with data reduced to stretched pulses representing 
peak heights, integrals, etc., and used 8-bit ADCs quite suc- 
cessfully. Most instruments weren’t measuring DNA content 
with high (CVs of 1% or less) precision. Measurements of 
low intensity fluorescence, which had high CVs due to both 
photoelectron statistics and the biological characteristics of 
samples, were made using log amps, which placed signal 
levels high enough up on the 256-channel scale so that 
quantization error was not a concern. Almost all of the more 
recent instruments use 10-bit ADCs, which are more than 
adequate for high-precision DNA content measurements on 
a linear scale. 

We run into problems, however, when we try to take 
logarithmically transformed data digitized with a 10-bit con- 
verter and interconvert between log values and linear values. 
This becomes necessary when we want to revise compensa- 
tion settings after the fact using s o h a r e .  Plots of data that 
have been thus manipulated tend to have a “grainy” quality, 
although some software packages smooth out the trans- 
formed data by dithering, i.e., adding small amounts of 
additional noise in the form of random numbers. This sub- 
terfuge inevitably further degrades data, although usually not 
significantly, and intuition suggests that we could eliminate 
the need for it by using higher resolution ADCs. But how 
many bits do we need? Would 16 bits be enough? 

A look back at Figure 4-56 (p. 199) tells us “almost, but 
not quite.” The figure shows fluorescence distributions of 
beads bearing different, known amounts of fluorescent anti- 
bodies; data are displayed on a 256-channel (8-bit) linear 



How Flow Cytometers Work I 207 

scale in the top panel and on a 256-channel log scale in the 
bottom panel. However, the raw data were taken from one 
of my “ C y t ~ m u t t s ” * ~ ~ ~ ,  using a 16-bit (65,536-channel) 
ADC; conversion to a 256-channel log scale was done by a 
digital computer using a look-up table. 

We note that the peak representing the blank beads in 
the log scale display shown in the bottom panel of Figure 4- 
56 looks different from the other peaks in the histogram; the 
lower half of the peak has what has lately come to be known 
as a “picket fence” appearance, with no events appearing in 
roughly every other channel. This tells us that we will “run 
out of bits” when we try to fit 16-bit data onto an 8-bit, 4- 
decade logarithmic scale. 

The look-up table we use for the logarithmic conversion 
is a table of 65,535 bytes, with “addresses” 0-65,535. The 
byte at address n contains an 8-bit number between 0 and 
255 representing the log value corresponding to the linear 
value n. When we compare data displayed on linear and log 
scales, which we can do with another backward glance at 
Figure 4-56, we see that the log scale makes peaks at the 
high end of the scale narrower and peaks at the low end of 
the scale wider than they appear on a linear scale. It is there- 
fore not a surprise to find, when we calculate the numbers in 
the look-up table, that, at the high end, one value on the 
logarithmic scale represents a large range of linear values. 

In fact, 2,316 linear values, between 63,220 and 65,535, 
all map to log value 255. And 2,234 values, between 60,986 
and 63,219, map to log value 254. As we move toward the 
lower end of the scale, fewer and fewer linear values map to a 
given log value. By the time we get down to channel 22 lin- 
ear (channel 34 log), there is only a single linear value for 
each log value. And, for linear values lower than 22, we ac- 
tually have a choice of two or more log values; since there 
can only be one value at any address in a look-up table, it is 
necessary to select from the alternatives. 

That is what I had to do when I worked out the look-up 
table used to generate the log values shown in Figure 4-56. 
For linear values of 18, where the choice of log values was 28 
or 27, I chose 28, so there were no points plotted for chan- 
nel 27. For linear values of 17, where the choice was 26 or 
25, I chose 26; there were no points plotted for Channel 25. 
That’s how the “picket fence” got built; I can whitewash it 
somewhat by pointing out that my instrument noise level 
was right around channel 21 linear, anyway, and there 
wasn’t any point in trying to make data at that level and 
below look better. However, I would have been able to 
eliminate the picket fence effect using higher resolution 
ADCs. The problem I had was that, when I built my 16-bit 
data acquisition system, there pretty much weren’t any 
higher resolution ADCs fast enough to handle the data at 
the rate at which they were generated. 

When Bob Auer was designing the electronics for the 
Coulter EPICS XL”83, in which the goal was to eliminate log 
amps and allow data to be displayed on a 10-bit (1,024- 
channel) log scale, he calculated that he would need 20-bit 

linear data to obtain a display without a picket fence. And he 
faced the same problem I did; there weren’t any usable 20- 
bit ADCs. So he used a “divide-and-conquer’’ approach usu- 
ally known in technical jargon as subranging. 

The XL splits held signals from each of its channels; one 
is fed directly into a 15-bit converter, and the other is ampli- 
fied, using analog circuitry, by a factor of 32, and then fed 
into a 15-bit converter. For the smallest signals, the unam- 
plified signal converts to a digital value of zero; the digital 
value used for data analysis is the value obtained from the 
amplified signal. For the large signals, the digital value ob- 
tained from the unamplified signal is shifted left by five bits 
(equivalent to multiplication by 32), and this 20-bit value is 
used for data analysis. The large signals have 20-bit values, in 
which the lower 5 bits are all zeros, but they still have 15-bit 
precision; the 15-bit data from the small signals are treated 
as 20-bit values in which the upper 5 bits are all zeros. For 
the signals on the borderline, a switch controlled by a com- 
parator is used to determine whether the digital value used 
will be from the amplified or the unarnplified signal, and a 
small amount of noise is fed into the comparator to produce 
slight changes in the position of the crossover point; this 
avoids the generation of “spikes” or “notches” in histograms, 
which would otherwise be likely to occur at the crossover 
point because of slight differences in the gain of the analog 
and digital signal amplification. Most important, there are 
no picket fences to be seen. The design works. 

Both my quick-and-dirty 16-bit data analysis system and 
the more elegant 20-bit data analysis system in the EPICS 
XL eliminate the need to use log amps, and allow fluores- 
cence compensation and other procedures involving log-to- 
linear and linear-to-log conversion to be done by software 
without making the data look ratty. However, they still op- 
erate on held analog signals, and that poses a problem. If we 
want a 4-decade dynamic range, we have to be able to get 
accurate integrals or peak heights of pulses ranging in ampli- 
tude from 1 mV to 10 V. It is not at all easy to make peak 
detectors and/or integrators respond over such a large dy- 
namic range. Designing the integrators for the EPICS XL to 
meet this specification was (R. Auer, personal communica- 
tion) harder than designing the data acquisition and analysis 
system; I gave up on trying to design peak detectors with the 
necessary performance for my “Cytomutt” and, instead, 
bought them (ironically enough, from the same company 
from which I used to buy log amp modules). And the peak 
detectors only work in my 16-bit systems when they are 
performing well beyond the manufacturer’s spec; the last few 
I bought are up to spec but not good enough to use. 

The obvious solution to the problem would be to elimi- 
nate peak detectors, integrators, etc., in favor of digital 
pulse processing. It sounds easy enough; after ail, that’s the 
way we process all of our audio signals these days. In order 
to understand why digital pulse processing has taken as long 
as it has to find its way into commercial flow cytometers, we 
have to take a closer look at the innards of ADCs. 
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Analog-to-Digital Converters (ADCs) 
(and Digital-to-Analog Converters (DACs)) 

In the pulse height analyzer era, raising the issue of using 
general purpose computers for flow cytometric data analysis 
was likely to get the hardware freaks upset about a character- 
istic of ADCs known as differential nonlinearity. There are 
several different kinds of ADCs; you can see Horowitz and 
Hill’”‘, newer books on digital a ~ d i o * ~ ~ ’ . ~ ,  and the websites of 
manufacturers such as Analog Devices (www.analog.com) 
for more thorough descriptions than I am about to give). 
Some types of ADCs have more differential nonlinearity 
than others. 

Pulse height analyzers incorporated what are known as 
Wilkinson converters, which are a type of dual slope ADC. 
The dual slope ADC was conceived as an improvement on - 
what else? - the single slope ADC. A single slope ADC 
compares its input voltage with a reference voltage pro- 
duced by a circuit called a linear ramp generator (see p. 
195); this voltage starts at the low end of the range (say 0 V, 
or ground, or even a little bit below ground), and increases 
linearly with time. When a single slope ADC is used for flow 
cytometry, the strobe pulse from the flow cytometer (pp. 
191-3) is used to generate a start convert signal, a logic 
pulse which resets the ramp generator, and also resets a bi- 
nary counter, which is a digital circuit capable of counting 
up to, and storing, a value of (2n - l),  where n is the number 
of bits to which the ADC converts. The reset leaves a value 
of zero in the counter. 

When the ramp voltage goes above zero, a comparator 
turns on, or enables, the counter, which starts counting 
pulses from a clock circuit, i.e., an oscillator operating at a 
precisely controlled frequency, which puts out logic pulses at 
regular intervals. When the ramp voltage reaches the input 
voltage, another comparator stops the counter, which holds 
the count it reached. Since the ramp voltage is linear with 
time, and the clock operates at a constant frequency, the 
number stored in the counter at this point is proportional to 
the input voltage. The Wilkinson and other double-slope 
ADCs work by charging a capacitor to the input voltage, 
and then discharging it with a linear current drain, counting 
the time it takes for the voltage to reach zero, but it’s the 
same basic principle. 

The absolute accuracy of single- and dual-slope ADCs is 
not all that good, but, because of the linear characteristics of 
the reference voltage generator or current drain, they have 
very good differential linearity, that is, the voltage differ- 
ences between any two adjacent channels are very nearly 
equal. These ADCs thus produce relatively smooth histo- 
grams. O n  the minus side, single-slope ADCs also incorpo- 
rate a lot of parts, which tends to make them expensive, and 
they’re fairly slow, with speed determined by the clock fre- 
quency. The conversion time, i.e., the time required to 
generate valid digital output data following a start convert 
pulse, is also a function of the input voltage. For example, if 
the ADC uses a 10 MHz clock, and the input signal corre- 

sponds to an output value of 127, the conversion takes some 
small setup time - a microsecond or so - plus 127 clock 
ticks, or 12.7 ps. If the digital signal value is 10, everything’s 
done in the setup time plus 1 psec. If it’s 255, the conver- 
sion time is the setup time plus 25.5 ps, and so on. Even 
with a 100 MHz clock, converting a value of 1023 takes 
10.23 ps plus the setup time. 

Most of the ADCs available these days are faster, 
cheaper, and less complex than Wilkinson converters. Many 
of these are the so-called successive approximation type; 
they generate comparison voltages using a digital-to-analog 
converter (DAC), which takes a digital input and generates 
an analog (voltage or current) output. A classical DAC in- 
corporates a voltage divider made up of a string of resistors 
in series, so that points between any two resistors will be at 
1/2, 1/4, 1/8, and successive fractions of the output voltage. 
This divider is the primary source of differential nonlinearity 
in a successive approximation ADC. 

The reason for this is that, in order to get the voltage 
outputs needed from the divider, the resistors must have 
values R, W2, R/4, etc. Resistors are real-world components. 
Most of the resistors used in electronic circuits are only 
specified to be within 5% or 10% of their stated resistance 
value; for slightly more money, you can get resistors made to 
a tolerance of I%, and for substantially more than that, parts 
made to a tolerance of .O1% or better. Let’s suppose the 
smallest resistor in the voltage divider of a successive ap- 
proximation ADC, i.e., the resistor in the “1’s’’ bit, has a 
precision of 1%. In order to maintain the same voltage accu- 
racy (not precision) in the resistor in the “128’s” bit, the 
resistor has to be precise to better than .01%. That was a 
tough order when converter modules were fabricated from 
individual components. In the modern era of large scale 
integrated circuits, resistors in the DAC incorporated into a 
typical successive approximation ADC are “trimmed” to the 
necessary precision during fabrication of the circuit, usually 
by laser ablation of resistive material. The quality of the trim 
determines the differential linearity of the converter. In the 
interest of full disclosure, I will mention that DACs can now 
use calibrated current sources instead of calibrated resistors, 
and that many use combinations of the two; the state of the 
art of circuit fabrication allows differential linearity to be 
well controlled either way. 

The differential linearity spec quoted for most successive 
approximation ADCs is 1/2 LSB, which means that, in an 8- 
bit ADC, the “widths” of channels, nominally 39.lmV, 
could vary between about 20 mV and about GO mV. The 
differential nonlinearities in an 8-bit single- or dual-slope 
ADC arise from the slight deviations from true linear re- 
sponse in the ramp generator due to causes such as tempera- 
ture fluctuations, and are very small; the channel widths 
generally vary by less than 1 mV. If we tried to generate his- 
tograms from the same data using an 8-bit Wilkinson ADC 
and an 8-bit successive approximation ADC, the latter 
would be apt to produce a pretty ragged looking display, 
because what would come out of a Wilkinson ADC as, say, 
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60 cells in channel 41 and 60 cells in channel 42 could come 
out of a successive approximation ADC as 90 cells in 4 1 and 
30 in 42, or 30 and 90, or anywhere in between. Not what 
you’d like to send in to the journals. 

As Tom Sharpless pointed out in the original Big Yellow 
Flow Cytometry Book128, there’s a quick fix for this problem. 
What we do is get a 12-bit successive approximation ADC, 
with output range 0-4095, and 2.5 mV between channels. 
This will be more expensive than an 8-bit ADC, in part be- 
cause it has to have a much better trimmed resistive divider. 
If we use the upper (most significant) 8 bits’ output of this 
converter, we can reduce the apparent differential nonlinear- 
ity. The nonlinearity will still be 1/2 LSB, but we are now 
taking the converter’s 16’s bit as our 1’s bit, and thus, from 
our point of view, differential nonlinearity is reduced by a 
factor of 16. 

Without doing statistical analyses on the data, you can’t 
tell the difference between data taken with an 8-bit Wilkin- 
son ADC and data taken to 8 bits’ resolution using a 12-bit 
successive approximation ADC, and it’s hard to tell the dif- 
ference between data from the 8-bit Wilkinson ADC and 
data taken to 8 bits’ resolution using a 10-bit successive ap- 
proximation ADC. Successive approximation converters, 
which have a fixed conversion time, are also considerably 
faster than single- and dual-slope ADCs, another point in 
favor of the successive approximation devices. 

When ADCs were more expensive, people would multi- 
plex them, switching several different analog signals in suc- 
cession to the input of a single ADC, and storing the output 
data in sequence. Some of the data acquisition boards avail- 
able for personal computers, and used with older flow cy- 
tometers, still follow this practice. Multiplexing several input 
signals into one ADC obviously takes longer than using sev- 
eral ADCs in parallel, one for each signal, because you have 
to convert the first signal, store it, convert the second signal, 
store that, etc. By the time the previous edition of this book 
appeared, 16-bit successive approximation ADCs with 
conversion times of 10 ps were available for less than $25, 
and 12-bit converters were even cheaper, leading most of the 
cytometer manufacturers toward using a separate ADC for 
each data channel. This made it relatively simple to keep 
total conversion times for all channels (and few instruments 
had more than five) under about 20 ps, theoretically allow- 
ing collection of data on as many as 50,000 events/s. 

The recent development of ADCs has, to a large extent, 
been driven by the needs of the digital audio and telecom- 
munications markets. Newer ADCs incorporate technologies 
other than successive approximation, and achieve high- 
resolution conversion with better differential linearity. 

The fastest converters, appropriately called flash ADCs, 
incorporate a voltage divider and a large number of com- 
parators [(2” - 1) comparators for an n-bit conversion], but, 
unlike the ADCs we have discussed previously, convert in a 
single step. Digital storage oscilloscopes, which are rapidly 
replacing the analog variety, use 8-bit or 10- bit flash con- 
verters with conversion rates of several GHz. While pure 

flash converters are typically relatively low-resolution devices 
(10 bits or less), hybrids that incorporate several flash stages 
and other circuitry have achieved higher (14-16 bits) resolu- 
tion. The fastest 16-bit successive approximation converter 
requires 1 ps for a conversion; hybrid 16-bit converters can 
convert at 5-10 MHz rates (100-200 ns conversion time). 
BD Biosciences’ FACSDiVa digital pulse processing elec- 
tronics use 14-bit, 10 MHz converters, which, when the 
system was designed, were the fastest available devices with 
that resolution. Analog Devices, the manufacturer of those 
ADCs, now offers 14-bit, 105 MHz converters. 

Digital Pulse Processing and DSP Chips 
As long as the ADCs used in flow cytometry only have to 

digitize held analog signals such as those stored in peak de- 
tectors and integrators, conversion times of several ps are 
perfectly acceptable. Once we start doing digital pulse proc- 
essing, conversion rates must be higher. 

We have noted (p. 205) that, according to the Nyquist 
theorem, faithful reconstruction of a waveform in which the 
highest frequency component is at a frequency frequires that 
we sample and digitize the signal at a rate of at least 2f Now, 
let us imagine that the pulses we measure in flow cytometry 
are not Gaussian, but are, instead, the similarly shaped upper 
halves of sine waves. A 10 ps pulse would then be half of a 
sine wave with a period of 20 ps, and a corresponding fre- 
quency of 50 kHz. So, by the Nyquist theorem, we ought to 
be able to reconstruct the waveform if we sample at a rate of 
100 kHz, meaning one sample every 10 ps. At this point, we 
should be questioning the validity of the conceptual “model” 
we have just made of a pulse. 

The Nyquist theorem is perfectly valid, provided we are 
prepared to use Fourier analysis to reconstruct the waveform; 
this, unfortunately, is likely to require more computation, 
and more time, than we are likely to have available if we are 
trying to digitize and process eight or more channels worth 
of pulse trains coming out of a flow cytometer. If we want to 
get decent pulse information from a fast and relatively sim- 
ple computational process, we have to take more samples of 
our pulses than the Nyquist theorem would suggest. Figure 
4-59 may be of help. 

Figure 4-59. Digital pulse processing: “slicing” a 
slightly noisy Gaussian pulse with a baseline. 
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The trace in the figure represents a slightly noisy Gaus- 
sian pulse, with a baseline with DC and AC components. 
The vertical lines represent samples, or “slices,” taken at 
regular intervals; I have shown alternate samples in black and 

gray. 
At first glance, it appears that we might get a more than 

adequate characterization of the pulse by using every other 
sample, i.e., either all of the black lines or all of the gray 
lines. If you “connected the dots” at the point at which each 
set of lines intersects the trace, you’d get two curves that 
would follow the trace pretty closely. However, what we 
need to do by way of pulse processing is find the height, the 
width, and the area, or integral, of the pulse, and, if we start 
with the height, we see that the gray samples and the black 
samples aren’t equivalent. As it happens, the sample that 
hits the trace closest to the true peak value is one of the black 
samples; the values represented by gray samples on either 
side of it appear to be at least 4 or 5 per cent lower than the 
peak value. O n  the other hand, if we’re trying to find the 
pulse width, or where the pulse “begins” and “ends” by ris- 
ing above the baseline, the gray samples may give us a more 
accurate idea than the black ones; as was the case with the 
peak height estimate, this is no more than the “luck of the 
draw.” But we do get the sense that, if we tried to estimate 
the area or integral of the pulse, by talung the sum of a 
number of black or gray samples nearest the peak value, we’d 
end up with better agreement between the values from the 
black samples and the values from the gray samples than we 
had in our peak height and pulse width estimates. 

Calculation confirms what intuition suggests; Phil Stein, 
Nancy Perlmutter, and I spent a couple of days working up 
a model, in a Microsoft Excel spreadsheet, that simulates 
digitization of Gaussian pulses with various random noise 
levels. Since we had simulated the pulses, we knew their true 
areas, peak heights, and widths; we then examined the accu- 
racy and precision of 12-, 14-, 16-, and 18-bit measure- 
ments of peak height, width, and area, and compared meas- 
urements obtained by examining 8, 16, or 32 samples of a 
pulse. We found that area could be estimated to better than 
1% using only 8 samples of the pulse; taking 16 samples 
increased precision considerably, while taking 32 samples 
yielded only a small additional improvement. As was ex- 
pected, peak height and width measurement were less pre- 
cise, although values were within a few percentage points of 
the “true” value; talung more samples substantially reduced 
the measurement error, again as expected. 

These days, digital pulse processing is typically accom- 
plished using a Digital Signal Processor, or DSP Chip. A 
DSP chip is a digital computer designed specifically for sig- 
nal processing; it typically has a smaller instruction set than a 
general-purpose microprocessor, with emphasis on fast fixed- 
and/or floating-point arithmetic operations. Unlike general- 
purpose computers, a DSP chip is likely to have separate 
memories for program and data storage, and facilities to 
allow multiple computers and multiple analog-to-digital 
converters and other data sources to be interconnected. In 

particular, a DSP chip can very rapidly process a data 
stream, keeping track of a running sum of any given num- 
ber of data values. Thus, for example, the chip could output 
a series of numbers representing the sum of input data 
points 1 through 8, the sum of data points 2 through 9, the 
sum of data points 3 through 10, etc. This would be an 8- 
point unweighted running sum; it would also be possible to 
multiply different data points in the input by different coef- 
ficients, producing a weighted running sum. In the case 
where the output stream of the DSP chip is an unweighted, 
8-point running sum of input data, we say that an 8-point 
moving average filter has been applied to the data. 

Because each point in the output data stream of a mov- 
ing average filter represents contributions from multiple 
points in the input data stream, the maximum change in 
values between two consecutive points in the output stream 
will be less than the maximum change in values between two 
consecutive points in the input stream. The highest fre- 
quency information in both the input and output streams is 
predominantly represented by the changes in values between 
consecutive points; the high frequency information in the 
output stream is therefore attenuated in comparison to the 
high frequency information in the input stream. Thus, the 
moving average filter is a low pass filter, and, like an analog 
low pass filter, behaves as an integrator. 

When we try to capture the integral of a pulse using ana- 
log or hybrid electronic integrators, we have to select a trig- 
ger signal that will generate appropriately timed signals for 
the electronics that will hold the signal values. In digital 
pulse processing, the input signal streams are sampled at a 
relatively high rate, and the digital values are kept in a buffer 
memory until pulses have been identified and their areas 
and/or other characteristics have been determined. When we 
use a DSP chip to compute a running sum, we can use the 
points at which this sum reaches local maxima to represent 
the approximate centers of pulses, and the values of the sum 
at those maxima to represent the areas of those pulses. With 
a fast DSP chip and enough buffer memory, it is possible to 
identify a pulse in a signal from any detector at any of several 
observation points, and, if necessary, to work backward 
through the input data stream in the buffer to find and char- 
acterize low-level signals. The flexibility of this digital “trig- 
gering after the fact” is advantageous. 

In principle, we could use DSP to eliminate analog base- 
line restoration by monitoring the baseline signal digitally 
and subtracting an averaged value from all signal values; this 
is the digital version of the analog computation performed 
by an analog baseline restorer. However, unless the DC 
baseline signal is very small, this approach may lose dynamic 
range. In a fluorescence channel, D C  baseline is low, e.g., 
1/1,000 of full scale, corresponding to a digital value of 65 
on a 16-bit linear scale. If data are to be converted to an 8- 
bit or even a 10-bit logarithmic scale, there is ample room in 
the top channel of the scale, which encompasses many linear 
values (see p. 207). However, in a forward scatter channel, 
D C  baseline is likely to be much higher, on the order of half 
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of full scale, corresponding to a digital value of 32,767. Sub- 
tracting this value from the raw digitized signal values leaves 
only 32,767 channels available to describe pulse amplitudes, 
effectively turning the 16-bit ADC into a 15-bit ADC. This 
is not the direction in which we would like to go; we already 
know (p. 207 again) that we need 20-bit data to eliminate 
the picket fences that occasionally make bad neighbors in 
our cozy cottage industry. 

For digital pulse processing in anything approaching a 
conventional flow cytometer, ADC conversion rates, as pre- 
viously mentioned, must be at least 1 MHz; high-speed sort- 
ing and data processing demand higher conversion rates. As 
noted (p. 209), BD Biosciences elected to use a 14-bit 
(16,384-channel), 10 MHz ADC in their FACSDiVa sys- 
tem digital pulse processing system, because a higher- 
resolution part with the same conversion rate was not avail- 
able. For the record, as of late 2002, you can get 14-bit con- 
verters with conversion rates above 100 MHz, but the fastest 
16-bit converter I have seen advertised is a 5 MHz part, and 
the fastest 18-bit converter, introduced in mid-2002, has an 
800 kHz conversion rate. The electronics required for high- 
speed digital pulse processing are way too complex to make 
subranging (as used in the Beckman Coulter XL, etc.; see p. 
207) a viable option, and there are some tradeoffs involved 
in using 14-bit converters, the most obvious of which is a 
“picket fence” effect at the low end of the logarithmic scale. 

A brief digression on audio recording may help us under- 
stand the tradeoffs currently involved in digital pulse proc- 
essing. There is, in fact, a distinct possibility that slower, 
high-precision, high-resolution cytometric data analysis 
without digital pulse processing could make effective use of 
the oversampling delta-sigma ADCs now used for digital 
audio recordin?. These converters continuously sample 
signals at rates of a few MHz, and put out 24-bit data at 
rates as high as 192 kHz. You can find an easily understood 
audiovisual introduction, which also covers some of the ba- 
sics of ADCs and sampling presented in previous pages, if 
you download the “Short Course in Digital Audio” from 
Syntrillium S o h a r e ,  at (http://support.syntrillium.com/ 
tutorials. html). 

The Screwy Decibel System 

Modern audio components are likely to have a specified 
signal-to-noise (S/N) ratio of better than 80 decibels (dB). 
Decibels (the be1 derives from, and honors, Alexander Gra- 
ham Bell) measure the ratio of signal amplitudes on a loga- 
rithmic scale, with a few tricks involved. When you’re listen- 
ing to speakers, or any other sound sources, your hearing is 
responding to the acoustic power delivered to your ears. The 
power that drives a loudspeaker with an impedance of Z 
ohms comes from an amplifier that puts a current I through 
the speaker, producing a voltage difference E across the load. 
Ohm’s law tells us that E = IZ; the power, P, is EI, or E2/Z. 

The ratio, in decibels, of two power levels, PI and P, , is 

dB = 10 log,, P, /P, . 

However, we have already seen that power varies as the 
square of voltage; therefore, the ratio in decibels of the two 
voltage levels, El and E,, corresponding to the power levels 
PI and P, , is 

dB = 20 log,, El /E, . 

In our discussions of signal processing, we are generally 
interested in the ratios of signal voltages, or signal and noise 
voltages, not in powers, so we use the second formula. 

If we say that the (voltage) signal-to-noise ratio (S/N) 
of a circuit or system is 80 dB, it means that the ratio of 
(signal voltage amplitude)/(noise voltage amplitude) is 
10,000: 1. If the output is 10 V, the noise level is 1 mV. To 
those of us who grew up in the era of vinyl records and ana- 
log tape recording, a S/N of 80 dB looks pretty good, but, 
having previously looked at dynamic range in cytometry, we 
are now (I hope) aware that an 80 dB range just barely 
encompasses 4 decades. 

I might add that the frequency response spec of 20- 
20,000 Hz i 0.5 dB, which also sounds pretty good when it 
is hung on audio equipment, allows for about 6 percent 
variation in output level over the frequency range, and that 
i 0.5 dB is about as close to ideal as the best log amp re- 
sponses get. So there is plenty of motivation for moving 
toward digital signal processing and high-resolution analog- 
to-digital conversion in cytometry. 

A stereo audio CD contains 16-bit data for each channel, 
which is played back at the rate of 44,100 data points per 
channel per second; it obviously must be recorded using a 
sampling rate of at least 44.1 kHz and 16-bit ADCs. How- 
ever, most professional audio recording is now done at 
higher sampling rates, using ADCs with more bits, for a 
number of reasons. 

One is that music, or at least most of the music I listen 
to, has a fairly wide dynamic range. The SPL or Sound 
Pressure Level scale used to describe audible sound defines 
the level of 0 dB SPL as the intensity of a 1 kHz tone barely 
audible to the normal human ear; at a rock concert, the level 
frequently reaches 120 dB SPL, which, before there were 
rock concerts, was observed to make most people uncom- 
fortable, and thus came to be known as the threshold of 
pain. The SPL scale, incidentally, describes pressure levels 
rather than audio power levels; two sounds differing by a 
factor of 10 in amplitude are thus 20 dB apart, rather than 
10 dB apart, on this scale. Microphones and their associated 
amplifiers convert pressures into voltages, which, as noted at 
left, also differ by 20 dB, rather than 10 dB, for each factor 
of 10 difference in amplitude. 

Classical music covers a range from 40 dB SPL (ppp, very 
soft) to 100 dB SPL (B very loud). When recording it, we 
need to keep theflsignal at or below the top of the range of 
our ADC to avoid clipping, which would distort the sound 
when it was played back (this isn’t usually a problem in rock 
music, in which clipping is frequently introduced intention- 
ally). But back to Symphony Hall, where we have adjusted 
the gain of our microphone preamplifiers so that the loudest 
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part of the piece, at 100 dB SPL, comes out at the high end 
of a 16-bit converter, i.e., channel 65,535. The softest @pp) 
passages, at 40 dB SPL, with 1/1,000 the amplitude, will 
therefore end up at channel 65, and much of the music will 
come out somewhere in between, probably at channel num- 
bers below 1,000. 

Now, suppose we want to do our audio mixing and edit- 
ing digitally. This is going to involve some multiplications 
and subtractions, and, the more of them we do, the more 
likely we are to end up with some “picket fence” effects at 
the low end of the digital scale in the output data. There are 
a number of fixes for this. One of the things we can do is use 
“companders” (compressor-expanders) in the electronic cir- 
cuitry, transforming amplitudes according to a nonlinear 
curve so that sounds at the low and middle ends of the range 
get converted to higher channel values than they would oth- 
erwise. 

The same trick has long been used in cytometry; the 
nonlinear curve with which we are already familiar is a loga- 
rithmic curve, and the input side of a compander acts pretty 
much like a log amp. And, yes, it may only be accurate to 6 
percent or so, but that is within the If: 0.5 dB tolerance usu- 
ally specified for high quality audio. 

We could also add a little random noise to the signal, 
getting rid of the “picket fences,” albeit also degrading signal 
quality slightly; this maneuver is also used in cytometry, as 
when data have been converted from relatively low resolu- 
tion (10 bits or less) log scales to linear and back during af- 
ter-the-fact software compensation. 

The diehard digital audio purists, and most of the pro- 
fessionals in the recording business, even those who record 
rock, won’t have any of this. They can now get 24-bit con- 
verters that sample at 192 kHz, giving them enough dy- 
namic range to do all of the editing and add all of the effects 
they need, and then interpolate and round off to convert the 
finished product to a 16-bit, 44.1 kHz sample rate CD- 
quality audio file. Or they can leave it as a 24-bit, 192 kHz 
DVD-quality audio file. 

You can now buy an 8- or 10-channel, 24-bit, 192 kHz 
digital audio recording accessory for your computer for un- 
der $2,000; the 24-bit converters used in such systems cost 
less than $10 apiece. Table 4-5 (p. 206) tells us that 1 LSB 
in a 24-bit converter with a 10 V full scale input range 
amounts to 596 nV; since the noise level in even the most 
carefully designed electronics is likely to be tens of micro- 
volts, we can guess that we won’t capture a real 24-bit signal. 
However, we are likely to be able to get 20 bits’ worth of 
useful information, and that should eliminate the picket 
fence effect and the inaccuracy at the low end of the stan- 
dard 4-decade scale. I speculate that one could feed the out- 
puts of peak detectors and integrators into such a gadget, 
and get good data from cells at rates of a few thousand/s. 
That would he perfectly adequate for high-sensitivity, high 
precision fluorescence flow cytometry, which is likely to 
require relatively slow flow rates and thus not process tens of 
thousands of cells per second, anyway. I’ve already got the 

audio recorder; playing with it (for audio as well as for flow 
data) will have to wait until I finish writing this book. At 
worst, it should be useful for the sequel to my audio opus, 
Songs for the Jaundiced Ea32470. 

Pulse Slicing: Deja Vu All Over Again 
Moving from CD players back toward C D  antigens, it 

seems inevitable that the detector signals in most flow cy- 
tometers will eventually be handled by DSP techniques, 
eliminating the analog and hybrid baseline restorers, thresh- 
old sensing and front end electronics, integrators, peak de- 
tectors, and pulse width measurement circuits on which we 
have just spent so much time. A fast enough DSP pulse 
processing system would even be able to sample light source 
power output and perform digital compensation for noise 
fluctuations, almost certainly performing better than the 
analog source noise compensation circuit I described on pp. 
147-8. That’s the future of digital pulse processing in cy- 
tometry; however, we should not forget that it also has a 
distinguished past. 

Slit-scanning flow cytometers were 
pioneered by Leon Wheeless and his colleagues beginning in 
the 1970’s, and investigated by a number of others then and 
since. A slit-scanning cytometer uses an extremely narrow 
region of illumination; beam heights under 5 pm are the 
norm. The resulting signals from cells can reveal morphol- 
ogic information in the form of intensity variations along the 
length of a pulse. The original work in this field used rela- 
tively primitive computers for signal analysis, and was done 
at a time when it was only feasible to use 8- and 10-bit 
ADCs for data acquisition. This limited the dynamic range 
of data collection; however, many of the early applications of 
slit-scanning were to analysis of fairly strong fluorescence, 
low dynamic range linear signals from cells or chromosomes 
stained with nucleic acid dyes, and investigators’ primary 
motivation for studying the technique was the desire to pur- 
sue applications of pulse shape information. 

Other experimental 2473-4 digitized detector 
signals at rates up to tens of MHz in order to collect enough 
points (in some cases, over 100) to provide detailed informa- 
tion on the shapes of pulses as well as the more conventional 
measures of pulse height, width, and area. The RATCOM 
Personal Cytometer, the predecessor of today’s NPE instru- 
ments (see Chapter S), was probably the first commercial 
instrument to implement digital pulse processing, using 8- 
bit ADCs, around 1990; the objective in this case was to 

provide a highly accurate integral for DNA analysis, rather 
than high dynamic range. Earlier attempts at digital pulse 
processing used specially fabricated application-specific 
integrated circuits (ASICs) to perform the function of 
DSP chips, which were not yet available with the required 
speeds and processing capabilities; newer digital pulse proc- 
essing systems may use both DSP chips and ASICs. 

Those of us who design flow cytometers today typically 
want to be able to process sixteen or more detector signals, 
captured in three or more illumination regions, from tens of 

171-4, 610-7, 1111-2, 1166.72 
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thousands of cells per second. We expect that the data will 
have a large dynamic range, that is, at least four decades, and 
that there will be substantial spectral overlap between sig- 
nals, requiring fast s o h a r e  compensation and conversion 
between linear and logarithmic scales, and we want to do all 
of the processing in a short enough time to permit us to 
make sorr decisions before the cells of interest are lost to us. 

Getting pulse shape information is not a major concern, 
at least for the time being, and we can usually settle for rela- 
tively crude indicators of pulse width and height, which will 
be used primarily for discriminating between single cells and 
multiplets. What we care most about is getting accurate in- 
tegral values representative of the amounts of fluorescence 
measured from each cell in each spectral region. 

In theory, taking a large number of digital samples of 
each pulse should provide a very large dynamic range for the 
value of the integral. If a pulse is at least 6.4 ps long, an 8-bit 
converter sampling at 40 MHz (1 sample every 25 ns), will 
acquire at least 256 samples of the pulse, each with a value 
between 0 and 255. The integral, which is the sum of the 
256 values, can theoretically range between 0 and 65,280; 
this appears to yield the same dynamic range as a 16-bit 
ADC. However, we are still dealing with an 8-bit converter, 
which, if it operates over a range of 0-10 V, has channels 
spaced 39 mV apart (Table 4-5, p.206). Unless the pulse 
amplitude exceeds 39 mV at some point, the converter out- 
put will remain at 0, and the integral will remain 0. The 
converter won’t even notice 10 mV or 1 mV pulses. We’re 
stuck in the upper 2 1/2 decades of a 4-decade dynamic 
range. 

If we move to a 12-bit converter, with channels spaced 
about 2.4 mV apart, we won’t have a problem with 10 rnV 
pulses, or even 3 mV pulses; this gives us a 3 112 decade 
range, although the 1 mV pulses at the bottom of the fourth 
decade remain invisible. Since the 12-bit converter output 
ranges between 0 and 4,095, we could, in theory, get away 
with 16 samples of a pulse, dropping the sampling rate from 
40 MHz to 2.5 MHz. With a 14-bit converter, output 
ranges between 0 and 16,383, and the channels are 600 pV 
apart. If we kept the sampling rate at 2.5 MHz, we’d get 16 
samples of a 6.4 ps pulse, the values of the integral could 
range between 0 and 262,128, and the converter would re- 
spond to a 1 mV pulse. And, if we sampled at 10 MHz with 
the 14-bit ADC, as is done in BD’s FACSDiVa electronics, 
we could get 16 slices of a 1.6 ps pulse, again giving us a 
maximum possible value of 262,128 for the integral. How- 
ever, if we think about it, we will quickly find that we won’t, 
and don’t want to, ever get actual values close to that maxi- 
mum. Here’s why. 

We expect to be looking at pulses that are more or less 
Gaussian in shape. In order to get a pulse integral value of 
262,128, we have to record a value of 16,383 for each of the 
16 slices of the pulse in question. Such a pulse would be 
rectangular, not Gaussian; if we encountered a real pulse 
that gave us this integral value, we could be sure that we 
were not capturing an accurate value of the integral. We 

would, presumably, be looking at the lower portion of a 
Gaussian pulse with amplitude exceeding the maximum 
acceptable input value for the ADC, and our signal would be 
clipped. Clipping (p. 21 I) is a well-known phenomenon in 
audio recording; if you overdrive preamplifiers and/or ampli- 
fiers, or put too large a signal into a digital recording device, 
you turn sine waves into roughly square waves, producing 
audible distortion. 

In audio applications, clipping is often done intenrion- 
ally, without penalty, to produce a distinctive sound effect; 
in digital pulse processing and football, there are penalties. 
O n  our playing field, the only way to avoid them is to keep 
the pulse amplitude sufficiently low so that no more than 
one point - the peak of the Gaussian pulse - produces the 
maximum output from the ADC. The other samples of the 
pulse will have lower values; we can easily calculate what 
they will be using a table of the Gaussian or normal distribu- 
tion, and this will tell us what the practical attainable maxi- 
mum value for the pulse integral should be. 

In Chapter 5, we will delve into the anatomy of the 
Gaussian distribution in some detail. For the present, we 
will simply consider an integral of the Gaussian pulse com- 
puted by taking 16 14-bit slices evenly spaced over an inter- 
val in which theory tells us we will find a little more than 39 
percent of the area of the pulse. The maximum value for the 
16-slice integral, obtained when the true peak value is 
16,383 (corresponding to a 10 V pulse if the full scale range 
is 0-10 V), is about 102,500. If 10 V represents the top of a 
4-decade dynamic range, 1 mV represents the bottom; the 
digital value for the 16-slice integral of a 1 mV pulse is 10, 
that for the integral of a 10 mV pulse is 102, etc. 

In theory, a digital value of 1 should correspond to the 
integral of a 100 nV pulse, allowing an integral of 16 14-bit 
slices to represent data spanning a five decade dynamic 
range. However, Table 4-5 (p. 206) tells us that the 14-bit 
converter will not produce an output above 0 unless the 
input signal level exceeds 610 nV. That means that there is 
little point in attempting to display integral data from a sys- 
tem such as the FACSDiVa on a five-decade logarithmic 
scale. In fact, since a four-decade scale would encompass 
digital values between 10 and 102,500, and since we h o w  
(p. 207) that we need 20-bit integral values (ranging be- 
tween 104 and 1,048,575) to generate a smooth four-decade 
logarithmic scale occupying 1,024 channels, we should not 
be surprised when we see some “picket fence” effects at the 
lower end of the FACSDiVa’s displays. But how much does 
it matter? 

In Defense of de Fence 
I feel obliged to make the same apologies for the 

FACSDiVa’s picket fences as I made on p. 207 for my own, 
which result from my use of a 16-bit ADC, rather than a 20- 
bit converter, to convert held peak signal values. As already 
noted, digital pulse processing makes it possible to use al- 
most any combination of signals from any illuminating 
beam(s) for triggering, and provides digital integral values 
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covering a sufficiently large range to eliminate the need for 
logarithmic amplifiers and to permit fluorescence compensa- 
tion to be done rapidly enough (by yet another DSP chip) 
for sort decisions to be based on compensated data values. 
That’s the good news; the bad news is that, if we want to get 
16-slice integrals from tens of thousands of cells per second, 
we’re pretty much stuck with using 14-bit converters, and 
picket fences appear in the bottom half of the bottom decade 
on a four-decade logarithmic scale. 

If we define that scale in terms of numbers of molecules 
of some substance measured in or on a cell, we can cover the 
range from 100 molecules to 1,000,000 molecules. Most of 
the CD antigens we detect on cells from the blood and im- 
mune system do not reach the level of 1,000,000 molecules 
per cell, and most of the flow cytometers we use to detect 
these antigens cannot reliably detect 100 molecules of anti- 
gen above background. So, we might want to regard the 
picket fences in our displays as if they bore the sign “beware 
of the data,” and not try to play with what is behind them. 
I’ll have more to say about this later (pp. 244 and 562-3). 

Digitization: Tying It All Together 
A few years back, a good friend of mine sent me a book 

called The 85 Ways to Tie a TiF5.  I knew three of them, 
and have added a fourth to my repertoire because it is useful 
for woolen and woven neckties. I don’t think there are 85 
ways to get high-resolution digital data out of a flow cytome- 
ter, but there are a couple of approaches I haven’t men- 
tioned, and now is the time to summarize existing methods. 

As noted above, digital pulse processing is unique in of- 
fering highly flexible triggering schemes and the potential for 
really effective source noise compensation; if ls-bit, 20 
MHz ADC’s were available, there would be almost no 
downside, other than the complexity of the circuitry in- 
volved. 

Digitizing held peak and/or integral values to 20 bits’ 
precision, as is done in the Beckman Coulter EPICS XL, 
requires a high level of performance from peak detectors and 
integrators, and also, in its present form, introduces the 
complexity required for subranging analog-to-digital conver- 
sion. The electronics can be made fast enough to deai with 
tens of thousands of cells per second; although Beckman 
Coulter’s current sorters still use log amps and hardware 
compensation, it seems likely that a switch will be made to 
high-resolution digitization to keep the product line com- 
petitive. There is a possibility that 24-bit ADCs designed for 
audio recording could be used for high-resolution capture of 
flow cytometric data from a few thousand cells per second; 
this approach might also permit the use of somewhat lower- 
performance peak detectors and integrators. 

DakoCytomation’s MoFlo line of high-speed sorters uses 
log amps, and digitizes log scale held peak and integral signal 
values to 16 bits’ precision. Calibration curves for the log 
amps are stored in memory, and the digitized log data are 
converted to a linear scale to allow real-time s o h a r e  com- 
pensation to be accomplished by a DSP chip. The 16-bit 

digitization of the original log data provides enough resolu- 
tion to allow compensated data to be displayed on a four- 
decade log scale with no picket fence effects. 

The manufacturers’ marketing and sales people are a 
good deal more partisan about the virtues of their respective 
methodologies than are the people who design and build the 
hardware and develop the firmware and software. At the 
present state of the art, while all of the approaches to high- 
resolution digital flow cytometric data processing involve 
tradeoffs, any of them is preferable to doing things the old- 
fashioned way with log amps and hardware compensation, 
especially when more than three fluorescence measurements 
are made of each cell. 

4.10 PERFORMANCE PRECISION, SENSITIVITY, 
AND ACCURACY 

The performance of flow cytometers is generally dis- 
cussed in terms of precision, sensitivity, and accuracy, of- 
ten in that order. It is, perhaps not coincidentally, easiest to 
characterize precision, and hardest to characterize accuracy. 

Precision describes the extent to which identical values 
are obtained from measurements of identical particles; the 
measure of precision most commonly used is the coefficient 
of variation or CV. 

The definition of sensitivity has changed somewhat as 
cytometry has evolved; the measures originally proposed 
were the minimum size of particles or amount of a substance 
detectable above background by the apparatus, inferred from 
measurements of scatter or fluorescence signal intensities. 
Current practice aims to quantify the extent to which popu- 
lations with very small signal intensities can be resolved from 
one another. 

Accuracy describes the degree to which the measure- 
ment results produced by the flow cytometer conform to 
“true” values. Until recently, considerably more attention 
was paid to precision and to sensitivity than to accuracy, 
with good reason; until precision and sensitivity have been 
established, it is difficult to define a framework in which to 
characterize accuracy. 

Precision; Coefficient of Variation (CV) 
As was noted in the introductory discussion on pp. 18- 

22, the measurement precision of a cytometer is routinely 
characterized by accumulating a distribution of measured 
values of fluorescence or light scattering intensities from 
“nearly identical” particles, and computing the coefficient 
of variation (CV), which, expressed as a percentage, is 100 
times the standard deviation (S.D.) divided by the arith- 
metic mean, or average. 

The particles may be artificial, e.g., fluorescent polysty- 
rene microspheres, or biological, e.g., fixed, stained cell nu- 
clei. Among cellular parameters measurable by flow cytome- 
try, only DNA content is so precisely regulated as to vary by 
less than 2% from cell to cell in homogeneous, nondividing 
populations. Nuclei from quiescent or largely quiescent cell 
populations such as avian erythrocytes or mammalian pe- 
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ripheral blood lymphocytes, stained with appropriate fluoro- 
chromes, can therefore be used to test the precision of fluo- 
rescence measurements. When this is done, the CV is calcu- 
lated for the Go /G, or diploid peak of the DNA fluorescence 
distribution. Because inclusion of early S phase cells may 
affect calculations done by computation of the mean and 
variance, it is usually convenient to estimate the standard 
deviation as one-half the width of the peak at 60% of its 
maximum height or as (1/2.36) the full width at half 
maximum height (FWHM). 

When brightly stained fluorescent beads and cell nuclei 
stained for DNA are used to assess instrument precision, 
enough photons are typically collected from specimens so 
that photon statistics are not a major contributor to the vari- 
ance of fluorescence distributions. In most cases, i.e., for 
most flow cytometric measurements, CVs below 5% are 
acceptable; for DNA measurements, CVs below 3% are 
preferable. Most modern instruments can achieve CVs be- 
tween 1% and 2% in scatter and fluorescence measurements 
of beads. 

Although beads are now more commonly used than nu- 
clei to measure instrument precision, the intrinsic CV of 
nuclei is likely to be lower; the most precise instruments, 
using a highly DNA-selective stain such as DAPI or a mix- 
Cure of mithramycin and ethidium, can achieve CV’s on the 
order of 0.5 percent. The stains just mentioned, respectively, 
require W and blue-violet excitation; DNA fluorochromes 
excitable at the 488 nm wavelength most commonly used in 
flow cytometers are less DNA-selective, and require that 
nuclei be treated with R N h e  to eliminate fluorescence 
variations due to RNA staining. 

Precision may be decreased by fluctuations in light 
source output, by poor alignment of optics, and by distur- 
bances of fluid flow. If the optics of a flow cytometer are 
adjustable, it is customary to make such adjustments as are 
needed to maximize the signal from the fluorescent particles 
used for precision determination before making a definitive 
estimate of precision; brightly stained beads with a low in- 
trinsic CV are often referred to as dignment beads because 
they are used for this purpose. In modern instruments that 
normally do not need alignment, fluid flow problems should 
be the primary suspect when a decrease in precision (i.e., an 
increase in CV) is noted, and the flow system should be 
checked and flushed and cleaned, if necessary, before a ser- 
vice call is initiated. A consistent decrease in laser output 
power points to laser light noise as the source of an other- 
wise explained loss of precision. 

It should be obvious that it is pointless to attempt to de- 
termine either the sensitivity of an instrument or its meas- 
urement accuracy until it can be demonstrated that perform- 
ance is up to the manufacturer’s specifications in terms of 
precision. 

Sensitivity I: Minimum Detectable Signal 

The sensitivity of a flow cytometer may be defined in 
several different ways. Measurement of what should properly 

be called instrument sensitivity was originally based on 
determination of the minimum amount of fluorescent mate- 
rial, or minimum number of photons from a test light 
source, detectable by the instrument when no cells are pre- 
sent. This was originally done by determining the minimum 
concentration of dye which, when run through the system, 
increased the fluorescence detector signal above background, 
and calculating the number of dye molecules in the observa- 
tion volume; detection limit experiments were also done by 
Loken and Hertenberg using cells stained with antibodies 
bearing both fluorescent and radioactive labels’54. The Stan- 
ford and B-D FACS instruments of the mid-1970’s were 
found to be capable of detecting about 3,000 molecules of 
fluorescein. By the late 1970’s, the Block apparatus used for 
analyses of vir~ses’~ could detect a few dozen molecules of 
fluorescein; in the 1980’s, work by the Los Alamos group 
culminated in the detection of single molecules of phyco- 
erythrin in solution, using single photon counting tech- 
niques on a slow flow systemm. 

In applications of flow cytometry such as immunofluo- 
rescence measurement, the paramount issue is generally how 
many molecules of a label such as fluorescein, attached to a 
ligand, are detectable on a cell surface; this provides a more 
practical definition of sensitivity, which, in this context, is 
more likely to be limited by cellular characteristics, in par- 
ticular, autofluorescence, than by instrumental factors. 

For example, the instrument sensitivity of 3,000 fluo- 
rescein molecules mentioned above for the 1975 vintage 
FACS instruments was not attainable in immunofluores- 
cence measurements of lymphocytes, because the fluores- 
cence of unstained lymphocytes, as then measured with 
those instruments, was broadly distributed in the range 
equivalent to the fluorescence of 5,000-10,000 fluorescein 
molecules. It was therefore necessary to have several times 
that amount of fluorescein bound to antibody on a cell sur- 
face before one could be sure that the cell was stained. 

A third measure of sensitivity is useful in evaluating the 
efficiency of flow cytometer designs. If measurements are 
made of unstained cells (autofluorescence) and of weakly 
stained cells, two peaks representing brighter and dimmer 
cells will appear in the fluorescence distribution. Sequential 
measurements are made of a bimodal population, starting at 
low laser power; the ratio of the linear values representing 
the bright and dim cell peaks is plotted against laser power 
and power is increased and measurements repeated until the 
ratio reaches a plateau value; the laser power used is then 
noted. By this criterion, i.e., the amount of laser power at 

488 nm needed to achieve maximum fluorescein fluores- 
cence measurement sensitivity, the B-D FACScan (plateau at 
8-10 mW) and Coulter Elite are among the most sensitive 
apparatus; the stream-in-air sorters (50 rnW for the B-D 
FACStar, up to a few hundred m W  for older B-D and Coul- 
ter EPICS sorters) are least sensitive. However, by the same 
criterion, the old arc source B-D FACS Analyzer, using 546 
nm light to excite phycoerythrin-labeled antibodies, was 
approximately ten times as sensitive as any instrument using 
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Figure 4-60. MESF threshold sensitivity 

488 nm light and fluorescein antibodies, in part because the 
highly efficient phycoerythrin is optimally excited at 546 nm 
and in part because autofluorescence, which in most cells is 
due predominantly to flavins, is much less with 546 nm 
excitation than with 488 nm excitation. 

Sensitivity II:  MESF Units 
A technique still widely used for determination of flow 

cytometer sensitivity, originally developed by Dr. Abraham 
Schwartz':6', expresses detection limits in terms of Mole- 
cules of Equivalent Soluble Fluorochrome, or MESF 
Units. The method is illustrated in Figure 4-60; it uses a 
mixture of beads, including some labeled with several differ- 
ent, known, numbers of molecules of the fluorescent dye of 
interest and some undyed blank beads. The expression of 
fluorescence in terms of equivalent soluble fluorochrome is 
necessary because the amount of dye on the beads is meas- 
ured by comparing the bulk fluorescence of a bead suspen- 
sion and a dye solution: in general, the quantum efficiency 
of a dye is decreased following its covalent linkage to a bead 
or other substrate. 

The bead mixture is analyzed in the flow cytometer: a 
histogram of fluorescence from single beads, on a log scale, is 
acquired using a fonvard/orthogonal scatter gate. This histo- 
gram yields the channel numbers corresponding to the me- 
dian values of the peaks representing the dyed and blank 

determination using fluorescein-labeled beads. 

beads; the peak locations of the dyed beads and the mean 
numbers of dye molecules on each dyed bead population are 
used to derive the equation of a least-squares regression line 
relating the channel number to the log of the number of 
MESF units per bead. The resulting equation is then used to 
calculate the number of MESF units corresponding to the 
channel number of the blank bead peak. This MESF 
threshold represents the minimum number of molecules of 
the fluorochrome detectable by the instrument; in essence, it 
tells you how many molecules the cytometer sees when there 
aren't any molecules there. Figure 4-60 represents data from 
beads covalently labeled with fluorescein; the median fluo- 
rescence of the blank beads was calculated to be equivalent 
to the fluorescence of 280 molecules of soluble fluorescein. 
Surveys of several hundred laboratories"6' in 1989-90 found 
median fluorescein detection thresholds near 900 MESF. 

Abe Schwartz later suggested that the MESF threshold 
determination be modified by using the first channel num- 
ber above the peak representing the blank beads, rather than 
the median channel of the peak; the calculation then yields 
the minimum number of dye molecules detectable above the 
background of blank particles. This number, obtained using 
the data shown in Figure 4-60, is 620 MESF. 

When unstained cells are added to the bead mixture used 
for sensitivity determination, the level of cellular autofluo- 
rescence can be expressed in MESF units. The 1989-90 mul- 
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tilaboratory survey conducted by Schwartz and Ferna'ndez- 
Repollet"6' found the lymphocyte autofluorescence peak 
corresponded to 657 * 270 MESF of fluorescein; the 98th 
percentile value was 2552 1748 MESF. Monocytes and 
granulocytes had somewhat higher autofluorescence. In 
comparing the value of 657 MESF for lymphocytes to the 
5,000 fluorescein equivalent value reported by Loken and 
Herzenberg in 1975154, we should note that the older meas- 
urement was made over a much wider spectral range; a 530 
nm long pass filter was used, rather than the 520 or 525 nm 
bandpass filters now favored for fluorescein measurement. 
Since the peak of cellular autofluorescence emission is at 
around 550-560 nm, the larger bandwidth of the long pass 
filter will increase the autofluorescence signal to a greater 
extent than the fluorescein signal. In addition, it is likely 
that the older measurement was affected by both filter fluo- 
rescence and relatively high background light levels. 

The major sources of error in sensitivity determination 
and autofluorescence measurement in MESF units as just 
described appear to be offsets and deviations from true loga- 
rithmic response in log amp circuits. Both of these have a 
much greater effect on the lowest decade, in which the blank 
generally lies, than on the higher decades; as a result, the fact 
that the labeled beads lie very close to the regression line 
provides little assurance that the line can be accurately ex- 
trapolated. 

The problems likely to be introduced by log amps may 
be avoided by measuring the beads at high gain on a linear 
scale. Start with a low enough gain so you can see the bright- 
est beads, then, increase the gain so that all but the one or 
two dimmest labeled beads and the blank go off scale. You 
can then calibrate your channel numbers in MESF units. If, 
for example, the peak representing the beads with 9,000 
MESF is placed at channel 200, then each channel repre- 
sents 45 MESF. If the peak representing the unlabeled beads 
is at channel 10, that corresponds to 450 MESF. 

I should add that when you're looking for very small sig- 
nals, e.g., weak immunofluorescence or nucleic acid probes, 
you're likely to be better off using a linear scale for two rea- 
sons. The dynamic range with which you have to deal under 
those circumstances is usually not very large, so you can keep 
everything on scale, and not have to deal with inaccuracies 
that log amps might introduce at the low end. Also, in order 
to be accurate, you should express the fluorescence intensity 
of stained cells in terms of their difference from unstained 
cells, and you can't do the subtraction on a log scale. How- 
ever, whether you work on a linear or a log scale, you do 
need to establish the linearity of your instrument, which 
leads me to digress briefly from sensitivity to accuracy. 

Accuracy I: Linearity (and Nonlinearity) 
The accuracy of flow cytometers, i.e., the degree to 

which the measured values approach the true values of the 
variables measured, is less often discussed than the precision 
or sensitivity. Numerous instrumental factors can affect ac- 
curacy; one of those most often encountered is nonlinearity. 

One of the more common examples of nonlinearity is the 
situation in which G,/S phase cells, which we know have 
twice the amount of DNA in GJG, phase cells, appear to 
have substantially more or less than that. This can be due to 
substantial offsets in the electronics, in which case dealing 
with the problem may require anything from turning a knob 
or trim potentiometer to redesigning the instrument. How- 
ever, in older instruments, nonlinearity in DNA content 
measurements was more likely to be caused by the use of 
pulse height instead of pulse area or integral measurements 
with beam geometries in which the pulse height was not 
proportional to the integral. 

Perhaps the easiest way to assess the linearity of a fluores- 
cence channel in a flow cytometer is to analyze high- 
intensity fluorescent plastic beads, measuring the integral or 
area rather than the height of pulses on a linear scale. There 
will invariably be a small population in the fluorescence dis- 
tribution representing doublets; the channel number at 
which the peak for this population is found should, ideally, 
be twice the channel number at which the main peak repre- 
senting the singlet population is found. If the ratio of the 
doublet and singlet peak channel numbers is more than 
2.02, or less than 1.98, it is probably advisable to adjust the 
instrument. For critical work, the linearity assessment should 
be repeated at different PMT gains to cover as much of the 
measurement range as possible. 

Accuracy is also often estimated by adding internal stan- 
dards to specimens, e.g., avian and/or fish erythrocytes, 
which contain known amounts of DNA, to cell nuclei 
stained for DNA, or by interspersing controls, such as beads 
bearing known amounts of fluorescent antibody, among 
immunofluorescence samples. These and other techniques 
for measuring and maintaining accuracy are essential for 
both quantitative measurements and quality control, and 
will be discussed in Chapter 10. 

Sensitivity 111: What's All the Noise About? 
We are now approaching the end of our long strange trip 

(drip?) through the hardware of the flow cytometer. Like 
medical students, who develop the symptoms of each new 
disease they study, we are now acutely aware that things can 
go wrong with most parts of the instrument, and suspicious 
that, according to Murphy's Law, they will. And, like medi- 
cal students, who are told that, under most circumstances, 
when they hear hoofbeats, the hooves are more likely horses' 
than zebras', we have to try to put what we've learned into 
perspective, and figure out what's likely to go wrong enough 
to bother us. 

Most of what goes wrong enough to seriously compro- 
mise the sensitivity and precision of flow cytometric meas- 
urements falls under the heading of noise; since the early 
days of flow cytometry, the sources and effects of noise have 
been studied in detail from both theoretical and experimen- 
tal viewpoints. In the 1970's, Holm and Cram"" and 
McCutcheon and Miller'24 established that fluorescence 
measurement precision decreased, i.e., that CV increased, as 
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lower fluorescence intensities were measured; this was what 
would be expected on the basis of photon statistics. 

Sensitivity IV: More Photons Give Better Precision 
In 1983, Pinkel and  steer^"^' described a method for de- 

termination of sensitivity based on measurement of the CV 
of fluorescence distributions of pulses from a light-emitting 
diode (LED) placed in the light collection path. PMT volt- 
age and amplifier gain were adjusted to keep the pulses in 
the same position as the intensity of the pulses was varied. 
Using LED pulses instead of test beads allowed sensitivity to 
be determined with the flow cytonieter's laser turned off, 
eliminating most of the effects of background light; the 
magnitude of these effects was then estimated by repeating 
the sensitivity determination with the laser on. CV's ob- 
tained from plastic particles can be compared to standard 
curves obtained using the LED to determine whether pho- 
ton statistics contribute significantly to variance, in which 
case precision may be increased by using higher laser powers. 

Ubezio and Andreoni"" also investigated the relative 
contributions of photon statistics and instrumental factors to 
CV, by analysis of measurements made of propidium- 
stained nuclei at different laser power levels. Between 10 and 
60 mW, the channel number of the diploid peak was exactly 
proportional to excitation power, i.e., results were not sig- 
nificantly affected by bleaching or saturation. A linear rela- 
tionship was observed between (CV)' and the reciprocal of 
excitation power, with a fixed offset due to instrumental 
factors (contributions to CV from different sources add in a 
"root-mean-square" (RMS) manner; the total CV is the 
square root of the sum of the squares from individual con- 
tributions). 

Sensitivity V Background Effects 
A 1992 article'lG5 by Steen considered effects of signal 

strength, background, and detector quantum efficiency on 
sensitivity and precision; a pulsed LED was again used for 
sensitivity determination. When only photon statistics and 
background light noise are considered, maintaining instru- 
ment fluorescence sensitivity in the face of increasing back- 
ground noise requires increasing the excitation intensity. 
When background noise is significant, sensitivity increases 
with the square root of excitation intensity; cutting the de- 
tection limit in half requires a fourfold increase in power, 
When noise is negligible, the same increase in sensitivity 
requires only a twofold increase in power. The increased 
power needed to maintain sensitivity as noise increases has 
an effect that, at first, seems paradoxical; given two instru- 
ments with equivalent sensitivity, the precision is higher in 
the instrument with the higher background. 

This is so because the effect of background on precision 
diminishes at increasing signal levels. At the detection limit, 
the signal-to-noise ratio, i.e., the ratio of the number of pho- 
tons coming from the sample particle to the number coming 
from the background, is 1. The more photons come from 
the background, the more are needed from the particle in 

order to detect ir; increasing the excitation power gets more 
photons. All other things being equal, however, CV de- 
creases, and precision increases, as the number of photons 
collected from the sample particle increases. 

Near the detection limit, CV is near 100% for any in- 
strument; well above the limit, CV is lower, and precision is 
higher, for the instrument with higher excitation power. 
This is not to say that you will improve performance of your 
instrument by taking the cover off and running it at the 
beach on a sunny day; decreasing the background while 
keeping excitation power constant will increase sensitivity 
and also improve precision at least slightly. Also bear in 
mind that virtually all dyes are susceptible to photodamage 
at some power level, and when you get past that level (which 
can be as low as 10 m W  for a label such as PerCP), increas- 
ing excitation power only makes things worse. 

A concrete illustration of the effect of background can be 
obtained from sensitivity values for two cytometers. Steer~l"~ 
found the fluorescein fluorescence detection limit of a B-D 
FACScan to be 826 MESF; in the absence of background, 
the limit would have been 285 MESF. The corresponding 
figures for his arc source instrument100~2, the prototype of the 
Skatron Argus/Bio-Rad Bryte HS, were 1800 MESF with 
background and 500 MESF without background. 

In the arc source instrument, which uses the epiillumina- 
tion system of a fluorescence microscope, much of the fluo- 
rescence background is due to fluorescence induced in the 
cover slip and lens, and possibly in the dichroic, by excita- 
tion light; this becomes a much more severe problem when 
using UV (366 nm) or blue (436) nm excitation than when 
excitation is at higher wavelengths. The use of quartz or sil- 
ica in place of glass in optical components can reduce, but 
probably not eliminate, the fluorescence background; Partec, 
the major manufacturer of arc source flow cytometers, sup- 
plies quartz lenses and filters. 

Sensitivity VI: Electrons Have Statistics, Too 
In a PMT, the random processes don't stop h e r  pho- 

tons hit the cathode; Steen1165 considers the effects of elec- 
tron statistics in the PMT at various gain levels on precision. 
PMT gain results from secondary electron emission from 
successive dynodes; as the voltage between dynodes is in- 
creased, electrons acquire more energy before striking the 
next dynode, and release more secondary electrons. Electron 
statistics increase the contribution to CV; for an R928 PMT 
at 300 V, this factor is almost 1.4; with 1000 V applied to 
the tube, the factor is less than 1.1. 

Most flow cytometers provide several stages of electronic 
gain, allowing the preamplifier output to be amplified by a 
selectable factor before signals are digitized. Steen's calcula- 
tions and data provide excellent reasons for not using such 
electronic amplification; an amplifier gain of 10 and a low 
PMT voltage result in a larger contribution to C V  from the 
PMT and 10 times as much amplifier noise as an amplifier 
gain of 1 and a higher PMT voltage that increases PMT gain 
by a factor of 10. If your preamp can get a full-scale output 
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signal from a 10-100 p4 input, you can avoid using addi- 
tional gain stages; check with your manufacturer. 

Source Noise Fluctuations and Performance 
The background light reaching a flow cytometer’s detec- 

tors, which are shielded from outside light, is dominated by 
light derived from the source. In the case of scatter detectors, 
background light levels are relatively high, and due primarily 
to stray illumination light scattered by interfaces in the flow 
chamber (or, in stream-in-air systems, by the aidstream in- 
terface) and by optical components. In the case of fluores- 
cence detectors, the background light level is typically lower. 
Fluorescence from materials in the core and sheath and from 
optical elements, including flow chamber components, 
lenses, and filters, predominates; there may also be some 
Raman scattering from water molecules. The levels of stray 
light exhibit the same fluctuations as the source. The back- 
ground light can be considered as composed of a constant 
(DC) component, which is, ideally, removed by baseline 
restoration, and a variable (AC) component, which is not. 

I Blurred It Through the Baseline 
Periodic fluctuations in the output of the light source re- 

sult from such factors as power supply and laser plasma noise 
and arc wander. After baseline restoration, these fluctuations 
show up as noise or “ripple” on the baseline; higher source 
noise levels result in higher baseline noise. At illumination 
levels that do not produce photon saturation, the CV of 
fluorescence and scatter measurements cannot be lower than 
the RMS noise level of the source (which is the CV of source 
intensity) unless a source noise compensation circuit (pp. 
147-8) is used. In the absence of background, source noise 
affects precision to at least this extent. When background is 
present, it also exerts proportionally larger effects on smaller 
signals. 

Suppose the light source is an air-cooled argon ion laser, 
with 1% RMS noise. If no background is present, and the 
flow cytometer is otherwise ideal, measurements of com- 
pletely uniform fluorescent particles will have a CV repre- 
senting contributions from the source variation and from 
photon statistics. From the photon statistical CV’s given for 
large signals in Table 4-3, and the contributions from elec- 
tron statistics in the PMT previously discussed, we can 
guesstimate a contribution of 0.3%. The final CV, in per- 
cent, will be [(l)’ + (0.3)’]”’ = (1 .09)”’~  1.044%. 

If the same light source is used, with background in- 
creased to produce 1 p4 at the PMT output, or 100 mV at 
the output of the 100,000 V/A current-to-voltage converter 
in the preamp, the 100 mV DC average will be removed by 
baseline restoration. The AC representing the 1% Rh4S 
noise, will show up as 1% of 1 V, or 1 mV, RMS, centered 
on the 0 V baseline. Assuming the noise is Gaussian, I use 
the quick-and-dirty rule of thumb given on p. 147 to esti- 
mate peak-to-peak voltage as 6 times RMS voltage. In this 
instance, with 1 mV RMS noise, the noise waveform should 
be within i 3 mV of zero at least 99% of the time. 

If you’re looking at the highest decade (1-10 V), 3 mV is 
negligible at the top, and represents only 0.3% of signal at 

the bottom. In the next decade, when you get down to 100 
mV, the 3 mV is 3% of signal value. By the bottom of the 
third decade, 3 mV looms very iarge on top of a 10 mV sig- 
nal, and the 3 mV noise level prevents you from getting into 
the bottom half of the fourth decade. Even with perfectly 
identical 100 nA pulses going into the preamp, which 
should give you identical 10 mV pulses out, you’d see a very 
much broadened distribution due to the background noise. 
Thus, in the presence of background light, source noise fluc- 
tuations will decrease precision; the lower the signal value, 
the worse it gets. Fluctuations will also compromise sensitiv- 
ity; with 3 mV noise, signals below 3 mV become undetect- 
able. More background with the same RMS noise, or, 
alternatively, the same background with more RMS noise, 
will make things proportionally worse. 

Good flow cytometer design should keep both the back- 
ground and the source noise level low. Observation in flat- 
sided cuvettes instead of round streams or capillaries has 
been the principal means by which background has been 
reduced; background in fluorescence channels has also been 
reduced by the use of better designed filters, which do not 
themselves fluoresce and which transmit virtually no light at 
the excitation wavelength. 

In stream-in-air instruments, in which some of the illu- 
minating laser light is scattered in the direction of the fluo- 
rescence collection lens, an obscuration bar is typically used 
to keep most of this light from reaching the lens. Although 
fluorescence signal levels can be increased when the bar is 
removed, sensitivity may actually be decreased if the excita- 
tion light used induces substantial fluorescence in the lens 
elements. UV and blue-violet light are the worst offenders 
here; I have found fluorescence due to W excitation light 
even in a quartz lens, although fluorescence in glass lenses is 
much higher. Where maximum light collection is the goal, it 
may be necessary to use catadioptric reflective lenses for light 
collection to eliminate fluorescence. 

Since scatter channels operate at the illuminating wave- 
length, they cannot include filters that block this wave- 
length; background is therefore higher than in fluorescence 
channels. Baseline noise generally determines the sensitivity 
of a scatter channel; excessive noise may impede or prevent 
use of the scatter signal for triggering. A water-immersed 
flow system, in which light scattering interfaces are several 
millimeters away from the sample stream and well out of the 
field of view of the collection lens, provides the lowest scatter 
background. Block‘s instrument for virus detection14, using 
such a flow system, could trigger on scatter signals from par- 
ticles smaller than 0.1 pm, using a 100 m W  water-cooled 
argon laser source, with 0.2% RMS noise. It was also possi- 
ble to detect the same particles, with a predictably lower 
signal-to-noise ratio, using a 10 m W  air-cooled argon laser 
with a similar RMS noise level, while such particles could 
not be detected in either a round capillary or a stream in air 
using either laser, due to the higher background. Illustrating 
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the same principle, I found I could detect and trigger on 
scatter signals from 0.3 pm particles in a stream-in-air sys- 
tem using a He-Cd laser when the source noise was reduced 
to 3% peak-to-peak by an electro-optic modulator, but not 
when the same laser was running at slightly higher power 
with 15% peak-to-peak noise. 

Source noise compensation (pp. 147-8; Figure 4-15) can 
be used to improve precision and, ro some extent, sensitivity 
of measurements, although it is difficult to use with scatter 
detectors, because of the relatively high background noise 
levels involved. The minimum measurement CV calculated 
previously for measurements with an air-cooled argon laser 
with 1% RMS noise was 1.044%; instruments using such 
light sources achieve CVs in the range of 1.5%, suggesting 
that source noise may be the major contributor to variance 
and that CVs might be improved by noise compensation. 

Restoration Comedy: The Case of the Disappearing 
Leukocytes 

Baseline restoration is great stuff, up to a point, but we 
should remember that backgrounds, D C  or AC, are never 
desirable. A 1 V DC background on the signal coming out 
of the preamp first stage, means that 10 pA of the PMT 
output current represented DC background; that only leaves 
us 90 p4 to work with if we want to restrict output current 
to 100 p4 to prevent nonlinear PMT response. 

Under some circumstances, fluorescence backgrounds 
can get very high; with a 10 V background, even if you have 
a 10 V signal, you won’t see it, because the op amps in the 
preamp and baseline restorer stop working like op amps 
when they reach saturation, i.e., get to the voltage or cur- 
rent limits imposed by their power supplies. Restorer failure 
on this basis was the culprit in one of my most puzzling 
cases, one I have called “The Case of the Disappearing Leu- 
kocytes” (I know, I should have gotten this into Dr. Wat- 
son’s bookio3’). 

My colleagues at Block and I used the first multiple exci- 
tation beam flow c y t o m e t e r ~ ~ ~ ’ ~ ~  to count blood cells stained 
with a mixture of three  dye^^^'^^'^''^^. Ethidium bromide, now 
well known in flow cytometry, produced red nuclear stain- 
ing. Brilliant sulfaflavine (BSF), excited at 420 nm, stained 
eosinophil granules green, and LN (“Long Name”), excited 
by UV light, stained neutrophil and eosinophil granules 
blue. BSF and LN, both sulfonated acid dyes, produced 
intense staining, but there was a tremendous amount of 
background fluorescence in cell suspensions. The instru- 
m e n t ~ ~ ~ ’ ~ ~  incorporated baseline restorers and noise compen- 
sation, and, in addition, used a very small core stream to 

minimize background fluorescence. 
I was somewhat surprised when John Steinkamp (per- 

sonal communication) told me in 1978 that he was not able 
to detect LN and BSF signals in blood cells stained with the 
dye mixture, when he examined the cells in Los Alamos’ 
dual laser source the multiwatt ion lasers used 
there for W and violet illumination should have produced 
very strong fluorescence signals from the cells. 

Shortly thereher, I was able to run a sample of leuko- 
cytes stained according to our protocol on one of Ortho’s 
ICP instrument?, using W illumination to excite LN and 
blue illumination to excite BSF. I was unable to get signals 
from cells that I had seen were brightly stained, having ex- 
amined the sample under the fluorescence microscope. 

This represented a clear violation of: 

Shpiro’s Second Law 

[FLip) Wihon’s ~ul;?‘””]: 
W h t  you See 

IS W h t  you Get! 

of FLbw cytomtry 

The provision in the ICP for observation of the sample 
stream allowed resolution of the mystery, if not of the cells. 
The background fluorescence from dye in the core stream 
was very strong. 

Under staining conditions that result in high dye back- 
ground, the cells may brighter than the core, per unit vol- 
ume, but the volume of material from which the fluores- 
cence signal is derived, which is larger than the cell volume, 
becomes critical. Talung typical numbers, suppose we have a 
20 pm core illuminated by a beam 20 pm high. The obser- 
vation volume thus defined will be roughly the volume of a 
cylinder with diameter equal to the core diameter and height 
equal to the beam height; this is 71 x 102 x 20 femtoliters 
(a), or 6284 d, where a femtoliter is 10.” liters, or what 
used to be called a cubic micron (1 pm’). The volume of a 
neutrophil is about 400 fl. Suppose the cell is 5 times as 
bright as the core; since the observation volume is about 15 
times the cell volume, we can expect the fluorescence signal 
obtained during the passage of a cell through the observation 
volume to be only 1 1/3 times the background signal from 
an observation volume containing no cells. 

Even when the ratio of core fluorescence to cell fluores- 
cence is low and the observation volume is small, we can be 
prevented from resolving cell fluorescence over background 
(core) fluorescence if the background fluorescence is bright 
enough to drive some stage of the electronics into saturation. 
The instruments originally used to detect BSF and LN fluo- 
~ e s c e n c e ~ ~ . ~ ~  were designed to deal with the high background 
fluorescence associated with these dyes; a 5 pm core and 20 
pm beam height were used, giving an observation volume of 
<400 fl, and, in the electronics, feedback was applied to the 
first stage of the preamplifier to subtract the D C  baseline. 
The Los Alamos instrument’” and the ICP had larger obser- 
vation volumes and thus had to deal with more background 
fluorescence; while I am not certain about the resulting ef- 
fects on the electronics in the Los Alamos system, it was clear 
that the ICP’s electronics could not cope with the high 
background fluorescence. Thus, the mystery of the disap- 
pearing leukocytes was solved, proving that what you see is 
not always what you get, and that the flow cytometer is not 
always quicker than the eye. 
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Top 40 Noise Sources 

To this point, I haven’t said much about noise and re- 
lated problems originating in flow cytometer electronics, 
although I have mentioned that there always seemed to be a 
few millivolts of noise about. Flow cytometer design, like 
everything else, faces economic constraints, and it doesn’t 
pay to design components with better performance than you 
need. As long as people were using 8-bit A-D converters, in 
which the distance between channels is 39 mV, any noise 
level or offset below 39 mV was acceptable, especially when 
weak signals went into log amps. If you measure the outputs 
of older commercial flow cytometers, you’ll find that “zero” 
can be anywhere within 30 mV of ground, and that peak 
detectors and integrators may be inaccurate in the range 
below a few hundred millivolts. This means you can pretty 
much forget about upgrading an old instrument to 4-decade 
digital log performance simply by hanging a 16-bit or higher 
resolution ADC on its outputs. 

The manufacturers have fixed things in the design of 
newer instruments; recent work on the subject, to be dis- 
cussed below, indicates that electronic noise is no longer a 
limiting factor for sensitivity, at least in commercial systems. 
In the course of trying to wring the last few millivolts of 
noise out of one of my Cyt~mutt:~~~, Phil Stein and I hung 
an electronic (not optical) spectrum analyzer on the output 
of the prototype low noise electronics to see where the noise 
was coming from; in addition to the usual power line noise, 
the most significant contributions came from the horizontal 
sweep generator in the computer monitor and the power 
supply in a He-Ne laser. Things got noticeably quieter when 
we moved the offending laser supply hrther away from the 
electronics and used a notebook computer with an active- 
matrix screen to run the instrument, eliminating the moni- 
tor (this consideration later justified buying LCD displays 
for the lab long before they got as cheap as they are now). 

The laser supply and monitor noise were in the fre- 
quency range below 100 kHz; when we looked up in the 
100 MHz range, we found detectable noise spikes from most 
of the local FM stations. Just when we think we’ve gotten 
the grunge out of the flow system, it shows up in the elec- 
tronics. 

Sensitivity 007 Q and B (Dye Another Day?) 
Afier the third edition of this book appeared, with its 

lengthy discussion of source noise fluctuation effects on sen- 
sitivity, Harald Steen took me to task; he didn’t think source 
noise was nearly as important as photoelectron statistics as a 
limiting factor in sensitivity. I was offended until I realized 
that his light sources are quieter than mine. The dominant 
current approach to the definition and measurement of sen- 
sitivity is based on an amplification of Harald‘s earlier 
w ~ r k ’ ’ ~ ’ ~  by Jim Wood, formerly of Beckman Coulter, and 
Bob Hoffman, of BD B i o s c i e n c e ~ ~ ~ ~ ~ ~ ~ ~ ,  and I again acknowl- 
edge their help in putting this section together. The topic is 

obviously important if rival manufacturers have cooperated 
over a period of years to make better sense of things. 

Q and B are neither mysterious secret agents nor (yet) 
Jim and Bob’s new nicknames. Q is a measure of detection 
efficiency, with units of photoelectrons (or fractions of pho- 
toelectrons) emitted from the detector photocathode per 
molecule-equivalent (MESF) of fluorochrome measured. It 
is a function of many variables, potentially being affected by 
optical misalignment and disturbances of fluid flow, but 
more directly and obviously influenced by which fluoro- 
chrome is measured, by the power of the excitation source 
and by the efficiency of the light collection optics and the 
quantum efficiency of the detector photocathode. 

B is a measure of background noise, usually expressed in 
MESF units as the number of fluorochrome molecule 
equivalents required to produce that level of background. B 
includes contributions from photoelectrons generated by 
photons emitted by fluorochrome molecules not associated 
with the particle (e.g., dye in solution), by photons from 
fluorochromes other than the one of interest (crosstalk due 
to spectral overlap), by photons emitted by cellular constitu- 
ents (autofluorescence), by photons at the excitation wave- 
length from the light source that have passed through the 
detector filter, and by photons resulting from Raman scatter- 
ing of the illuminating light by water. Electrons produced by 
thermionic emission from the photocathode (dark current) 
are also included in B, but usually not significant except in 
the far red and near infrared. The quantity F, also usually 
expressed in MESF units, denotes the number of particle- 
associated fluorochrome molecules. 

It is possible to determine Q and B using only sets of 
beads. Measurements are made on the flow cytometer using 
a linear, rather than a logarithmic, scale. As a first step, the 
scale of the instrument must be calibrated in terms of MESF 
units of the fluorochrome of interest, using beads labeled 
with known amounts of that fluorochrome. Bangs Laborato- 
ries makes fluorescein- , phycoerythrin-, and PE-Cy5-labeled 
Quantum MESF beads, and BD Biosciences provides Quan- 
tiBRITE beads bearing known numbers of molecules of 
phy~oerythrin~*~‘~*; such beads can be used for a single-point 
MESF calibration, assuming the linearity of the instrument 
is within specification. 

The next step uses beads from sets bearing various 
amounts of fluorescent dyes that emit in the same spectral 
region as the fluorochrome(s) of interest; these are available 
from a number of manufacturers, including Bangs Laborato- 
ries, Molecular Probes, and Spherotech. Dimly fluorescent 
or unstained beads will emit relatively few fluorescence pho- 
tons, and the variances (i.e., the squares of the srandard de- 
viations, see pp. 19-22 and Chapter 5 )  of fluorescence dis- 
tributions from such beads will therefore be dominated by 
contributions from photoelectron statistics, but will also 
contain “basis” contributions resulting from variations in 
bead size and dye loading and from instrumental factors. 
Since the brightest bead in such a bead set typically carries at 
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least 100,000 molecules of dye, the variance of its fluores- 
cence distribution will be dominated by the “basis” factors. 
The bright bead is first measured, and its fluorescence vari- 
ance calculated. The measurement need not be made on the 
calibrated scale; in fact, it will usually be necessary to lower 
the gain to get the fluorescence distribution from the bright 
bead on scale. The gain is next (re)adjusted, if necessary, to 
the value used for MESF calibration, and fluorescence from 
three dim beads is measured; variances are calculated for 
each of the resulting bead peaks, while MESF units per bead 
are determined from the positions of the peaks. 

“Photoelectron variances” for each of the three dim 
beads are calculated by subtracting the measured variance of 
the brightest bead from the measured variances of the dim 
beads. Next, the photoelectron variances are plotted (as the 
dependent variable, i.e., on the vertical axis) against the 
MESF values for the dim beads, and the equation of a re- 
gression line best fitting through the points is determined 
using the method of least squares (a spreadsheet for the cal- 
culation has been developed by Bob Hoffman and Jim 
Wood, and should be available on the Wiley web site associ- 
ated with this book). The slope of the line will be l/Q, and 
it will intersect the vertical axis at B/Q, allowing B and Q to 
be determined. 

B and Q have been calculated for a reasonable number of 
working flow cytometers. Before I give you the details, how- 
ever, I will ask you to look back at Table 4-4, on p. 203, in 
which I tabulated signal levels that might be expected to 
come out of a PMT in a flow cytometer. If we assume that 
the 5-decade scale used in constructing that table represents 
signals from between 10 and 1,000,000 cell-associated 
MESF, we can calculate Q without beads; using the num- 
bers of photoelectrons in the sixth column of the table we 
get Q = 0.62 photoelectrons/MESF. I suggested that the 
calculations in the table might be optimistic, and they were. 
Hoffman and K ~ h l m a n n ~ ‘ ~ ~  observed that typical values for 
Q in BD FACScan and FACSCalibur cytometers were 0.25 
photoelectrons/MESF for phycoerythrin (PE) measurements 
and only 0.0 12 photoelectrons/MESF for fluorescein 
measurements. They found it unusual to see a value of Q 
much higher than 0.4, even for PE, on these optically 
efficient benchtop systems. 

B varies considerably more than does Q with operating 
conditions. Once the instrument is properly aligned, assum- 
ing there is no substantial variation in laser output, one 
would expect Q to remain relatively constant. Some factors 
that contribute to B, such as Raman scattering and illumina- 
tion light leakage through filters, will also remain relatively 
constant; however, others, such as fluorescence from dye in 
solution and from other fluorochromes with spectral overlap, 
will vary. Typical values of B associated with bead measure- 
ments as just described were 2,000 MESF for FITC and 300 
MESF for PE. However, background contributed by un- 
bound fluorescent antibody in no-wash immunofluorescence 
analyses was 4,000 fluorescein MESF and 1,600 PE MESF. 
Spectral overlap from fluorescein-labeled anti-CD45 anti- 

body on lymphocytes generated a 7,800 MESF background 
level in the detector used for PE. 
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Figure 4-61. 488 -+ 525 nm fluorescence distributions for 
the four dimmest beads and the brightest bead of an 8- 
bead dyed bead set (Spherotech Rainbow Beads) meas- 
ured with progressively lower values of Q. Courtesy of 
Bob Hoffman, BD Biosciences. 

It’s easy enough to figure out why Q is important in de- 
termining sensitivity. Figure 4-61 shows distributions of 
green fluorescence (the “fluorescein channel,” FL1 in BD 
parlance) of a mixture of five of the eight beads in a Sphero- 
tech Rainbow Bead set. The measurements were all made in 
the same cytometer; Q was progressively decreased by lower- 
ing laser power, while B remained constant. Note that the 
peaks representing the dimmer beads become progressively 
broader as Q decreases, to the point at which the second 
dimmest peak is not clearly separable from either the dim- 
mest or the third dimmest when Q = 0.0040. That makes 
sense; when fewer photoelectrons contribute to each meas- 
urement, the CV of the peak increases, and the peak gets 
wider, although its center (median or mode) remains in 
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pretty much the same place, meaning that the degree of 
overlap between neighboring peaks keeps increasing as Q 
drops. Not incidentally, since it has already been noted that 
the typical value of Q for a fluorescein measurement channel 
is 0.0122482, we can conclude that the top two curves show 
better separation of dim peaks than is likely to be observed 
in an average instrument, and hope that we will do better 
than the bottom two. 

While decreasing Q has the effect of broadening all of 
the distributions, increasing B has the primary effect of 
broadening the dimmer peaks and pushing the distributions 
up the scale, and can be an equally effective way of prevent- 
ing us from telling dim objects from dimmer ones, as can be 
seen from Figure 4-62. 
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The cells shown in the figure were stained with a sub- 
saturating concentration of PE-labeled anti-CD4 antibody 
in the presence of a saturating concentration of PerCP- 
labeled antibody, which exhibits little or no spectral overlap 
with the PE-antibody. CD4+ iymphocytes normally bind 
about 50,000 anti-CD4 antibody molecules per cell; it is 
probable that the CD4+ cells shown here are binding at 
most only a few thousand molecules of PE-labeled antibody. 
The CD4+ lymphocyte population (identified in the top left 
panel of the figure, with low side scatter and higher PE fluo- 
rescence than the other cell clusters) is readily distinguish- 
able when background is low (B = 288 MESF), although 
separation from unstained lymphocytes gets worse as Q 
drops from 0.32 to 0.088. However, when B is 2000 or 
4000, only the samples for which Q = 0.32 show even a hint 
of separation between CD4+ cells and other lymphocytes. 

A “separation parameter,” SP, where 

SP = (Qx F)i’2/[1 + 2(B/F)Iif2, 

may be it defines the difference, in normalized 
standard deviation units (see Chapter 5), between a stained 
population, with mean intensity F MESF units, and an un- 
stained or blank population. As it turns out, decreasing B, if 
possible, can allow a constant degree of separation between 
populations to be maintained in the face of a decrease in Q. 
To look at things in another light, as it were, the sensitivity 
of the system, meaning its ability to separate dim fluores- 
cence peaks, cannot be predicted from either Q or B alone; 
values of both must be known, and it is important to re- 
member that B can change dramatically with experimental 
conditions, e.g., whether or not samples are washed before 
immunofluorescence measurements are made. 

You may not want to get involved in the measurement of 
Q and B, but it is a good idea to keep sets of beads on hand 
and run them every now and then; if you find that you are 
less able to resolve dimly stained populations than you once 
were, it’s time to adjust or fix the instrument. 

That’s it for now on how and how well flow cytometers 
work, except for a final message for you to take along while 

Figure 442* Separation (Or lack thereof) Of dimly stained you read the next chapter on data analysis: Both the flow 
system and the data analysis system Of a flow Tometer can 

CD4+ lymphocytes from unstained cells as observed with 
various values of Q and B. Courtesv of Bob Hoffman, BD 
Biosciences. give you garbage out in response to garbage in. 
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5. DATA ANALYSIS 

Flow cytometry is an analytical technique for getting in- 
formation about or, if you prefer, for answering questions 
about, cells, and an experimenter who wants to be successful 
in getting information or answering questions must be at 
least aware of, or, preferably, actively involved in, the selec- 
tion of methods for both data acquisition and data analysis. 

The data acquisition process in flow cytometry com- 
prises all those operations which are required to make meas- 
urements of a specified physical characteristic(s) of cells in 
the sample, such as forward light scattering or green fluores- 
cence intensity, and to convert the data to a numerical form 
suitable for manipulation by digital computers and long- 
term storage on magnetic or optical media. 

The data analysis phase of flow cytometry includes any 
and all of the subsequent operations used to derive informa- 
tion about the biological characteristics of some or all of the 
cells in the sample from the measured values of the physical 
characteristics. Methods of flow cytometric data analysis may 
differ greatly in their complexity, depending primarily upon 
what the experimenter wants to know about the cells. 

The successful application of flow cytometry to the char- 
acterization of cells in mixed populations requires that the 
instrument and/or the analysis s o h a r e  have the capacity to 
discriminate among the different cell types that may be pre- 
sent in a sample. This is provided by multiparameter analy- 
sis, which is what has made flow cytometry as useful as it is 
and should continue to be. 

As multiparameter instruments and measurement tech- 
niques have proliferated, there have been calls from many 
quarters for the use of progressively more sophisticated sta- 
tistical and numerical methods in flow cytometric data 
analysis and, indeed, some of these techniques may be highly 
informative when applied to the appropriate data by experi- 
menters who understand both the biology and the statistics. 

Unfortunately, there seem to be a great many people spend- 
ing a lot of time with sophisticated numerical methods in 
attempts to violate what I would call: 

Shpiro’s Seventh Law 

ao Data AnaLjsis Technique 
Can Make GoodData 
Out of BadData!!! 

of FbW cy tom try: 

Data analysis methods share some of the characteristics 
of flow cytometers and lasers; bigger, or more complex, isn’t 
necessarily better. 

5.1 GOALS AND METHODS IN DATA ANALYSIS 

Cell Counting 
If a population of cells existed that were identical in all 

respects, one might still want to use a flow cytometer to 
count them, for example, to determine their concentration 
in a sample. Even in this idealized simple case, the detector 
output(s) would contain pulses not produced by the passage 
of single cells through the cytometer’s observation region. In 
addition to pulses resulting from spatial and temporal coin- 
cidences of two cells, one could expect other pulses resulting 
from the presence of contaminating particles in the cell sus- 
pension and pulses due to optical and/or electrical noise in 
the system. Also, it would be necessary to correct the meas- 
urement time to take into account the dead time of the in- 
strument. The measurement procedure would have to deal 
with both coincidences and dead time in order to produce 
an accurate count. 

225 
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Tasks are typically divided between the instrument and 
its data analysis system; triggering, which eliminates low- 
level signals not representing cells, has traditionally been the 
province of the instrument, while gating, which may be 
used both to refine the trigger level and to eliminate cell 
multiplets, has been done with both hardware and software. 
With the advent of digital pulse processing, the boundary 
between the instrument “front e n d  and the analysis soft- 
ware has become less distinct: it has already been noted (p. 
2 10) that software-based digital triggering can be much 
more flexible and sophisticated than the older, hardware- 
based process. 

Characterization of Pure Cell Populations 
Analysis of “homogeneous” populations of real cells usu- 

ally has the purpose of defining and quantifying cellular 
characteristics which do vary from cell to cell, e.g., cell size, 
DNA content, or the amount of a particular antigen present 
on the cell surface; these parameters are usually analyzed in 
cell populations subjected to different manipulations. Stud- 
ies of the effects of anticancer agents on DNA synthesis in 
cultured tumor cell lines provide a good example of this type 
of analysis; the analytical procedures used are typically con- 
cerned with comparing the distributions of DNA content 
in different samples, usually with the aid of mathematical 
models. However, even when distributions are to be col- 
lected from “homogeneous” populations, hardware and/or 
software gating, sometimes of a relatively elaborate nature 
(pp. 25-6), may be needed to eliminate debris and clumps 
from the analysis. 

Identification of Cells in Mixed Populations 
Differential leukocyte counting and T cell subset analysis 

exemplify the task of identification and counting of cell sub- 
populations in a mixed population. Accurate identification 
of cells generally requires measurements of several cellular 
parameters. Cells’ intrinsic light scattering properties, which 
may give indications of size and surface or internal structure 
or granularity, and cellular content of DNA, RNA, lipid, 
various proteins, enzymes, receptors, and antigens, measured 
with extrinsic probes, have all proven to be useful parameters 
for cell classification. The analytical techniques used are gen- 
erally interactive and empirical, and, at present, are typically 
based on definition of one or more two-parameter gates, 
even when more than two parameters are analyzed. By con- 
trast, automated procedures developed for cell identification 
are more likely to make use of multivariate statistics and 
related methods. 

Characterization of Cell Subpopulations 
As one focuses attention on changes in structural or 

functional parameters in cell subpopulations which are 
found with diminishing frequency in a sample, e.g., relative 
frequencies of megakaryocytes with octoploid (8C), 16C, 
and 32C DNA content in bone marrow, it becomes more 
important to eliminate the contributions of noise, dead cells, 

debris, and cell multiplets to the data in order to obtain reli- 
able information about the cells of interest. Comparison of 
distributions may be the end objective, but, without the 
development of appropriate gating techniques, there will be 
no distributions to compare. 

Data Analysis Hardware and Software Evolve 
In the early days of flow cytometry, multichannel pulse 

height analyzers were the most widely used means for accu- 
mulating and displaying signal intensity distributions. 
Thereafter, mini- and, later, microcomputers took over. 
Most flow cytometer builders were not exactly in the van- 
guard of that revolution; they continued to build their ma- 
chines using pulse height analyzers, but, since the manufac- 
turers of the pulse height analyzers were using minicomput- 
ers to build them, computers found their way into flow cy- 
tometers. After a while, people began to realize that it made 
more sense, and cost less, to equip a flow cytometer with a 
computer system designed to process data from a flow cy- 
tometer than it did to use a computer system designed to 
process data from nuclear spectroscopy. 

Although the multichannel analyzer dealt reasonably 
adequately with distributions of single parameters, until 
computers came into wide use, few flow cytometers were 
equipped for simultaneous correlated analysis of two pa- 
rameters. The simplest and, for most users, the only way of 
examining relationships between parameters was the produc- 
tion of a dot plot, or cytogram, using short term analog 
stored data (stretched pulses), the strobe signal, and the 
oscilloscope typically built into the flow cytometer. 
Hardwired additions to the basic system for dot plot 
generation, described on pp. 26-7, made it possible to set 
multiparameter gates, and, with the aid of a pulse height 
analyzer, to accumulate single-parameter distributions for 
cell subpopulations, but did not allow either accumulation 
of two-parameter distributions or data storage; photographs 
of the oscilloscope screen provided the only permanent 
records of two-parameter data. 

Despite their impressive price tags, most flow cytometers 
sold before the 1980’s did not have as much computer capa- 
bility as Kamentsky‘s original apparatus. Since then, radical 
change has occurred as a result of the development of per- 
sonal computers and the increased level of familiarity of flow 
cytometer users with computers in other contexts. Flow cy- 
tometer users, like everybody else, are now used to menus, 
mice, word processing, spreadsheets, and graphics software, 
and expect that either cytometer manufacturers or third 
party s o h a r e  developers will make it straightforward and 
simple not only to do elaborate analyses of flow cytometric 
data, but to move the results, in tabular and/or graphic 
form, into our clinical records, reports, slides, and scientific 
publications. Understanding what we’re doing to the data, 
and deciding whether the selected analytical methods and 
the measurement values and results make sense, remain up 
to us, and will for the foreseeable future. For now, we’ll con- 
sider computers and their use in cytometric data analysis. 
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5.2 COMPUTER SYSTEMS FOR FLOW CYTOMETRY 

The title of the Chapter in the First Edition correspond- 
ing to this one in the present edition was “Data Analysis 
With and Without Computers.” Now, there is no data 
analysis without computers. The original functions of digital 
computers in multiparameter flow cytometry were data 
analysis, display, and storage; because of the speed limita- 
tions of the first generation of computers which could prac- 
tically be dedicated to flow cytometry, real-time control was 
more often done with hardwired, parallel-processing devices 
such as window comparators, which could be “supervised” 
by computers but which did not demand continuous atten- 
tion from the computer. In the highest speed modern in- 
struments, even real-time control is typically accomplished 
by hybrid electronics incorporating microprocessors, and 
personal computers are sufficiently fast to be used effectively 
for overall control. 

The Beginning 
When computers first became generally available to sci- 

entific researchers, in the 1960’s, cytometry was heavily ori- 
ented toward image analysis. High-resolution image data 
from scanners were typically written on 9-track magnetic 
tape and carried to mainframe computers for analysis, which 
took minutes per cell. At that time, an IBM engineer named 
Lou Kamentsky considered the problems of cell image analy- 
sis at high resolution, concluded that there weren’t powerful 
enough light sources, good enough sensors, fast enough 
processors, or enough memory available to make this practi- 
cal, and developed optical flow cytometry. Although his 
original flow cytometerb5 incorporated a dedicated computer, 
this, in the mid-l960’s, was a luxury affordable only by peo- 
ple who worked for IBM or the U.S. Government. The sys- 
tem was an IBM 1130, a small mainframe with less comput- 
ing power than some of us now wear on our wrists. 

When Kamentsky left IBM to found Bio/Physics Sys- 
tems in 1970, his argon laser source flow cytometers were 
considerably less expensive (under $20,000) than the mini- 
computer systems of the time, and he did not offer custom- 
ers the option of a computerized data analysis system. The 
reconciliation of flow cytometers and computers began at 
Los Alam~s~~’~.’, which, in the early 1970’s, duplicated a few 
of its cell sorter systems, with dedicated DEC (Digital 
Equipment Corporation, since digested by Compaq, now 
merged with Hewlett-Packard) PDP-11 minicomputers, for 
use at the National Cancer Institute. Software for these sys- 
tems was developed at both NIH and Los Alamos. At 
around the same time, the Jovins incorporated a PDP-11 
into the cell sorter they built in GOttingenl4’. By the mid- 
1970’s, Michael Stohr and his ~olleagueS32~, in Heidelberg, 
were interfacing various small computers to commercial flow 
cytometers, Tom Sharpless’28, at Memorial Hospital in New 
York, was developing a data acquisition and analysis system 
using a Data General (Data General Corp., Westborough, 
MA) Nova minicomputer, and Block Engineering was 

building Novas into prototypes of the Cytomat multibeam 
flow cytometer~**.~*. 

By the end of the 1970’s, inflation and the inclusion of 
large lasers and sorting capability had driven the prices of 
flow cytometers well above $100,000; at the same time, de- 
mand arose amang an increasing number of experienced 
users for more data analysis capacity than was available from 
pulse height analyzers. It thus became feasible for flow cy- 
tometer manufacturers to produce minicomputer-based data 
analysis systems. Becton-Dickinson had already incorporated 
Nuclear Data’s PDP-1 1-based dual-parameter pulse height 
analyzer in its top-of-the-line systems, and continued devel- 
opment using Digital’s PDP-11 and VAX computers. Ortho 
chose to base its computerized data analysis systems on Data 
General minicomputers. 

The End of the Beginning 
In a rapidly developing field, the last competitor to solid- 

if>. a product design may gain the advantage of using the 
latest components; among commercial flow cytometer 
manufacturers, Coulter gained a clear advantage by basing 
its data analysis systems on microprocessors from the begin- 
ning, and consolidated it by shifting toward processors and 
software compatible with a dpfacto industry standard. 

The standard was, of course, established by IBM (Inter- 
national Business Machines Corporation, Armonk, NY) 
with its Personal Computer (PC) family, introduced in the 
early 1980’s. While IBM elected not to go into the cytome- 
try business in the 1960’s, we now find tens of thousands of 
descendants of IBM PCs in wide use for both flow cytome- 
try and image analysis. They are, luckily, only a small minor- 
ity of the hundreds of millions of PC-compatible computers 
installed worldwide, and can utilize both the software and 
add-on hardware developed for this large market for a wide 
range of applications. 

In developing the PC, IBM took cognizance of the ear- 
lier success of Apple Computer (Cupertino, CA) with its 
Apple I1 line. Apple’s personal computers incorporated a so- 
called open architecture; hardware could be connected di- 
rectly to the microprocessor’s address, data, and control 
lines, or buses, simply by plugging circuit boards into con- 
nectors, or slots, on the computer’s motherboard. The elec- 
trical specifications, timing, and pin connections of the IBM 
PC and compatibles, like those of the Apple 11, were made 
freely available by the manufacturers, facilitating develop- 
ment of peripherals by third parties, and thus giving rise to 
whole new industries. Both the Apple I1 and the IBM PC 
originally came into wide use primarily for business applica- 
tions; however, once large-volume markets were established, 
the computers became accessible to other groups, including 
scientific researchers. 

The Apple I1 was not enough computer to serve effec- 
tively as the data analysis system for a multipararneter flow 
cytometer system. Its major limitations lay in its restriction 
to 8-bit arithmetic operations and its small (64 KB; 1 KB = 

1024 bytes of memory) address space. To  be sure, this 
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seemed like enough memory when the chips were developed; 
at the time, 64 KB of random access memory (RAM) cost 
several hundred dollars, and personal computers were 
shipped with only 8 or 16 KB of memory. And a few adven- 
turous souls did hook 8-bit microcomputer systems up to 
flow cytometers. Kratel’s flow cytometers originally came 
equipped with data analysis systems incorporating Radio 
Shack (Tandy Corp., Ft. Worth, TX) TRS-80 personal 
computers, and a number of individuals tried Apple 11s. 
Atari’s 800 series ran almost twice as fast as an Apple I1 and 
had better graphics, but lacked the Apple 11’s open architec- 
ture and shared its addressing and arithmetic limitations. 
The Ataris were regarded as game machines, even after I 
showed that they could be made to capture multiparameter 
flow cytometric data faster than a PDP-11. The data acquisi- 
tion and analysis systems I now use with 32-bit ‘‘Winter 
PCs was developed using 8-bit Atari computers; the lesson I 
learned, and now pass on to you, is that, no matter how 
good a computer is, it will never be widely used if it isn’t 
taken seriously. 

The IBM PC/XT and PC/AT and their clones did 16- 
bit arithmetic and could address a megabyte (1 MB = 1024 
KB) of memory, including 640 KB of user RAM, with the 
drawback that they talked to memory in 64 KB segments; 
they also had separate instructions and addressing for input- 
output (I/O) ports, to which they could send, and from 
which they could receive, 8-bit data. The 640 KB RAM 
limit didn’t seem like much of a problem in the early 1980’s, 
when a little-known company called Microsoft developed 
the Disk Operating System (DOS) that still runs many 
IBM PC descendants. DOS hobbles the 80386, 80486s and 
Pentium processors used in most PC’s since the middle of 
that decade, which have the hardware capacity to address 
huge amounts of RAM but don’t have an easy way to do it 
running under DOS. Microsoft‘s Windows operating envi- 
ronment, although its older versions (3.x, 95, 98 and Me) 
still run under DOS, provides for addressing gigabytes (GB; 
1 GB = 1024 MB) of memory, and, these days, if you don’t 
already have 1 GB of memory in your computer, you can 
add it for under $200. 

The huge market represented by the large number of 
PC-compatible computers in use has generated a cornucopia 
of sofnvare, which includes at least one version of every im- 
portant programming language, and a wide range of periph- 
eral hardware for data acquisition, storage, and display. 
There are also numerous books dealing with PC family 
hardware and interfacing627 *’ ‘D59-62 . Coulter and I have con- 
tinued to use IBM-compatible computers in flow cytome- 
ters, and most cytometer manufacturers have followed 
suit(s). 

The major competition to Intel’s 8Ox86/Pentium series 
of microprocessor chips now comes the Motorola/IBM 
PowerPCs, which have replaced the Motorola 68000 series 
chips used in earlier generations of the Apple Macintosh. 
The Mac preceded Windows in achieving a uniform user 
interface at the Mr. Rogers level of user-friendliness by im- 

posing Gulag discipline on programmers and hardware de- 
ve lope r~~’~-~~ .  From 1984, when they were introduced, until 
1987, Macintosh computers had closed architectures. Since 
then, some Macs have offered expansion slots, along with 
progressively faster processors. Macs used to be relatively 
expensive, even with institutional discounts; prices have be- 
come somewhat more competitive over the years. 

Becton-Dickinson’s CONSORT 30 series of computer 
workstations used 68000-based computers made by Hew- 
lett-Packard; this hardware was well designed for rapid data 
acquisition, but the computers, being specialty items rather 
than personal computers, were neither widely used nor inex- 
pensive. Until 1994, B-D elected to deal with users who 
wanted to do data analysis on PC-compatible computers by 
facilitating data file transfer over Hewlett-Packard’s (IEEE 
488) instrumentation bus or via networks. B-D then intro- 
duced the FACStation, the first of a continuing series of 
Macintosh-based data analysis systems, and continues to use 
Macs with most of the FACS instrument line, although the 
latest FACSDiVa digital pulse processing systems use PC- 
compatible computers. 

Even relatively sophisticated modern flow cytometers can 
now be run from laptop computers; one could probably use 
palmtops to run the simplest instruments. The credit goes 
not to the flow cytometer manufacturers, but to the com- 
puter industry; the original IBM PC had the processing 
power of a 1960’s mainframe, and current PC-compatibles 
offer over 1,000 times the memory and 1,000 times the 
speed of that mainframe for 1/1,000 of the cost, while con- 
suming les than 1/1OO the power. 

Data Rates and Data Acquisition Systems 
Acquisition of data from a multiparameter flow cytome- 

ter can be a demanding job even for a minicomputer, but 
may be done as easily with a small microcomputer as with a 
large mini. This paradox is explained by considering the 
several ways in which data can be fed into a computer. 

The data rate, i.e., the rate at which data are generated, 
in a flow cytometer is the product of the number of parame- 
ters measured and the rate at which cells are analyzed. How- 
ever, the raw figures can be deceiving. If two parameters are 
being recorded for 1,000 cells each second, the average data 
rate is 2,000 points/s, suggesting that the computer has 500 
ps in which to deal with each data point. In actuality, how- 
ever, data from two channels arrive almost simultaneously, 
and, since the data are asynchronous, that is, the cells arrive 
at unpredictable times, the minimum interval between cells 
may be 50 ps or less, which would require that the computer 
process data at a rate of 25 ps per data point. 

The electronics in what we now must call a “classic” flow 
cytometer provide analog outputs, in the form of stretched 
pulses representing pulse heights, areas, or widths, and the 
digital strobe signal which tells the computer that data need 
to be digitized and processed. It is preferable for the com- 
puter system to respond specifically to the strobe signal, 
rather than to check at regular intervals to see if there has 
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been a strobe signal, since the latter strategy leaves open the 
possibility that there won’t be enough time for the computer 
to deal with the data once the strobe signal has been de- 
tected. 

The strobe signal could be used to generate an interrupt 
in the computer; this is one of the standard techniques for 
making computer systems responsive to asynchronous stim- 
uli from the outside world. An interrupt generally causes the 
computer to stop execution of whatever program is in pro- 
gress and to jump to a specific location in memory and be- 
gin executing the interrupt servicing routine stored there. 
The servicing routine has to accomplish two ends; it must 
store contents of any computer registers in use by the inter- 
rupted program that might be modified during the response 
to the interrupt, and restore those contents after responding, 
and it also must locate the source of the interrupt and take 
appropriate action. 

Suppose we had a single A-D converter, with a multi- 
plexer at its input, allowing it to handle input signals from 
multiple channels. If the rising edge of the strobe signal were 
used to generate an interrupt, the interrupt routine would 
have to save registers, generate a start convert pulse for the 
first A-D conversion, wait for the conversion to finish, read 
data from the ADC into memory, generate a start convert 
for the second conversion, and so on until all parameters 
were captured, restore registers, and go back to what it was 
doing. This uses a lot of machine time to do a rote opera- 
tion. 

Things get speeded up considerably if we use separate 
ADCs for each parameter; the computer still has to save and 
restore registers, but now it only has to generate one start 
convert pulse for all of the ADCs and then read data from all 
of them in succession. This is still inefficient. It only takes a 
few chips to generate a start convert pulse, and if we build a 
circuit to do this, and then use the end-of-conversion 
(EOC) signal from the slowest ADC to generate the inter- 
rupt, the data are ready and waiting, and the computer only 
has to read them into memory. 

An even more expeditious way of handling such data in- 
volves the use of a direct memory access (DMA) channel, 
via which the computer interface can put data directly into 
memory without tying up the computer’s central processor. 
When you acquire 8-parameter data from 5,000 cells each 
second, a liability that also makes it difficult to use a digital 
computer for real-time control comes to the fore. If your 
DMA channel has to get 8 data points out of the way in the 
25 ps during which it is guaranteed (by front end electronics 
dead times) that another cell won’t come along, the data 
have to be shoveled into memory in 3 ps per data point, 
because the computer or its DMA channel are still dealing 
with the data serially, i.e., one point at a rime. The obvious 
solution to that problem is to use more DMA channels, one 
for each parameter, and stuff the data into a few different 
areas of memory in parallel. Then you have more time to 

deal with each data point. Of course, these days, 3 ps is 
plenty of time, but you get the point. 

If you’re building your own instruments, in small num- 
bers, you may want and/or need to take advantage of com- 
mercially available hardware and sofiware for data acquisi- 
tion; if you’re after the highest possible speed, and/or are 
going into production, you’ll have to design your own 
hardware. 

PC Data Acquisition Boards 
Companies such as Data Translation, Measurement 

Computing (formerly ComputerBoards), and National In- 
struments, to name a few, produce plug-in data acquisition 
boards for personal computers. These typically incorporate 
one or more ADCs; 12-bit resolution is now more or less 
standard, but 16-bit boards have become more widely avail- 
able in the past few years. Boards typically use between one 
and four ADCs; multiplexers ate included to allow each 
ADC to handle more than one input, allowing a single 
board to be used to process as many as 16 signals. Some 
boards also have a channel or two of analog output from a 
DAC, and/or eight or more digital lines that can be used for 
input and/or output. Data acquisition rates above 1 MHz 
(1,000,000 conversions/s) are readily available for 12-bit 
boards; the rate is specified for conversions from a single 
input, meaning that a 200 H z  board collecting multiplexed 
data from 8 channels, e.g., the outputs of a 5, 6, 7 or 8- 
parameter flow cytometer, would have an upper limit of 
25,000 cells/s. Data transfer can be accomplished via DMA; 
the boards can also be set up to generate interrupts or ad- 
dressed directly by the computer to initiate conversions 
and/or read data. Most plug-in boards are designed for PCI 
sockets, making them usable in both “Wintel” computers 
and in those Apple Macintosh models that have PCI slots. 
There are still some ISA boards available for older PC’s; 
there is also a recent trend in favor of building the data ac- 
quisition board into a freestanding box that connects to the 
PC using a high-speed serial connection, via either the Uni- 
versal Serial Bus (USB) or Apple’s Firewire, now standard- 
ized as IEEE 1394. 

Once data acquisition boards became readily available 
for PC‘s, they provided a relatively easy means of interfacing 
personal computers to laboratory-built cytometers and to 

older instruments that either lacked computer interfaces or 
were equipped with computers that were less sophisticated, 
less standardized, or harder and more expensive to maintain 
than personal computers. Kachel, Messerschmidt, and 
H~mmeI’~’* described an interface for an 8-parameter IBM 
PCIAT-compatible using a 12-bit data acquisition board. In 
order to operate the computer with flow cytometers that did 
not make stretched pulse outputs available externally, these 
authors built external front end circuitry; it had the capacity 
for multiparameter triggering, a feature not then found on 
most commercial cytometers. 
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Preprocessors for Data Acquisition 

The first computers used for flow cytometry were mini- 
computers, for which suitable data acquisition modules were 
not readily available. Special-purpose electronics controlled 
data acquisition by the IBM 1130 in Kamentsky‘s original 
apparatus . Block‘s Cytomat i n ~ t r u m e n t s ~ ~ ’ ~ ~ ,  which were 
equipped with dedicated Data General Nova minicomput- 
ers, had special hardwired preprocessors built in front of the 
computers to manage the 8-parameter data generated by 
multibeam measurements of 30,000 or more cells/s. The 
first generation of preprocessors involved relatively sophisti- 
cated and complex electronics; later on, the same trend to- 
ward large-scale integration of circuitry that gave us micro- 
processors also facilitated preprocessor design using more 
complex building blocks that were orders of magnitude 
smaller and less expensive than their predecessors. 

When I gave up on trying to duplicate the Block com- 
puter system in the early 1980’s, I ended up developing an 
interface using an 8-bit Atari computer. This gadget, which 
cost $399 when I first bought it, wasn’t very fast, didn’t have 
DMA, and could only address 64K of memory. At that, it 
was probably five to ten times faster than Kamentsky‘s IBM 
1130, and had more memory, so I didn’t think it would be 
impossible to use. I built a parallel processing interface, us- 
ing a separate ADC for each data parameter to be recorded. 
A-D conversions were initiated by the strobe pulse, which 
triggered electronics that sent a start convert pulse to the 8- 
bit ADCs. The output of each ADC went to a 2,048 byte 
random-access memory (RAM) chip. The interface could 
acquire and store 4-parameter data from 2,048 cells without 
the computer being involved. Since there wasn’t room in the 
computer’s main memory for all the data, histograms had to 
be updated while the data were in the .interface’s memory 
chips. No problem; the A-D conversions took about 12 ps, 
and it only took a few microseconds more to get data into 
the memories. I used a few digital electronics tricks to enable 
the computer to talk to all 2,048 locations in a RAM using 
only one memory address. 

By the time I could afford an IBM PC, which was 
around 1985, I found I could readily adapt the interface to 
talk to that computer. Since the PC could address 640K of 
RAM memory (gasp!), it was fairly simple to run the inter- 
face, fill up its RAM’s, then quickly transfer the data to the 
PC and work on it while collecting the next 2,000 cells. I 
could have collected more cells using bigger RAM’s; when I 
started, the 2K units were the biggest available. A few years 
later, Terry Fetterhoff and Bob McCarthy and their col- 
leagues1oZ1 built a version of the interface with 8K RAM’s, 
which could capture data from 8,192 cells at a time. 

You might ask, as Bob Leif did in his review of the sec- 
ond editionii79, why I didn’t just use DMA instead of the 
on-board RAM’s; Bob pointed out, quite rightly, that he 
had used DMA in his old instruments at Miami. Simple. 
While IBM even had adequate DMA capability for Kament- 
sky to utilize in the ancient 1130, the original IBM PC had 
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klunky, slow DMA that couldn’t have kept up with the data. 
This is one reason why B-D used Hewlett-Packard com- 
puters in the CONSORT 30. IBM personal computers from 
the PC/AT series on, and all of the 286/386/486 and Pen- 
tium clones, had better DMA capabilities. However, succes- 
sive versions of Windows have made it more difficult to use 
either DMA or interrupts for real-time processing, and 
hardware advances have made it easier to build preprocessors 
and memory into data acquisition systems, the end result 
being that most flow cytometers now rely on external hard- 
ware for the first stage of data capture. I could also claim, 
with some justification, that my interface and its successors 
did use DMA, with their own dedicated controllers and pri- 
vate preserves of memory, but there isn’t much point in 
fighting over semantics. 

My venerable parallel processing interface was sold by 
my company as the 4Cytem Model I, and I still use the 
boards in a few of my instruments, although I have moved 
on to designs incorporating higher-resolution ADCs for 
critical applications. 

Van den Engh and Stokdijk’I8’ described a considerably 
more elegant parallel processing interface, which cranks out 
higher resolution multiparameter data at a rate of about 4 
pdcell. This was originally used on the high-speed “MoFlo” 
sorter built at Livermore; the sorter is now being produced 
commercially by DakoCytomation, which has its own long 
history of building parallel processing interfaces for fast flow 
cytometric data acquisition and sort controlii8’~*. Cytoma- 
tion’s original CICERO systems were built around mini- 
computers; their last models used Pentium class processors 
with parallel 16-bitA-D converters. 

The processor designs created by Auer et aliiR3 for Coul- 
ter’s EPICS XL cytometer were among the most ambitious 
for their time (the early 1990’s). I have previously (p. 207 
and 214) mentioned that this apparatus does 4-decade log 
conversion and fluorescence compensation with s o h a r e ;  
the hardware on which the s o h a r e  originally ran was a sys- 
tem of interconnected InMos Transputer chips, microcom- 
puters which were designed to be operated in parallel. A PC- 
compatible computer does the data analysis and display, but 
the time-critical, computationally intensive tasks involved in 
data acquisition are delegated to other processors. BD’s 
FACSDiVa digital pulse processing electronics are also based 
on a multiprocessor system, and, as more manufacturers and 
developers of flow cytometers move toward the use of DSP 
at progressively earlier stages of signal processing, multiproc- 
essor systems will continue to replace simpler data acquisi- 
tion systems. 

That’s enough about flow cytometry hardware for now, 
and pretty much concludes what I will say about DSP and 
digital pulse processing. We will return in a bit to the [usu- 
ally personal] computer hardware and software needed to 
store and maintain data and results in a usable form, but we 
will first consider the nature of data in general, and what we 
ought, and ought not, to do with them once they are in the 
computer. 
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5.3 PRIMARY D A T A  FREQUENCY DISTRIBUTIONS distributions and where they come from, so I’ll continue, 
with the aid of Figure 5-1. - 

The first step in analysis of data obtained from flow cy- I 

SUM OF 2 
RANDOM NUMBERS 

1 RANDOM NUMBER 
(UNIFORM DIST”) 

tometers usually involves examination of one- and two- 
dimensional frequency distributions, or histograms, of - 
measured values of cellular parameters. When only pulse 
height analyzers were available for data analysis, frequency 
distributions were the only data recorded by the apparatus; 
these days, frequency distributions are almost always gener- 
ated from list mode data stored in raw form in computer 
memory and/or on external storage media. 

Until the 1980’s, most data analysis in flow cytometry 
consisted of collecting and partitioning histograms of a sin- 
gle parameter. If this parameter was DNA content, inspec- 
tion or relatively minimal mathematical manipulation was 
used as a basis for dividing the histogram into areas repre- 
senting cells in the G,/G,, S, and G, + M phases of the cell 
cycle. If the parameter was immunofluorescence, the histo- 
gram was partitioned, by inspection, into areas representing 
“negative” and “positive” cells. In some cases, different his- 
tograms were compared on the basis of the channels in 
which peak values were to be found. Logarithmic amplifiers 
had not yet come into vogue; linear scales were used, even 
for immunofluorescence. People who did flow cytometry 
were up to their ears in frequency distributions, but rarely 
bothered to think about them as such. 

From the 1980’s on, two- and, later, multicolor im- 
munofluorescence measurements found increasingly wider 
use, and logarithmic display scales and log amps became 
ubiquitous, changing the peak shapes of immunofluores- 
cence distributions, but otherwise having little effect on the 
level of statistical sophistication applied to data analysis. 
Flow cytometer manufacturers and third parties provided 
improved software for DNA content distribution analysis, 
but the software was applied at the spinal reflex level by most 
users. Most of what was written about the formal statistics of 
distributions obtained from flow cytometry was intended for 
consumption by a relatively small audience of statistically 
adept users. 

Notable early attempts to demystify data analysis were 
made by Bruce Bagwell, in a book chapter‘184, and by Jim 
Watson, who supplemented his book on flow c y t ~ m e t f y ~ ~ ~ ~  
with an equally admirable volume on data analysis1185. Both 
Jim’s discussion of statistics, and mine, which follows, owe a 
great deal to M. J. Moroney’s classic Facts From Figures’186, 
which has provided a good nuts-and-bolts introduction to 
the subject for general readers since the early 1950’s. While 
you may need a British-to-American Dictionary to get 
through parts of it, Facts From Figures is entertaining as well 
as informative, and Watson’s recent historical survey of the 
origins of numbers and is definitely worth a read. 

You Say You Want a Distribution 
Let’s face it; you’re not going out now after any of the 

works just mentioned, and I’ve already started to discuss 

Figure 5-1. Distributions of sums of uniformly distributed 
random numbers approach the Gaussian or normal dis- 
tribution. 

We’ve already run across the Gaussian, or normal, distri- 
bution, also known as the “bell curve,’’ on p. 22. It describes 
the intensity profile of a TEM,, laser beam (pp. 134-6); it 
also provides a pretty good approximation to what we get 
when we plot fluorescence histograms of calibration beads 
on a linear scale. In fact, measurements of many different 
characteristics of many different samples turn out to be 
normally distributed. 

Now, most of us, even most statisticians, don’t intui- 
tively think, “Hey, if we go out and make a lot of measure- 
ments, and plot values on the x axis and frequencies on they 
axis, we’ll get a curve described by the equation 
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where p is the mean and (T is the standard deviation, which 
just happens to be the equation of the normal or Gaussian 
distribution.” 

Gauss Out  of Uniform 
In my experience, the easiest distribution to deal with in- 

tuitively is the uniform distribution, in which all values 
have the same frequency of occurrence. You should get a 
uniform distribution with two possible values by flipping a 
fair coin a number of times and plotting the occurrences of 
heads and tails; throwing an unbiased die should give you a 
uniform distribution with six possible values. When you’re 
looking for hundreds of values, you use a computer. 

Computers can be programmed for random number 
generation, which means that, given a range of numbers, 
they are equally likely to spit out any number in the range. It 
turns out that the computers really generate pseudorandom 
numbers; values eventually repeat, but pseudorandom is 
close enough. The upper left panel of Figure 5-1 shows a 
computer-generated frequency distribution of 50,000 ran- 
dom numbers, and it’s pretty uniform. 

If, instead of plotting the distribution of individual ran- 
dom numbers, you plot that of the sums of pairs of random 
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numbers, you get the triangular distribution in the upper 
right panel of the figure. The distribution of sums of three 
random numbers, at the lower left, looks like some rocks in 
Arizona and some ziggurats in Iraq, but nobody talks about 
things being distributed on a ziggurat curve. However, mov- 
ing to the lower right panel, which shows the distribution of 
sums of four random numbers, we get a bell-shaped curve 
that looks pretty Gaussian. By the time you get to the sum 
of eight random numbers, even the computer can’t tell the 
distribution from Gaussian, take my word for it. 

Practically any measurement you can make has associ- 
ated with it several sources of error, each of which will con- 
tribute some random variation to the measurement. What 
Figure 5-1 tells us is that, even if the distribution of the 
variation from each source were completely uniform, we 
could expect measured values to follow an approximately 
normal distribution. We don’t have to rely on the figure, 
either; the Central Limit Theorem of statistics gets us to 
the same conclusion in a more formal, mathematical way. 

About Binomial Theorem, I’m Teeming With a Lot 
0’ News ... 

Another intuitive approach to the normal distribution comes 
from examination of the binomial distribution, which, 
among other things, describes the outcomes to be expected 
from multiple tosses of coins, fair or biased. In the case of 
the fair coin, the probability of the coin’s coming up heads is 
equal to the probability of its coming up tails, both prob- 
abilities are taken as 1/2, eliminating consideration of the 
coin’s landing on edge. For two throws of the coin, the pos- 
sible outcomes are: two heads, heads followed by tails, tails 
followed by heads, and two tails. If we consider the out- 
comes only in terms of combinations, or numbers of heads 
and tails, and not in terms of permutations, which differen- 
tiate outcomes according to which comes first, the outcome 
of one head and one tail is twice as likely as either that of 
two heads or that of two tails. This very rudimentary distri- 
bution already has a peak. 

For three throws, the outcomes are three heads, two 
heads and one tail, one head and two tails, and three tails. 
The mixed outcomes are each three times as likely as all 
heads or all tails; in the case of two heads and one tail, for 
example, the tail could come up on either the first, second, 
or third throw. For four tosses, the two heads and two tails 
are six times as likely as all heads or all tails; one head and 
three tails or one tail and three heads are four times as likely 
as all heads. Work it out with a pencil if you have problems. 

For n throws, outcomes with r heads and (n - r) tails, or 
r tails and (n - r) heads, are (n ! ) / [ (d ) (n  - r)!] times as likely as 
outcomes with all heads or with all tails. Note that n!, or n 
factorial, is [(n)(n - 1) (n - 2) (n - 3) ...( 3)(2)(1)]. The quan- 
tity (n!)/[(r!)(n - r)!] ,  abbreviated “C,, is the number of 
combinations of n things taken r at a time. 

“C,is also known as the binomial coefficient. A bino- 
mial is an algebraic expression with two terms, e.g., (p + q). 
When a binomial is raised to the nth power, the result is a 

series of terms, the rth term being expressed as Tg’q“.’. For 
example, 

(p t q)4 = p4 t 4p’q + 6p’q’ + 4p4  t 4. 
You can verify the calculation, given that O! = l! =l. The 
binomial coefficients for expansions to increasing powers 
arrange themselves in Pascal’s Triangle, shown in Figure 5- 
2. 

1 1  
1 2 1  

1 3 3 1  
1 4 6 4 1  

I 5  10 10 5 I 
I 6 15 20 15 6 I 

I 7 21 35 35 21 7 1 
I 8 28 56 70 56 28 8 I 

b e .  

Figure 5-2. Pascal’s Triangle 

The nth row of the triangle contains the coefficients for 
the nth power; the sum of these coefficients is 2”, i.e., 2 for 
the 1st row, 16 for the 4th row, etc. You can also calculate 
the coefficient at any point in the (n + 1)st row by adding 
the coefficients to the left and right of it in the nth row. The 
triangle has endured for centuries as a way of getting chil- 
dren of all ages to play with numbers. 

It also provides a good picture of the binomial distribu- 
tion for any number n of coin tosses. Figure 5-3 illustrates 
binomial distributions for n = 2, 4, 8, and 16, assuming a 

fair coin, with the probabilities p and q (= 1 - p) for heads 
and tails both equal to 0.5. The numbers of occurrences of 
various outcomes have been multiplied by appropriate con- 
stants to yield the same total number of events in each dis- 
tribution. 

~ , /=* n = 4  

Figure 5-3. Binomial distributions for n = 2, 4, 8, and 
16, with p = q  = 0.5. 

As n increases, binomial distributions get to look more 
and more like the normal distribution, except that binomial 
distributions are discrete, that is, probabilities are defined 
only for distinct values representing outcomes, while the 
normal distribution is continuous, with a probability as- 
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signed to any outcome between -00 and co. The distribution 
for n = 16 in Figure 5-3 is hard to distinguish from a normal 
distribution, either by eye or mathematically. In fact, stu- 
dents of statistics have long been taught that a normal distri- 
bution can be used as an approximation to a binomial dis- 
tribution for which n > 10. 

The normal approximation to the binomial made life 
much easier in the precomputer days because one could al- 
ways find tables of the normal distribution. O n  the other 
hand, one could also find tables of logarithms and slide 
rules, neither of which get much use these days. At the risk 
of being accused of statistical heresy, I will suggest that, in 
this era of digitized data with discrete values, we might more 
properly use binomial distributions as such. Don’t worry 
about it yet. 

If you’d like to see binomial distributions which don’t 
look like normal distributions, take a look at Figure 5-4, 
which shows three binomial distributions for which n = 16. 
When p = 0.5, the distribution is symmetric, nearly Gaus- 
sian. Whenp  = 0.25, the distribution is noticeably asymmet- 
ric, or skewed; whenp = 0.125, the skewness is pronounced. 
This would be the distribution of heads obtained from toss- 
ing a decidedly biased coin (1 chance in 8 of coming up 
heads). The distributions shown are shifted to the left; dis- 
tributions for values o f p  greater than 0.5 would be shifted to 
the right. As n increases, the skewness of distributions de- 
creases. 

NUMBER OF HEADS 

time to point out that the word “parameter” has a very well- 
defined meaning in a statistical context. Distributions are 
characterized by one or more parameters, which appear in 
the formula defining the distribution; in the case of the 
normal or Gaussian distribution, for which the formula ap- 
pears on p. 23 1, the parameters are p and G. 

In the case of the binomial distribution, the formula for 
which is 

y(k) = “C,p’(l -p)”-” 

where y(k) denotes the probability of k occurrences, in n 
trials, of the outcome with probability p ,  the parameters are 
n andp. 

The Poisson distribution (pp. 19-20), with the formula 

y(k) = (e.’p‘ )/k! , 

where y(k) denotes the probability of k occurrences of the 
specified outcome, is characterized by the single parameter p. 

Especially since I have already let it slip that, in the case 
of the normal distribution, p is the mean and 0 the stan- 
dard deviation, you may be wondering how the parameters 
of a distribution relate to these better known descriptors. 

Mean, Variance, and Standard Deviation 

Mathematical statistics defines a series of moments of a 
distribution, which are very much analogous to the mo- 
ments of physics. The mth moment about the origin of a 
discrete distribution such as the binomial, denoted by p’m , 
is defined as 

F 
p’, = c x”.y(x); 

it represents the sum of the mth powers of all possible out- 
comes, each weighted by its probability of occurrence. For 
continuous distributions, an integral replaces the sum. To  
relieve the math anxiety, let me reveal that the first moment 
about the origin is good old p, better known as the arithme- 
tic mean or average. As for the analogy between statistical 

r__ / P =  0.5 
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E 
N 
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Figure 54. Binomial distributions for n = 16 and p = 0.5, 
0.25, and 0.125. When p # 0.5, the distribution is 
asymmetric, or skewed. 

While never likely to be mistaken for normal, skewed 
binomial distributions do approximate another well-known 
continuous distribution, the Poisson distribution. If you’ve 
ever encountered the Poisson distribution, you have un- 
doubtedly heard it characterized as describing the statistics of 
rare occurrences; it thus might not come as a surprise that 
binomial distributions for which IZ and p are relatively small, 
which therefore also deal with rare occurrences, develop a 
resemblance to Poisson distributions. 

Distributions Have Their Moments 

Statistical versus Cytometric Parameters 

We’ve already gotten used to talking about parameters in 
the context of flow cytometry, and now is the appropriate 

and physical moments, a line perpendicular to the horizontal 
axis at p passes through the center of gravity of the distribu- 
tion. 

The mth central moment, or mth moment about the 
mean, is denoted by p m ,  and defined as 

The second moment about the mean is better known in the 
guise of G*, the variance, which is the square of the stan- 
dard deviation (S.D.), G. 

The formulas you’ll usually encounter for the mean and 
variance include a number of observations, N; the mean is 
(Cx)/N and the variance is (C(x - p)*)/N; for small samples 
(N < 20), about which we needn’t worry, the variance is 
generally more accurately expressed by [C(x - p)’]/(N - 1). 
These formulas don’t look quite like those for the moments, 
but the y(x) terms in the moments include the factor 1/N, 
which explains the apparent discrepancy. Different statistics 
books write the same formulas in different forms. 
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Parameters, or powers of parameters, aren’t always mo- 
ments, although they are in the case of the normal distribu- 
tion. For the Poisson distribution, the mean is equal to the 
parameter p; so is the variance. For the binomial, the mean 
is np; the variance is np(1 - p ) .  

With Many Cheerful Facts About the Square of  the 
Hypotenuse: Euclidean Distance 
While the mean locates the physical center of a distribu- 

tion, the standard deviation, and its square, the variance, 
provide an indication of the average distance from the center 
of points in the distribution. The “square root of squares” 
nature of the standard deviation relates to the time-honored 
definition of the Euclidean distance between two points in 
space, shown in Figure 5-5. 

(XP ! Y2) 

d = ((xi - ~ 2 ) ‘  + ( ~ i  - 

/ I Yz - Y 1  

Figure 5-5. Euclidean distance between two points, 
with an assist from Pythagoras. 

In the two-dimensional case, the line between two points 
(x,,y,) and (x,,y,) represents the hypotenuse of a right trian- 
gle with sides of length (x2 - x, ) and (y, - y1 ); from the Py- 
thagorean Theorem, we know the length of the hypotenuse 
is the square root of the sum of the squares of the sides, or 
[(x, - xI )’ + (y, - yI )’ 1”’. The distance formula works in any 
number of dimensions; you can sketch it out for yourself in 
three if you have doubts. 

Higher Moments: Skewness and Kurtosis 
The skewness, y, , of a distribution is defined as: 

Y, = pJ (J3 7 

where p3 is the third moment about the mean and 0 is the 
standard deviation. Since the normal distribution is symrnet- 
ric about the mean, its skewness is zero. The skewness of the 
Poisson distribution is p”*; that of the binomial distribution 
is (1 - 2p)/[n@)(1 -p)]”’.  

If skewness is a relatively simple concept, kurtosis, and 
the related excess, are a little subtler. Both can be symbol- 
ized as y, ; kurtosis is defined as 

and excess as yz = (p4/04 ). The excess of a normal distribu- 
tion is zero, that of a Poisson distribution is l / p ,  and that of 
a binomial distribution is (6p’ - 6p + l)/[np( 1 - p ) ] .  Kurtosis 
and excess characterize the relative proportions of the central 
Dortion and tails of a distribution. A distribution with heft- 

ier tails than a normal distribution is called platykurtic; one 
with proportionally more in its central portion is leptokur- 
tic. 

Some Features of the Normal Distribution 
If x is normally distributed with a mean p and a standard 

deviation o, the quantity z, where z = (x - $10, is normally 
distributed with mean 0 and standard deviation 1. The stan- 
dardized quantity is usually what appears in tables of the 
normal distribution. P(Z) is the probability that z I Z ; i t  is 
the integral of, or the area under, the standardized normal 
curve between -a, and Z. Y(Z) gives the height of the distri- 
bution at z = Z (or at z = -Z, since the distribution is sym- 
metric). Some key values are shown in Table 5-1. 

Table 5-1. Some landmarks of the normal or Gaussian 
distribution. 

Half of the symmetric distribution lies above the mean; 
three-quarters lies within 0.68 standard deviation (S.D.) of 
the mean, and it’s a safe gamble that more than 99 and 
44/100 percent of the distribution is less than 3 S.D. from 
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the mean. When you deal with large numbers of observa- 
tions, that may not be as much comfort as you need; nore 
that 3 of every 10’ points lie more than 5 S.D. above the 
mean. If you’re really ambitious about rare event analysis, 
you might worry about the 1 event in 10’ lying more than 6 
S.D. above the mean, or even the 1 in 1OI2 lying more than 
7 S.D. above. You’re safe at 8 S.D., above which you can 
only expect 1 event in 10’~. 

When working with the approximately normal distribu- 
tions encountered in flow cytometric measurements of cali- 
bration beads, or of DNA content, we have gotten used to 
calculating the coefficient of variation (CV), that is, the 
S.D. divided by the mean, to compare the relative dispersion 
or spread of two distributions. The FWHM (Full Width at 
Half Maximum height) of a normal distribution is 2.36 
standard deviations; as noted on pp. 22-3, the CV of a flow 
cyrometric near-normal distribution may be “conveniently” 
estimated by multiplying the difference in channel numbers 
between the left and right half-maximum points by (1/2.36) 
and dividing by the channel number of the peak. Or, if 
you’d prefer to do a really convenient calculation, i.e., one 
that you can do in your head, just find the difference in 
channel numbers between points at which the height is 0.6 
maximum, where the width is 2 S.D. Divide by twice the 
peak channel number, and you’ve got the CV. 

Many of the distributions observed in flow cytometry, 
e.g., immunofluorescence and right angle scatter distribu- 
tions and distributions obtained from measurements of total 
cellular protein with stains such as fluorescein isothiocy- 
anate, are, when measured on a linear scale, skewed toward 
lower values. Most of these distributions look more like the 
normal distribution when displayed on a logarithmic scale, 
and have been described as exhibiting lognormal distribu- 
tions, i. e., distributions in which the log of the measured 
quantity is normally distributed. Other cellular characteris- 
tics, including generation time, also follow approximately 
lognormal distributions. 

The “approximately” in the preceding sentence is really 
key here. There are billions of humans, bearing trillions of 
cells each, and when you do some rough and ready calcula- 
tions using extreme values of lognormal distributions, you 
expect to find small numbers of cells with generation times 
of milliseconds and centuries, and lymphocytes the size of 
neutrons and filberts. Common sense steps in and tells us 
that distributions encountered in real life are truncated (the 
term is in boldface because it is used in statistics in exactly 
the sense in which I am now using it); values don’t really 
range from minus to plus infinity. In addition, as can be 
appreciated from a paper by Coder, Redelman, and Vogt“*’, 
many distributions that appear lognormal really aren’t. 

Measures of Central Tendency: Arithmetic and 
Geometric Means, Median, and Mode 

The mean represents what statisticians call a measure of 
central tendency; it indicates the position of a representa- 
tive portion of a distribution. The arithmetic mean, or av- 

erage, (Cx/N), i.e., the sum of the individual values (x) of all 
of the observations in the distribution divided by the num- 
ber, N, of observations is familiar to almost everybody. It is 
not the only mean there is; those of us who do flow cytome- 
try are familiar, perhaps too familiar, with the geometric 
mean, which is the Nth root of the product of all of the 
observed values, or, in mathematical notation, (nx)”“. 

You might ask why so many flow cytometry sofnvare 
programs compute geometric means, since you aren’t likely 
to find more than passing references to them in most statis- 
tics books. Well, I’ll tell you. A lot of flow cytometry data is 
displayed on logarithmic scales and, essentially, stored in 
logarithmic form; the values we have to work with are the 
logarithms of the observed values. Adding the logarithms of 
two numbers gives you the logarithm of their product, and 
dividing the logarithm of a number by N gives you the loga- 
rithm of its Nth root. So, if you have N logarithms of ob- 
served values, and you take the arithmetic mean of the loga- 
rithms, adding them all up and dividing by N ,  what you get 
just happens to be the logarithm of the geometric mean of 
the observed values. It is easier to do this computation than 
it is to convert all the logarithmic values to linear values and 
take their arithmetic mean, especially when you are dealing 
with 8-bit or 10-bit data on the logarithmic scale, which will 
give you noticeable picket fence effects when you try to con- 
vert to a linear scale and back to a log scale. As it becomes 
the norm (a good name for a measure of central tendency if I 
ever heard one, but not a defined term) to store high- 
resolution list mode linear data, there should be little reason 
to bother with geometric means. 

Other measures of central tendency include the mode, 
which is the value of the distribution that occurs most fre- 
quently, and the median, the value above and below which 
50% of the distribution can be found. The arithmetic and 
geometric means are both susceptible to the influence of 
outliers, i.e., data points far from the center of the sample 
distribution. Small numbers of outliers can change the val- 
ues of both means, in some cases substantially. The mode 
and median are largely immune from the effects of outliers. 

Measures of Dispersion: Variance, Standard Deviation, 
CV, and lnterquartile Range 

The variance, its square root, the standard deviation 
(S.D.), and the coefficient of variation (CV), i.e., the S.D. 
divided by the arithmetic mean, are measures of dispersion 
for a distribution. Other measures of dispersion include the 
range, or difference between the highest and lowest values, 
and the interquartile range (i.q.r.), the difference between 
the values within which the central 50% of the distribution 
lies. 

Robustness in Statistics; the Robust CV 
We need to worry at least a little about the actual form 

of the distributions with which we deal with because you 
can’t just do a lot of statistical tests and expect accurate re- 
sults. Statisticians speak of parametric tests, which involve 
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quantities computed using estimated values of the parame- 
ters of distributions, and nonparametric tests, which don’t. 
Many parametric tests are based on the assumption that the 
distribution being examined is normal, and may fail when it 
deviates substantially from normal. Tests that maintain their 
efficacy when their underlying assumptions are violated are 
called robust. 

In traditional statistical work, a sample of data points is 
used to estimate the properties of the distribution repre- 
sented by the sample. Some measures of central tendency 
and dispersion provide better estimators than others. For 
example, the range is not a particularly good measure of 
dispersion when the sample includes a reasonable number of 
points, because the value of the range obtained from the 
sample is determined solely by outliers. The arithmetic and 
geometric means are, as previously noted, affected by out- 
liers; the S.D. is, to an even greater extent, because the vari- 
ance, from which the S.D. is derived, includes terms repre- 
senting the squares of the differences between outliers and 
the mean. The median and interquartile range, the values of 
which are determined by the locations of the central 50% of 
the distribution, are not greatly affected by outliers; they are 
robust. 

In a symmetric distribution, the mean is equal to the 
median, in a symmetric unimodal distribution, i.e., one 
with a single peak, the mode is equal to the mean and me- 
dian. In a skewed distribution, the mean, median, and mode 
all have different values. When we work with skewed distri- 
butions, e.g., when defining a “peak channel,” we are more 
likely to focus on the mode of the distribution than on ei- 
ther the mean or median, and, estimating CVs by eye gets 
much harder than it is when we’re dealing with relatively 
narrow normal distributions. The mode isn’t a particularly 
robust statistic, anyway. 

We’d like to have something analogous to the CV to use 
to compare skewed distributions, even if we can’t do the 
calculation in our heads. The CV is obtained by dividing the 
S.D., a measure of dispersion, by the mean, a measure of 
central tendency. Something that may suit our needs admi- 
rably is the robust CV (RCV). 

The robust CV is obtained by dividing the interquartile 
range, a robust measure of dispersion, by the median, a ro- 
bust measure of central tendency. In order to make it di- 
rectly comparable to CV for normal distributions, we intro- 
duce a factor of 0.75. Since, as can be seen from Table 5-1, 
the interquartile range of a normal distribution encompasses 
1.36 S.D., extending 0.68 S.D. above and below the mean, 
which is also the median, the adjusted value 

RCV = 0.75 x (i.q.r.)/median 

should be close to the value of the CV for a normal distribu- 
tion. 

The median, i.q.r., and RCV are also useful for dealing 
with distributions on logarithmic scales, which pose particu- 
lar problems when attempts are made to calculate means and 
standard deviations using channel numbers. The mean of 

the logs isn’t the log of the means, and vice versa; this is one 
reason some software calculates a geometric mean. An alter- 
native approach is to convert everything from log back to 
linear and work from there; however, given the relatively 
poor agreement between log amps and log tables, this seems 
inadvisable. Eventually, we’ll be keeping the data in 16-bit 
or higher precision linear form, and using the log scales pri- 
marily for displays; even then and thereafter, however, we’ll 
run into less trouble if we use robust statistics. 

“Box-and-Whiskers” Plots of Distributions 
“Box-and-whiskers” plots, described by Tukey”88, and 

shown in Figure 5-6, provide an easily appreciated graphical 
summary of a distribution. The box spans the interquartile 
range; the whiskers define the end points of the range unless 
they are more than 1.5 i.q.r. away, in which case dots along 
the axis may be used to show outliers. TufteloZS suggested a 

simpler, and even more informationally dense, version of the 
box-and-whiskers plot; this is also shown in the figure. Lo- 
cating the median by a horizontal gap between lines may be 
a little tricky, but you can always make the gap bigger. 
Tufte’s works on information display’a25”’8’~2418-9 speak well of 
“small multiples,’’ a type of display which might include 
those figures, shown in many papers involving flow cytome- 
try, in which the reader is given the opportunity to compare 
16 or 32 immunofluorescence histograms, each smaller than 
a postage stamp. However, box-and-whiskers plots, either in 
Tukey’s original form or Tufte’s minimalist style, can pre- 
sent the information more effectively. Nobody gets bragging 
rights for histograms any more, anyway. 

WHISKER BOX WHISKER 
MEDIAN 

\ 
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Figure 5-6. “Box-and-whiskers” plots showing medi- 
ans and interquartile ranges of two distributions. A: 
As originally described by Tukey”=. B In the mini- 
malist interpretation suggested by Tufte’Oa. 

Calculating and Displaying Histograms 
The computer algorithm for calculating histograms was 

described on p. 25. Today’s software allows histogram com- 
putation to be stopped when the total number of cells or the 
number of cells in a given channel or range of channels 
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reaches a preset value, or (in the case of data acquisition 
sohare)  after a preset time has elapsed. These capabilities 
were anticipated by the pulse height analyzers (PHAs) used 
on the previous generation of flow cytometers, as was some 
limited capacity for gated analysis, which is erroneously con- 
sidered a relatively “modern” technique in flow cytometry. 

The gating capacities of PHAs were limited to the use of 
a gating pulse, which essentially provided a trigger signal for 
the analyzer, allowing computation of histograms from low- 
level and/or noisy signals, e.g., immunofluorescence signals, 
for which forward scatter signals served as gating pulses. 
However, the hardwired two-parameter analyzer incorpo- 
rated into the original Bio/Physics Systems Cytofluorograf 
allowed the definition of a two-parameter gate bounded by a 
four-sided polygon; an associated gating pulse could be used 
to trigger the PHA to produce a histogram of a third pa- 
rameter for cells within the gating region. Modern technol- 
ogy allows us to be much more creative about gating. 

Figure 5-7 shows histograms of distributions plotted in 
various formats. PHAs usually produced a series of dots or a 
“bar graph; when connected to chart recorders, they drew 
lines. The computer can easily reproduce all of these types of 
display and add a few. I find “odd” and “even” bar graphs, 
in which every other point of a distribution is displayed as a 
bar, to be useful for visual comparison of two histograms; 
they are particularly effective when the two histograms are 
displayed in different colors or shades of gray. 
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Figure 5-7. Histogram display formats. 

Bivariate and Multivariate Distributions and Displays 

When mixed cell populations are subjected to flow cy- 
tometric analysis, frequency distributions of any one cellular 
parameter generally show considerable overlap from one cell 
type to another. It is almost always possible, however, to 
distinguish different types of cells by looking at multivariate 
frequency distributions of two or more parameters in 
spaces of two or more dimensions. 

Two-parameter dot plots or cytograms, and two- 
dimensional frequency distributions, shown as gray scale, 
chromatic (color), peak-and-valley (“isometric”), or con- 
tour plots, all of which were discussed in Chapter 1, are the 
most commonly used forms of graphical presentation of 
bivariate flow cytometric data. 

Dot Plots; Correlation and Covariance 

Dot plots provide as good an indication as any other 
form of display of the range of bivariate data. They are also 
useful in determining correlations between parameters, i.e., 
the extent to which values of two parameters track one an- 
other. The correlation coefficient rxy between variables x 
and y is defined as 

rT = C[(X - pJ(y - y)l/Nox oy’ 

where px and p, are the mean values of x and y, and ox and 
oy are the associated standard deviations. The covariance of 
x and y, ox,, is 

ox, = C K X  - p.)(y - p p .  

Figure 5-8 shows dot plots of some computer-generated 
near-normal data illustrating various degrees of correlation. 
The panel at the left shows data that are essentially uncorre- 
lated (r = -.OO2). The middle panel shows data with some 
correlation; r = 320. The x- and y-values in the right panel 
are highly correlated (r = .950). In general, if you plot two 
parameters that show a correlation this high, you might as 
well only measure one of them. 

1 r - - - - - l n  

L U W  
r = .320 r = .950 r = -.002 

Figure 58: Dot plots of computer-generated data show- 
ing various degrees of correlation. 

Linear Regression; Least-Squares Fits 

When variables are well correlated, it is often useful to be 
able to express the value of one dependent variable as a 
function of the other independent variable. If y is the de- 
pendent, and x the independent, variable, it is possible to 
find values of the slope m and y-intercept b which best 
describe a linear relationship (y = mx + b) between the two. 
In the procedure called least-squares linear regression, 
values of m and b are selected which minimizes the sum of 
squares of the distances of actual data points (x,y) from the 
line y = mx + b. Euclidean distance comes into play again. 
The use of regression in calculating instrument sensitivity in 
MESF units was shown in Figure 4-60 (p. 216) and dis- 
cussed on pp. 216-7. 

When you do a regression calculation, the key critical 
item in the result is the minimized sum of squares, or resid- 
ual. This determines the confidence interval for the value 
of the slope, m. If you look at the right panel of Figure 5-8, 
you can pretty much figure out that the regression line 
would run from the bottom left corner to the top right cor- 
ner of the panel, meaning there wouldn’t be much doubt 
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about the value of m. There isn’t anything that prevents you 
from deriving a least squares line for essentially uncorrelated 
data such as are shown in the left panel of Figure 5-8. How- 
ever, if you look at the data, you won’t (or shouldn’t) be able 
to convince yourself that a regression line should run in any 
particular direction, and the residual will, in essence tell you 
that the slope could be anywhere between -a and m. In gen- 
eral, if you can’t see a high degree of correlation in the data, 
regression, linear or otherwise, is a waste of time. 

Linear regression can readily be extended to more than 
two dimensions through the magic of matrix algebra. There 
are also cases in which data clearly accumulate along a trajec- 
tory which doesn’t happen to be a line; in such cases, it is 
possible to find least squares fits to polynomials, exponen- 
tials, etc. Such nonlinear least-squares curve fitting figures 
prominently in the methodology for deconvoluting DNA 
histograms, which was introduced on pp. 25-6. 

Breaking off Undiplomatic Correlations 
Correlation and regression are used, ubiquitously but in- 

appropriately, in many studies comparing different methods 
of clinical measurement, e.g., comparison of results obtained 
by newer and older hematology counters. In general, a corre- 
lation coefficient becomes larger as the range of included 
data points increases; since evaluations of new methodology 
are typically designed to include extreme values at the high 
and low ends, and since nobody is willing to put up money 
for the study unless the new method seems to work reasona- 
bly well, it can be expected that there will be a high degree of 
correlation between the results obtained using the old and 
new method. This was pointed out in 1986 by Bland and 
Altman2483, but, years later, when Rebecca Gelman designed 
a study using the Wilcoxon paired-sample (signed rank) test 
to evaluate volumetric capillary cytometry against flow cy- 
tometry for CD4+ lymphocyte counting, she noted that 6 of 
7 comparisons of technologies for this purpose published 
between 1993 and 1995 still relied on correlation and re- 
gression. If you ever get involved in an instrument compari- 
son, you should look at the paper by O’Gorman, Gelman et 

and make sure the statistician responsible for the ex- 
perimental design has read it. 

Multivariate Measures of Central Tendency 
and Dispersion 
In the matrix algebra used for multivariate statistics, in- 

dividual observations are replaced by an observation vector, 
and means by a means vector; the function of the variance 
is subsumed by the variance-covariance matrix, which has 
the variances of the individual variables as its diagonal ele- 
ments and the covariances (oxy ) as its off-diagonal elements. 

If you think about it, you will realize that it is not possi- 
ble to come up with definitions for multivariate medians, 
quartiles, percentiles, etc. One can find the central positions 
of bivariate and multivariate Gaussian distributions (for an 
isometric plot of a bivariate Gaussian, look at the intensity 
distribution of a TEM,, laser beam, shown as an isometric 

plot in Figure 4-21 on p. 136), but these central positions 
are means. It is also possible, using fairly hairy mathematics, 
to find boundary contours for “rings,” in the two- 

dimensional distribution, or “shells,” in the three- or multi- 
dimensional distributions, that contain given percentile frac- 
tions of the population, but only because the Gaussian dis- 
tribution is symmetric. That doesn’t help us much in look- 
ing at most of the real multivariate distributions we encoun- 
ter in cytometry, which are asymmetric in bizarre enough 
ways for me to have adopted the term “ginger root” to de- 
scribe them. 

Beyond Dot Plots: Two-Parameter Histograms 
We found in chapter 1 (pp. 26-7) that dot plots can pro- 

vide information we can’t get from single-parameter histo- 
grams. However, in considering the broad area of discrimi- 
nation and selection of cell populations, even in two dimen- 
sions, we quickly encountered a need for alternatives, and 
discovered that the display of a bivariate frequency distribu- 
tion as a two-parameter histogram, which provides indica- 
tions of the relative frequencies at which cells with different 
values of two measurement parameters occur within the 
sample population, could be much more informative. 

Bivariate Distributions: Display’s the Thing! 
A useful discussion of techniques of graphical presenta- 

tion of bivariate and multivariate data appeared in an article 
by Graedel and McGill’”, which shaped my original discus- 
sion of the subject; I have since been influenced by the 
monumental contributions made to the art and science of 
data visualization by 

Not so long ago, those of us lucky enough to have com- 
puters attached to our flow cytometers were obsessed with 
minimizing the number of bytes of data we had to keep on 
hand, in order not to exceed the 640 KB capacity of our 
computer memories or the 360 KB capacity of a floppy disk. 
Even though seemingly gigantic 5 and 10 MB hard drives 
had become available to us, they did not offer storage space 
for as much data as we could fairly readily generate in a mat- 
ter of days. We also were usually limited to 8-bit ADCs, 
which meant that our single-parameter histograms couldn’t 
occupy more than 256 channels; the two-parameter distribu- 
tions were typically 64 x 64, so as not to take up either too 
much space or too much computing time. This got us used 
to accumulating data from only 5,000 or 10,000 events in 
each sample, and, to tell the truth, the displays didn’t look 
too bad. 

Now that we can get 20-bit linear data, and have at least 
hundreds of MB RAM and tens of GB hard drive space in 
the laptop computers we use for off-line data analysis, it’s 
tempting to go to 1,024-channel histograms and 256 x 256 
2-parameter displays. However, this forces us to reconsider 
how many events we need to acquire and how to display 
them. Figure 5-9, on the next page, helps us see why; not 
coincidentally, the figure also appears, uncaptioned but in 
color, on the book‘s cover. 
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Figure 5-9. Varieties of two-parameter data display, with different numbers of cells represented in 
the plots in each row, and different plot types for the same numbers of cells in each column. The 
plots themselves are shown in color, without captions, on the front cover of the book. Plots by Jen- 
nifer Wilshire, using FlowJo software; data supplied by Mario Roederer. 

Figure 5-9 shows several variations of the most popular 
types of two-parameter data display. There are dot plots, 
unsmoothed and smoothed density plots, and unsmoothed 
and smoothed contour plots; the smoothed contour plots are 
shown with and without outliers. 

Displaying by the Numbers 
When we look at the upper left corner of the display, 

what jumps out at us is that there aren’t a whole lot of cells 
represented in the dot plot. Moving one square to the right, 
to the 500-cell density plot, we notice that there are so few 
cells that most of the plotted points still represent single 
occurrences. Actually, I’m not even sure you can tell the 
difference between dots of different shades of gray in the 
figure; you may need to look at the front cover to pick up 
the few dots that aren’t colored blue. 
Move to the 500-cell contour plot, and you’ll notice that 
there are a lot more pixels in the contour lines than there are 
cells represented in the display. If you look at the 

smoothed density plot and the smoothed contour plot, and 
scan down the columns with those plots from top to bot- 
tom, you’ll find it hard to tell that the data in the second 
and third rows came from ten and a hundred times the 
number of cells represented in the first row. 

Is the glass in the first row 10% or 1% full or is it 90% 
or 99% empty? The smoothed plots look ready for a journal. 
Now, nobody will accuse you of faking data if you use flow 
software to produce smoothed plots; it can be argued that 
the software produces an accurate representation of the 
structure of the data, even if there are only 500 cells in- 
volved. But most of us would be leery about publishing flow 
data from only 500 cells, especially when we can analyze tens 
of thousands of cells a second. The smoothed plots simply 
look too good for the data, at least to my way of thinking. 

If you look down the column of dot plots, you’ll notice 
that, as has been previously mentioned, large areas of black- 
out accumulate as the number of cells increases. On the plus 
side, you can still see the single occurrences. Every event is 
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represented; you just can’t tell high-density areas from low 
ones, although I would argue that, even in the dot plot of 
50,000 cells, you could pretty well guess where the high- 
density areas were. 

I prefer to keep things as simple as possible, using dot 
plots, which are frequently all that’s necessary, when I can, 
and only going to calculation and display of bivariate distri- 
butions when I can’t get the information I want from a dot 
plot. Dot plots are fine when your primary purpose is defin- 
ing windows around clusters and obtaining counts, at least if 
you do things my way. 

The unsmoothed density plots are, like dot plots, com- 
pletely honest; what you see is what you get. Every event 
appears. However, if you look at the smoothed density and 
contour plots, you’ll notice that most of the single occur- 
rences have disappeared, except, of course, in the smoothed 
contour plot with outliers, which is actually a dot plot of 
low-frequency events on top of a contour plot of higher- 
frequency events. And, as I play Goldilocks (moving toward 
gray scale, these days), it strikes me that the density plot of 
500,000 cells is showing too many, that the density plot of 
5,000 cells is showing too few, and that the density plot of 
50,000 cells is just right. 

Yet I said on p. 238 that the practice used to be to show 
no more than 5,000 or 10,000 cells in a two-parameter dis- 
play. What’s changed? Easy. O n  p. 238, I was talking about 
64 x 64 display; when you move to a 128 x 128 or a 256 x 

256 display, you have 4 times, or 16 times, as much real 
estate into which you can fit your events, and you need pro- 
portionally more events to make an unsmoothed display 
look as substantial. 

If you’re looking for rare events, and what you eventually 
want to show people is a two-parameter display with a gate 
drawn around however many (or few) of the elusive little 
buggers you manage to turn up, it’s acceptable to have hun- 
dreds of thousands, or even millions, of cells represented 
overall. In theory, you will have worked your gating and 
chosen your display parameters so that none of the millions 
of non-rare events show up in the same area, and, if you can, 
it might be nice to show a plot of a lot of cells from a sample 
that doesn’t have any of the rare events in it, just to firm up 
your case. 

Of course, if you’ve done an experiment, presumably not 
involving rare event analysis, that, for whatever reason, only 
yielded data from a few thousand, or even a few hundred, 
events, you’ve got to go with what you’ve got. But you 
might consider leaving your two-parameter displays in a 64 
x 64 format, and condensing your 1,024-channel histograms 
to 256 channels; the displays will look better. 

While I’m on the subject of histograms, I should men- 
tion that, if you want to apply mathematical models to your 
data, for example, to estimate numbers of cells in various 
fractions of the cell cycle on the basis of DNA content, you 
may need a lot more cells than you think. The ISAC Guide- 
lines for implementation of clinical DNA cy~ometryl~~~call 
for 10,000 cells in the S-phase region, exclusive of debris, 

etc.; it has, more recently, been suggested that there must be 
at least 200 cells per channel in the S-phase region for a 
model to produce reliable For a 256-channel his- 
togram, with a Go /G, peak at channel 100 and a G,+M peak 
at channel 200, the requirement would be for almost 20,000 
cells in the S-phase region; if 10% of the cell population 
were in S-phase, the sample would have to contain at least 
200,000 events. While it would be of interest to have precise 
information on DNA synthesis in peripheral blood CD4+ 
lymphocytes in AIDS or in cancer cells circulat- 
ing in blood2”’, finding enough cells to analyze is likely to be 
a problem in the former case and will definitely be a prob- 
lem in the latter. 

Economies of Scale 
I have already complained (p. 31) that density plots, 

whether gray scale or color, are almost never accompanied by 
a scale or key indicating the numbers of events represented 
by each color or gray level. Figure 5-10 shows a 64 x 64 
density plot with the scale I usually use. 
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Figure 5-10. Density plot of 90” vs. forward scatter 
for leukocytes in lysed whole blood, showing a scale 
indicating the numbers of events represented by each 
gray level. 

The density plots shown in gray scale in Figure 5-9, and 
in color on the book cover, are unaccompanied by a scale. 
Like most people who do cytometry these days, I use color 
printers for output. Edward Tuf?e’oZ6 correctly points out 
that there is no generally accepted scale which maps colors to 
values, and also that the number of people with one form or 
another of color blindness is significant. However, Tufte 
notwithstanding, there are several widely accepted color 
scales, including that of the spectrum, “Roy G. Biv,” and the 
resistor color code (black, brown, red, orange, yellow, green, 
blue, violet, gray, white; the politically correct mnemonic for 
this goes something like: “Bad Boys Rudely Ogle Young 
Girls But Veritable Gentlemen Won’t’’). 

Increasingly lighter or darker shades of gray do provide 
an intuitive scale. In the gray scale displays of Figure 5-9, 
points representing increasing numbers of cells are shown in 
progressively lighter levels of gray, for the first three steps of 
the scale, but the fourth level is represented by a darker 
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THYMUS 

Figure 5-11. 3-Dimensional “cloud” plots of the distribution of CD3, CD4, and CD8 antigens on CD-3 positive cells 
from neonatal thymus and umbilical cord blood, stained with FITC-anti-CD8, PE-anti-CD4, and PerCP-anti-CD3. 
Data were provided by Janis Giorgi and Ingrid Schmid (U.C.L.A.); plots were generated with WinMDl software. 
All axes are on a log scale; there is nothing Gaussian about the multivariate distribution in thymus. 

shade than the third. The scale for Figure 5-10 was chosen 
to represent increasing densities by progressively darker lev- 
els of gray, which I would argue is more intuitive. I will also 
reassert the preference I expressed on p. 32 for the binary 
logarithmic density scale used and shown in Figure 5-10; it 
would not be difficult to make this a standard for displays, 
much as the four-decade logarithmic scale for axes has be- 
come a standard. 

I see three major problems with contour plots. The 
computations take time; while that’s less of a problem as 
computers keep getting faster and cheaper, why waste time? 
In most of the contour plots you see published, all the lines 
are the same color, and, as is the case with most density 
plots, there is usually no accompanying scale. Contour plots 
convey a lot more information when lines at different 
heights, or the spaces between lines, are shown in different 
colors or in different shades of gray; displays in the latter 
format don’t look all that different from smoothed density 
plots, which are easier to compute. Finally, contour plots 
generally don’t show single occurrences, and, if you set them 
up to do so, they tend to get full of squiggles and look really 
ugly. If you’re going to show single occurrences as dots over- 
laying a contour plot, you mighr as well use an unsmoothed 
density plot. I’ve been saying this for years, and I seem to 
have gotten some former contour plot addicts to agree with 
me. Maybe what we need is a twelve gray level program and 
some inspirational bumper stickers. 

How Green Were My (Peaks and) Valleys 

I discussed the display of two-parameter data as a three- 
dimensional projection, also known as a peak-and-valley 
or isometric plot, on pp. 31-32. People don’t use such plots 

much these days, and I’m not going to say anything here 
that might promote a revival. 

Clouds on the Horizon: 3-Dimensional Displays 

There is some advantage to be able to look at data in 
three dimensions, particularly in dissecting the “ginger root” 
distributions found in tissues such as the bone marrow and 
thymus, in which cells express and lose antigens as they de- 
velop. Many flow s o h a r e  packages have the capacity to 
generate “cloud plots” of such distributions; the plots in 
Figure 5-1 1 above, contrasting CD3/CD4/CD8 antigen 
expression in the thymus and blood, were done with Joe 
Trotter’s WinMDI freeware (see Chapter 11). 

To  make full use of cloud plots, it is necessary to be able 
to change the display angle to allow visualization of parts of 
a plot that might be hidden if the orientation were fixed. 3- 
dimensional displays have been described by Kachel and 
S~hne ide r”~~ ,  Stewart and Price1n24, Ormerod and Payne’”I5, 
Kachel, Messerschmidt and H ~ m m e I ’ ” ~ ,  and Greimers et al, 
who include an H-P Pascal program””. Leary, Ellis, and 
McLaughlin’200 described the use of a stereoscopic display 
unit for viewing 3-D displays; others, including Ed Luther 
(unpublished work at Bar Harbor and in my lab in the 
1980’s) have produced dual displays usable with less elabo- 
rate stereoscopic viewers or 3-D glasses. 

Sloot and Figdor’”’ have taken a different approach to 
the display of 3-parameter data; they perform calculations 
that project the 3-dimensional data onto a plane in such a 
way that clusters are clearly resolved. This is mathematically 
correct, and useful, although it is somewhat less intuitive 
than 3-D display and probably won’t draw as much of a 
crowd as the fancier display technology. 
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F2 = k12fl + f2 k32f3 -k k42f4 

F3 = ki3fi k23f3 + f3 + k43f4 

where F1 = measured value of fluorescence in band 1 (e.g., green fluorescence), 
F2 = measured value of fluorescence in band 2 (e.g., yellow fluorescence) 
F3 = measured value of fluorescence in band 3 (e.g., orange fluorescence) 
F4 = measured value of fluorescence in band 4 (e.g., red fluorescence) 

f l  = actual fluorescence emitted by label 1 (e.g., fluorescein) in band 1 (green) 
f2 = actual fluorescence emitted by label 2 (e.g., phycoerythrin) in band 2 (yellow) 
f3 = actual fluorescence emitted by label 3 (e.g., PE-Texas red) in band 3 (orange) 
f4 = actual fluorescence emitted by label 4 (e.g., PE-Cy5) in band 4 (red) 

kij = fraction of fluorescence from label i in band j : derived from measurement of 

Table 5-2. Equations (1-4) that must be solved to permit 4-color fluorescence compensation. 

singly labeled specimens 

It is difficult, although not impossible, to set gates inter- 
actively using ellipsoids or planes in a simulated 3- 
dimensional space; the newer generation of flow cytometer 
operators, who have been exposed to video games since in- 
fancy, are probably a lot better at it than I am, but, while 3- 
D plots are widely available, 3-D gating doesn't seem to have 
found its way into most commercial software yet, and, since 
packages now allow for an almost limitless number of one- 
and two-dimensional gates, there really isn't much need for 
3-D gating. 

I discussed the difficulties of computing and displaying 
three-dimensional histograms with the introduction to cloud 
plots on pp. 32-3; there isn't any more that needs to be said 
about either subject here. 

5.4 COMPENSATING WITHOUT DECOMPENSATINC 

The subject of fluorescence compensation was intro- 
duced on pp. 36-38, which included Figures 1-18 and 1-19; 
hardware compensation was further discussed on pp. 197- 
199, which included Figures 4-54 and 4-55. Instruments 
that measure no more than four fluorescence channels may 
still use hardware compensation, although most people who 
do four-color work are unhappy with hardware compensa- 
tion. If you already have or are shopping for a flow cytome- 
rer that measures fluorescence in five or more spectral bands, 
you need software compensation, which is provided for in 
most newer instruments and which is also available in some 
third-party flow cytometry sofnvare packages. I should em- 
phasize that there usually isn't much point in using the 
methodologies described on the pages immediately preced- 
ing this one to display uncompensated data. 

In discussing s o h a r e  compensation, I will follow one of 
the approaches described in the now classic paper on the 
subject by Bagwell and Adams"l'. Table 5-2 presents a set of 
equations relating measured values of fluorescence in four 
fluorescence bands, e.g., green, yellow, orange, and red, to 
actual fluorescence emission from four labels, e.g., fluo- 
rescein, phycoerythrin, PE-Texas red, and PE-Cy5. All we 
need to do to solve these equations, using matrix algebra, is 
find the numerical values of the coefficients k,, . 

The values of spillover coefficients k,,, k,*, k,3, and k,4 are 
determined for each label i from measurements of the fluo- 
rescence of controls containing beads or cells stained only 
with that label. The value k), is defined as the ratio of (mean 
fluorescence of label i in band j) to (mean fluorescence of 
label i in band i); it is also possible to determine the coeffi- 
cient values k,, from the slopes of regression lines through the 
clusters representing the label i control on two-parameter 
dot plots. The measurements needed to derive the k,, values, 
and the measurements to which compensation is applied, 
must be on a linear scale. 

While it is possible to convert values from log to linear 
and back to apply software compensation, measurements 
made on an 8-bit or even a 10-bit logarithmic scale won't 
translate smoothly to an 8- or 10-bit linear scale, because the 
distance between two channels on the log scale may corre- 
spond to more than two channels in the linear scale, leaving 
gaps in distributions. I have already mentioned that the 
Coulter EPICS XL needs a 20-bit linear scale to translate to 

a 10-bit, 4-decade log scale, and that I use a 16-bit linear 
scale to translate to an %bit, 4-decade log scale, and can live 
with the small area of picket fence at the bottom of the low 
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decade. If your instrument has software compensation built 
into its software, you probably have enough bits. 

The compensation model I am using in this edition of 
the book is different from the one I used in the last one. 
What I have shown in Table 2 are equations that relate to 
subtractive compensation, for which the solution tells us 
how much of the fluorescence signals from interfering labels 
we need to subtract from each fluorescence signal to get the 
fluorescence contribution from the primary label in that 
channel. We will, for example, calculate and subtract green 
fluorescence contributions from phycoerythrin, phyco- 
erythrin-Texas red, and phycoerythrin-Cy5 from the green 
signal, which should leave us with the value of green fluores- 
cence due to fluorescein alone. 

In the last addition of the book, I described additive 
compensation, also dealt with by Bagwell and Adams, which 
adds all of the fluorescence contributions from each of the 
labels. For example, the green, orange, and red contributions 
from phycoerythrin are added to the primary yellow fluores- 
cence value to get a total phycoerythrin fluorescence value. 
This approach seemed attractive because it would theoreti- 
cally capture more of the total fluorescence signal from each 
label. However, in practice, additive compensation will add 
more noise than signal, and should be avoided. 

The additive compensation model I used in the last edi- 
tion also included compensation for autofluorescence, which 
I have not included in the subtractive model I now recom- 
mend. It doesn’t buy you all that much. 

The bottom line on compensation is that existing hard- 
ware compensation circuits don’t, and can’t, compensate 
correctly across the whole measurement range; software can. 
However, you need to change your mindset about what 
compensated data should look like. Take a look at Figure 5- 
IL. 

UNCOMPENSATED COMPENSATED 
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Figure 5-12. How compensation gets data to not quite 
fit into quadrants. 

This figure reproduces the two rightmost panels of Fig- 
ure 1-19 (p. 36), for which the caption was “How compen- 
sation gets data to fit into quadrants.” I lied. The caption of 
Figure 5-12 is closer to the truth, and, having already men- 
tioned (p. 198) that neither hardware nor software compen- 
sation can fit clusters into quadrants across the full intensity 
range, I can now tell you why. 

The cells in the figure are those that fell into a T lym- 
phocyte gate defined on the basis of low side scatter and 
staining with fluorescein anti-CD3 antibody. There are sub- 
stantial numbers of CD4+CD8- and CD8+CD4- cells, and 
a scattering of double negatives and double positives. If you 
look at the left panel of the figure, which shows uncompen- 
sated data, the CD4-CD8+ cells form a very tight, elongated 
cluster just above the diagonal, while the CD4+CD8- cells 
form a cluster with a less extreme aspect ratio on the diago- 
nal. 

If we think of these clusters as ellipsoids, we can envision 
that each has two axes; the principal, or longer, axes of both 
clusters lie at substantial angles to the axes of the display. 
Having been introduced to correlation (pp. 237-8), we rec- 
ognize that the data points in the uncompensated display of 
both clusters are correlated, with a higher correlation be- 
tween the points in the CD4-CD8+ cluster than in the 
CD4+CD8- cluster. This reflects the fact both the yellow 
and red fluorescence signals are comprised of linear sums of 
PE and PE-Cy5 fluorescence, in different proportions. What 
compensation needs to do is allow us to create a new set of 
axes, representing PE and PE-Cy5 fluorescence; if we are 
successful in compensating, we expect there to be little corre- 
lation between the PE and PE-Cy5 fluorescence values in 
the clusters on the compensated display. 

The right panel of Figure 5-12 tells us that we have 
largely succeeded. The principal axis of [he compensated 
CD4+CD8- cluster, in which cells should not be exhibiting 
significant PE fluorescence, is essentially parallel to the PE 
axis, meaning that the PE-Cy5 fluorescence value is uncorre- 
lared with the PE fluorescence value. The principal axis of 
the compensated CD4-CD8+ cluster, in which cells should 
not exhibit significant PE-Cy5 fluorescence, is almost paral- 
lel to the PE-Cy5 axis, meaning that the PE fluorescence 
value is at most only slightly correlated with the PE fluores- 
cence value. 

I have drawn a circle in the lower left corner of the right 
panel to indicate the position of a double negative cluster. If 
one broke up the display into classic quadrants using lines 
tangent to the upper and right edges of this cluster and per- 
pendicular or parallel to the PE and PE-Cy5 axes, both the 
CD4-CD8+ and the CD4+CD8- clusters would extend 
across the quadrant boundaries. People who grew up with 
hardware compensation might conclude that the compen- 
sated display was undercompensated, and want to recalcu- 
late, changing k,, values to subtract more PE-Cy5 from the 
yellow signal and more PE from the red signal. They would 
be wrong. 

Let us consider, for the moment, that we are only doing 
two-color compensation between PE and PE-Cy5. A double 
negative cell has few bound molecules of either label, mean- 
ing that it has small values of both yellow and red fluores- 
cence, and also that the variances of both fluorescences for 
cells in the double negative cluster are small in absolute 
terms. Subtracting a fraction of the red signal from the yel- 
low signal to get the PE signal won’t change the variance of 
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the resulting value much, nor will the variance of the PE- 
Cy5 signal be changed much when that signal value is de- 
rived by subtracting a fraction of the yellow fluorescence 
from the red fluorescence. 

Next, consider cells in the CD4+CD8- cluster. They 
have no more bound PE than do the double negatives, but 
they have many times as much bound PE-Cy5, meaning 
that both the yellow and the red fluorescence signals will be 
higher for cells in this cluster than for double negatives, and 
also that the variances of these signals will be higher. We will 
again subtract a fraction of the red signal from the yellow 
signal to get the PE signal, but, because we started out with 
higher variances, we will end up with higher variances, 
meaning that, even after compensation, the CD4+CD8- 
cluster will have a greater range of PE fluorescence values 
than will the double negative cluster. It will be impossible to 
separate “positive” from “negative” cells based on a fixed 
value of fluorescence, which is essentially what we do when 
we draw quadrants using lines perpendicular and parallel to 
the axes of a two-parameter display. We could do somewhat 
better by drawing lines with positive slopes, but, as Mario 
Roederer has shown in a comprehensive analysis of artifacts 
and limitations of the correct separation 
lines would be curves looking more or less like those I have 
drawn in the right panel of Figure 5-12. In other words, if 
you want to get to compensation Heaven, you have to pass 
through the curly gates. 

There’s another problem that comes up with compen- 
sated data, which can be appreciated after a very careful look 
at Figure 5-12. What we are doing in compensation, 
whether in hardware or software, is subtracting a fixed frac- 
tion of one signal from another. That’s deterministic, but 
because our photoelectron noise-limited data show so much 
random variation, we often end up with negative numbers as 
a result of compensation, and when we want to display data 
on log scales, we run into the problem that the logs of nega- 
tive numbers are undefined. There are electronic and com- 
putational tricks for eliminating the negative numbers, but 
they leave us with a bunch of data points piled up at the very 
bottom of the scale. If you look carefully, you’ll see the 
points just off the axes in both single positive clusters in the 
right panel of Figure 5-12. At best, this phenomenon makes 
it difficult to appreciate where the median o fa  negative clus- 
ter lies. At worst, we end up with an artifactual situation 
where it looks as if there’s a tight cluster of negatives right at 
the axis and another one slightly off the axis, with a space in 
between. And, of course, once you start doing flow cytome- 
try, your conditioned reflex response to seeing what looks 
like two separated clusters is to draw gates around each of 
them and count the numbers of events in the gates. These 
gates, however, are more surly than pearly. They are, as it 
were, gates in a picket fence, and, as I said on p. 214, we 
should look at picket fences as having “beware of the data” 
signs posted on them. 

Mario Roederer and some of his former colleagues in the 
Herzenberg Lab at Stanford have been playing around with 

some variations on the good (or bad) old logarithmic data 
display scale that make it possible to eliminate the artifacts in 
the negative regions from displays of compensated data. 
What they came up with at first struck me as way too com- 
plicated for even relatively sophisticated users, but things 
have improved; see pp. 562-3 for more details and a dra- 
matic illustration. 

My modest counterproposal is that, since we can fairly 
easily put the math that defines and draws the curly gates 
into flow software packages, we do so, and crosshatch the 
areas on the low ends, allowing the numbers of cells in those 
crosshatched areas to be displayed, but preventing ourselves 
from being led astray by display artifacts. If you will, we’ll be 
sending those infernally deluding data points to Hell in a 
handbasket. 

To  sum up: compensation is, or should be, based on al- 
gebra, and not a matter of taste. It should, wherever possible, 
be done with software, preferably, software incorporated into 
the instrument system or made to work with it relatively 
seamlessly. Compensation has artifacts and limitations; the 
more colors you measure, the more careful you need to be. 
See Mario’s pape?486 and the much less intimidating displays 
on his web site (http://www.drmr.com) for details. 

5.5 DEALING WITH THE DATA 
T o  this point, I have covered compensating the data, and 

displaying data values in one, two, and three dimensions. 
Three-dimensional displays don’t lend themselves particu- 
larly well to data analysis, although statistical methods and 
classification techniques such as neural networks can be ap- 
plied to data in spaces of any number of dimensions. In dis- 
cussing methods of analysis, I’ll start with one-dimensional 
data and work my way up. 

Comparing and Analyzing Univariate Histograms 
Visual inspection of multiple histograms or of the sum- 

marized data in box-and-whiskers plots only goes so far. Real 
statisticians do tests of significance to determine differences 
between distributions. 

The first such test widely applied to flow cytometric his- 
tograms was the Kolmogorov-Smirnov (K-S) test, sug- 
gested for the purpose by Youngb’’ in 1977. This test calcu- 
lates the cumulative distribution, which is the integral, of 
each of the two histograms to be compared. The algorithm 
for calculating a cumulative distribution is straightforward; 
channel n cf the cumulative distribution is the sum of chan- 
nels 0 through n of the original histogram. Examples using 
near-normal histograms are shown in Figure 5-13. I had an 
ulterior motive in using two near-Gaussian histograms for 
Figure 5-8; the curves incidentally illustrate how integration 
of pulses works. 

Returning to the matter at hand, the K-S test calculates 
differences between the two cumulative distributions on a 
channel-by-channel basis; the maximum difference, or D- 
value, is examined to determine whether there is a statisti- 
cally significant difference between the distributions. 
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Figure 5-13. A Two generated near-normal distribu- 
tions and their cumulative distributions, or integrals 
(scale 0-256). B One of the distributions and its inte- 
gral, plotted on a different scale (046,384) to show 
the final integral value (l0,OOO). 

The K-S Test, Clonal Excess, and x2 Tests 

The K-S test was used by Aul$” in 1979 to detect clonal 
excess in peripheral blood lymphocytes in patients with B 
cell lymphomas. B cells bear surface immunoglobulins con- 
taining either K or h light chains, and different cells express 
different amounts of immunoglobulin. The cells in a B cell 
lymphoma represent a clone; all have the same light chain 
type and, in general, all express similar amounts of cell sur- 
face immunoglobulin. By applying the K-S test to histo- 
grams from aliquots of cells stained with fluorescent anti-w 
and anti-h antibodies, it was possible to detect contributions 
from circulating lymphoma cells making up a few percent of 
the B cell population. 

The problem with the K-S test is that it is, if anything, 
too sensitive when it is done on a channel-by-channel basis. 
If you look hard, you’ll see slight differences between the 
two distributions, and between the two cumulative distribu- 
tions, in Figure 5-13. The maximum difference was 169; 
these distributions should, ideally, not be significantly differ- 
ent. A shift of a few channels due to vagaries of cytometer 
alignment can really screw up a channel-by-channel K-S test. 

Things go better when data from a number of channels 
are combined, or binned. Cox et used x2 (chi-square) 
statistics for histogram comparison, based on the assumption 
of Poisson variation within channels. This method is natu- 
rally applicable to binned data, and less susceptible to “false 
positives” than is the K-S test. Bagwell, Lovett and Ault‘’” 
used xz tests to detect clonal excess. Many flow software 
packages include K-S test routines; the xz tests of Cox et al 
are less common. 

In recent years, Lampariell~~‘~’.~ has discussed the use of 
both K-S and x2 tests as applied to the problem of discrimi- 
nating weakly stained and unstained cells in histograms. 

Roederer et alZ4’., have described methods for comparison 
of univariate histograms in which the x2 test is applied after 
control data have been binned in such a way as to put equal 
numbers of events in each bin, which appears advantageous. 

“Nonparametric” Histogram Comparison 

Bagwell, Hudson, and Irvin”” developed a method of 
comparing histograms based on the application of Student’s 
(see p. 19) t-test of the difference between two means on a 
channel-by-channel basis; they originally described the test 
as “nonparametric,” an adjective which, while possibly ap- 
plicable in the flow cytometric sense, was improperly used in 
the statistical sense, because the t-test is very much a para- 
metric test. The method is now known as average histo- 
gram comparison. 

Cum ulative (Overton) Subtraction 

Immunofluorescence histograms frequently show sub- 
stantial overlaps between “negative” and “positive” popula- 
tions; when measurements are made of antigens expressed at 

low density, one may see only a shift in position of the test 
histogram vs. that of a control rather than evidence of 
stained and unstained populations. 

It has been fairly common practice to determine the 
“percent positive” in such histograms using the method of 
cumulative subtraction published by Overton in 1 988”’2, 
which calculates reverse cumulative distributions on a per- 
centage basis. Channel n of a cumulative distribution calcu- 
lated on this basis would contain the percentage of the total 
number of events lying in channel n and all lower channels 
in the original histogram; channel n of a reverse cumulative 
distribution contains the percentage of the total number of 
events lying at channel n and all higher channels in the 
original. The “percent positive” is calculated from the 
maximum difference between the reverse cumulative distri- 
butions of the test histogram and a control histogram, e.g., 
an isotype control. Overton subtraction is included in nu- 
merous manufacturer-supplied and third party software 
packages. 

That said, I should recall my argument on pp. 48 in fa- 
vor of progressing beyond the concept of “positive” and 
“negative” when comparing immunofluorescence histo- 
grams. Since it is now not only possible, but relatively prac- 
tical, to determine numbers of antibody-binding sites per 
cell when measuring weak immunofluorescence, it is appro- 
priate to express differences between histograms in terms of 
properties of the distributions such as median and i.q.r., 
rather than to derive an illusory “percent positive.” 

Constant CV Analysis 

points out that the resolution of the ADC will 
have some effect on the CV of measurements, because the 
percentage difference between values in adjacent channels 
decreases with increasing channel numbers. He describes a 
procedure for histogram comparison that incorporates a 
correction to make C V  constant. However, because the 
technique assumes underlying Gaussian distributions, its 
robustness, and, therefore, its suitability for analysis of im- 
munofluorescence data, are not clear. Watson’s book”*’ con- 
tains an extensive discussion of histogram comparison. He 
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recently published an approach to discrimination of weakly 
stained from unstained cells using cumulative frequency 
subtraction and ratio analysis of means2490. 

Another Approach to Histogram Comparison 
have considered the problem of histo- 

gram comparison in the context of establishing molecular 
similarity between antibodies and, by inference, between the 
sites on cells to which they bind. Their eventual goal is to be 
able to use binding patterns for proteomic analysis. 

zeng et al2491.3322-3 

Deconvoluting Single-Parameter Histograms 
Single-parameter histograms are often obviously multi- 

modal; good examples are immunofluorescence histograms 
containing separated peaks representing stained and un- 
stained cells and histograms of cellular DNA content, which 
contain contributions from one or more populations of cells 
in G,/G,, S ,  and (G, + M) phases of the cell cycle and from 
nuclear fragments and other debris. 

Considerable effort has been expended in the design of 
computer programs for identification and quantitative analy- 
sis of the components of DNA content distributions. 
Bagwell’s book chapter11s4 provides a readable discussion of 
the underlying mathematical models and the workings of the 
programs; we will return to the subject when DNA analysis 
is discussed in later chapters. 

Analysis of Two-Parameter Data 

Two-Parameter Gating, Bitmap and Otherwise 
A lot of flow cytometric analyses, e.g., immunofluores- 

cence studies of human peripheral lymphocytes, are based on 
gated analyses from two-dimensional selection regions 
defined by bitmaps; the methodology was introduced in 
Chapter 1 and illustrated in Figures 1-17 (p. 34) and 1-19 

A bitmap is an area in computer memory set up to cor- 
respond to a selection region defined by the user in an inter- 
action with the computer. Once the outline of the bitmap is 
drawn, a computer program sets bits corresponding to 
points on and inside the outline to 1, while bits correspond- 
ing to points outside the outline are set to 0. 

Gated analysis using a bitmap is done by examining the 
bitmap parameters from all cells, and using data only from 
cells with bitmap bits set to 1 to compute one- and/or two- 
parameter histograms. It is also fairly common to produce 
color dot plots of parameters other than those used to set the 
bitmaps, in which cells in different bitmaps appear in differ- 
ent colors. B-D’s “Paint-a-Gatem” software was among the 
first programs that did this, and, while almost all flow cy- 
tometric analysis software now available through instrument 
manufacturers or third parties includes such plotting capa- 
bility, B-D’s proprietary name seems to have found its way 
into the vernacular to describe the process. 

(p. 38). 

Rectangles and Quadrilaterals: Hardware and 
Software Gating 

Before computers became widely available, selection 
windows were set in hardware, as has been mentioned on 
pp. 27-9. Gating windows were restricted to a rectangular 
shape in most instruments, although Ortho’s instruments 
could draw quadrilateral gates. 

The B-D FACS 11, which could measure two fluores- 
cence parameters, had rectangular selection windows. When 
the first dual-label immunofluorescence work was done in 
the Herzenberg lab in the 1970’s, using fluorescein and rho- 
damine labels and 515 nm excitation from a single argon 
laser, clusters representing cells stained with fluorescein- 
labeled antibody, rhodamine-labeled antibody, and both 
antibodies came out at acute angles to one another, and it 
was difficult or impossible to count or sort cells from only 
one of these populations. Since doing just that was the raison 
d’ktre of the place, it was necessary for Loken, Parks, and 
Herzenberg to develop fluorescence compensation115; a few 
op amps, potentiometers and resistors, and, voib!, the fluo- 
rescein and rhodamine signals were back at right angles, and 
the sorting and counting could be done with the rectangular 
gates at hand. 

One can implement rectangular gates in a digital com- 
puter program by comparing parameter values with set up- 
per and lower limits, but the processing time per cell may be 
less if a rectangular bitmap is used instead. That considera- 
tion also applies in the case of some more sophisticated selec- 
tion regions. 

Ellipses and Beyond: Advantages of Bitmaps 
Some people like to use elliptical selection windows, 

which offer an obvious advantage over rectangles or paral- 
lelograms because clusters are generally roughly elliptical, 
and because the corners of rectangles and parallelograms may 
get in the way when clusters are close together. Elliptical 
windows may be advantageous when the selection procedure 
must be automated, although, when the selection window is 
set by a user interacting with the system, a polygonal bitmap 
can get close enough to an ellipse to offer the same advan- 
tages over quadrilateralP. There’s no easy way to do ellipti- 
cal windows in hardware. If you do them the obvious way in 
software, there is a computational liability in the sense that 
you need to compute quadratic functions (i.e., functions 
with terms including x2 and f) to get the equations of ellip- 
ses; this takes a while. 

If you use bitmaps, however, you don’t have to compute 
quadratic functions for every cell coming through; you sim- 
ply draw the ellipse, with the aid of the computer, and have 
the computer fill the elliptical bitmap. Thereafter, you de- 
termine whether the cell falls in the elliptical selection region 
by whether or not it fits in the bitmap. 
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Storage Requirements for Bitmaps 

Once you define a bitmap, you’d like to be able to store 
it so you can use it again. To  store a bitmap of arbitrary 
shape, possibly including disconnected regions, requires as 
many bits as there are points in the measurement region 
(i.e., 4,096 bits for a 64 x 64 bitmap, 16,384 bits for a 128 
x 128 bitmap, etc.). However, if bitmap regions are re- 
stricted to closed polygons with an upper limit of II vertices, 
and a standard polygon fill routine is used in the computer, 
providing the coordinates of the vertices of the polygon, 
which only requires 2n storage locations, allows the bitmap 
to be reconstructed at run time. For elliptical regions, you 
only need to store the coefficients of the equation defining 
the ellipse, and so on. Since the average personal computer 
now has at least a hundred megabytes of memory, it’s 
unlikely that anybody is still trying to economize on RAM 
for bitmap storage. 

Analysis of Two-Parameter Distributions 

See You Around the Quad 

The most common form of data analysis applied to two- 
parameter distributions is the compilation of quadrant sta- 
tistics, ix., the derivation of counts or percentages of cells 
lying in quadrants of a two dimensional space. This can ac- 
tually be done without bothering to compute the two- 
parameter histogram, by creating four rectangular gating 
regions that, like Arizona, New Mexico, Utah, and Colo- 
rado, have a corner in common. In this (these?) corner(s?), I 
should remind you that quadrants have their limits, espe- 
cially when you work with multicolor compensated data. 
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Figure 5-14. Quadrant statistics. Which quadrants are 
I, 2, 3, and 4? Answer: Arizona, New Mexico, Utah, 
and Colorado. Other software may number them dif- 
ferently. 

Quadrants themselves represent a throwback to the days 
when most flow cytometers only had rectangular selection 
regions for sorting and counting; this, as previously noted, 
was what got us fluorescence compensation. With today’s 

computer-based data analysis systems, the shape of selection 
gates doesn’t really matter, except that we humans like 
straight lines that meet at right angles, even when we lay out 
state borders. 

I’m not sure whether all flow s o h a r e  packages number 
quadrants in the same order; you usually know the order 
yours uses, and might be surprised if and when you have to 
use or look at data from somebody else’s. I am sure that 
most software packages only let you define the inner 
boundaries of the quadrant; the outer boundaries are the 
outer boundaries of the whole measurement space. Unfortu- 
nately, if you count stuff out to the outer boundaries, you 
increase the likelihood of including junk, which has boldly 
gone where no cell would go, in with cell counts; it is there- 
fore advisable to have a way of moving the outer boundaries 
of the quadrant in, as shown in Figure 5-14. Score a point 
for my ancient 4CyteTM software on this issue. 

Bivariate Cell Kinetic Analysis 

White and Terry”” have described a method for analysis 
of bivariate distributions of DNA content (propidium fluo- 
rescence) vs. fluorescence of antibodies to bromodeoxyu- 
ridine. This type of data is typically collected with 
propidium fluorescence (red) on a linear scale and antibody 
fluorescence (green) on a log scale; there is significant bleed 
of the propidium signal into the antibody fluorescence 
channel, with the result that unlabeled cells in the G, + M 
phases of the cell cycle, which have higher propidium fluo- 
rescence than cells in the G, and GI phases, also show higher 
green fluorescence. Correct estimation of the fractions of 
antibody labeled cells in different cell cycle phases requires a 
procedure equivalent to fluorescence compensation. 

Additional discussion of this subject can be found in pa- 
pers by S~hmid?~’~ ,  Cain and C h a ~ ~ ~ ’ ’ ,  Torricelli et a12494, 
Johansson et al 2495, and White et a12496. 

Bivariate Karyotype Analysis 

The most complete flow cytometric resolution of the 
human karyotype obtainable to date is achieved by staining 
with Hoechst 33342 and chromomycin A3, which allow 
discrimination of differences in base composition between 
chromosomes of similar size. In bivariate displays of Hoechst 
dye vs. chromomycin fluorescence, the chromosomes typi- 
cally appear as bivariate near-normal components superim- 
posed on a continuous distribution of debris. Bivariate 
karyotypes are shown on pp. 318 (Figure 7-13) and 478 
(Figure 10-15). 

The complexity of a bivariate karyotype display, with 
dozens of peaks, makes automated or semiautomated ana- 
lytical procedures essential if flow karyotype analysis is ever 
to become a routine procedure. Work in this direction is 
described by Dean, Kolla, and Van Dilla”’4, van den Engh, 
Hanson and Tra~k”’~, Boschman et and Moore and 
Gray’i97. However, it is probably fair to say that modern 
genetic analysis is oriented more toward molecular ap- 
proaches. 
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Smooth(ing) Operators: When are Filters Cool? 

Although I took a few slaps at data smoothing in my 
previous discussion of two-parameter displays, I didn’t mean 
to imply there was no use for smoothing in general. Some 
form of filtering or smoothing is usually required before a 
curve fitting procedure can be applied to either univariate or 
multivariate data. 

Sloot, Tensen, and Figdor‘”’ describe a Fourier- 
transform based low-pass filter procedure which removes the 
higher frequency noise from distributions while preserving 
the underlying structure; this is more sophisticated than the 
more commonly used “moving average” filter, which simply 
subtracts a fraction of the values at adjacent points from each 
point in a distribution. 

Bivariate Analysis in Hematology Analyzers 
Hematology analyzers such as Abbott’s Cell-Dyn series, 

Technicon (Bayer)’s H- and Advia series, and various Coul- 
ter systems do at least some of their differential counting via 
automated location of cell clusters in bivariate spaces. The 
algorithms used are not published, as far as I know. 

5.6 MULTIPARAMETER DATA ANALYSIS 

Multiparameter versus Multivariate Analysis 
Multiparameter analysis is a term that covers a multi- 

tude of flow cytometric sins. As originally defined, multi- 
parameter analysis involved collection and manipulation of 
data from measurements of more than one cellular character- 
istic. The definition was a bit fuzzy. Using an instrument 
such as the ICP, with a single fluorescence detector, to de- 
rive a DNA content distribution clearly was not multi- 
parameter analysis. Using a Cytofluorograf with two fluores- 
cence detectors to measure DNA and RNA in cells from the 
red and green fluorescence of acridine orange obviously was 
multiparameter analysis. Using a B-D FACS I, with a scatter 
detector and a fluorescence detector, to measure surface IgG 
on lymphocytes was a borderline case. The scatter measure- 
ment was used to provide a gating signal, enabling the fluo- 
rescence signal to be resolved above noise. Some people 
would consider this multiparameter analysis; some would 
not. Of course, as more people acquired two-parameter 
analysis capability, the growing community of flow cytome- 
try snobs redefined multiparameter analysis to require meas- 
urement of at least three parameters, and so forth. 

Some people refer to multiparameter analysis as if it were 
synonymous with multivariate statistical analysis; it is not. 
If one does statistical analysis of multiparameter data, it 
should probably be multivariate analysis, but one can do 
multiparameter flow cytometry without doing multivariate 
analysis, just as one can do single-parameter flow cytometry 
without doing any formal statistical analysis. In general, an 
exploratory phase of data analysis precedes any development 
of formal statistical techniques. Let me give you an example 
from a long time back. 

Multiparameter Analysis of Leukocyte Types: 1974 
We tend to think of multi-, now meaning at least four- 

parameter analysis, as a relatively recent addition to flow 
cytometry; that’s a misconception While the technique 
didn’t become widespread until the mid-1 980’s, when com- 
puter-based data analysis systems became generally available, 
it’s been around since the 1960’s. 

Until the mid-1 980’s, however, nobody measured as 
many parameters or did as much statistical analysis of the 
data as was done between 1974 and 1977 in the Block 
differential counter project to which I have previously al- 
l~ded*’-~’. We collected 6- and 7-parameter list mode data on 
over 20 million leukocytes from over 1000 normal and ab- 
normal blood samples, using a 5-beam flow cytometer and, 
later, %beam and 2-beam instruments, and measuring for- 
ward and right angle scatter, extinction, and three or four 
fluorescence signals. This took several years, and left us with 
a few cabinets full of data on 9-track magnetic tape; it is now 
possible to accumulate 15-parameter data on 20 million 
leukocytes in an afternoon, and the data probably won’t 
come close to filling up a CD-ROM. 

Since the instrument was designed to count erythrocytes 
and platelets as well as leukocytes, we worked with unlysed 
whole blood samples, which were rapidly fixed in warm glu- 
taraldehyde to make them permeable to the combination of 
ethidium bromide (EB) and the acid dyes LN and brilliant 
sulfaflavine (BSF) used for staining. Since the sample was 
unlysed, in order to be able to count 2,000 leukocytes in a 
minute, we had to measure the accompanying red cells, 
which outnumbered leukocytes by around 1,000: 1, and 
platelets, which outnumbered leukocytes by about 50: 1, 
giving a data rate in excess of 33,000 cells/s. We could not 
make multiparameter measurements in multiple beams at 
this rate; we therefore resorted to the same trick used by 
Hallermann et a16’ and others who attempted to develop 
leukocyte counters in the early 1960’s, i.e., identification of 
leukocytes by nuclear fluorescence. Platelets don’t have nu- 
clei; erythrocytes with nuclei are abnormal and should be 
counted and identified as such, and any other nucleated cells 
in blood are either leukocytes or something the doctor wants 
to know about. 

We thus designed the flow cytometers in our data collec- 
tion so that the first beam through which cells 
passed would excite the red fluorescence of EB bound to 

nuclear DNA. Forward scatter and extinction measurements, 
also made in this beam, were used to identify, count, and 
size erythrocytes and platelets. The forward scatter signal was 
used to gate the red fluorescence detector; a red fluorescence 
signal above a set threshold indicated that a nucleated cell 
had come through the beam, triggering a series of logic sig- 
nals which resulted in the fluorescence and right angle scat- 
ter signals from that cell being collected as the cell traversed 
the next beam(s). Coincidences of nucleated cells were 
unlikely, since only about 2,000 came by per minute; the 
electronics, however, would abort data collection in the 
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Figure 5-15. Multiparameter analysis of peripheral blood leukocyte types: Partitioning the population in two- 
dimensional subspaces to derive a training set for development of an automated algorithm. 

event that two nucleated cells arrived at the first detector 
within too short a time period. 

Automated Differentials via Discriminants 
Using a minicomputer-based data collection system with 

a high-speed preprocessor, we could run blood samples 
through the machine and record data from the nucleated 
cells, and only from the nucleated cells, in list mode, so that 
we could display it and figure out how to do the differential 
count. I don’t mean that we had to figure out which pa- 
rameters to use, or whether they would work; we knew that 
different cells stained differently, and Wilson’s Rule led us to 
expect that what we’d get from the flow system would corre- 
spond to what we saw under the fluorescence microscope. 
What we needed to do was to collect enough data so that we 
could use the multivariate statistical technique of discrimi- 
nant function analysis to obtain an algorithmic procedure 
for leukocyte classification that would be implemented by a 
dedicated minicomputer incorporated in the instrument we 
intended to produce for clinical use. 

If you feel the need for a digression into statistical analy- 
sis at this point, the subject, as it relates to image and flow 

cytometry, has been discussed in varying degrees of detail by 
Karnentskyl, Prewitt87, Sharpless’’’, and B a r t e l ~ ’ ~ ~ ~ ’ ~ ~ ’ ~ ’  ; a  
short book by Manly’202 provides an accessible summary of 
multivariate statistical techniques, without cytometric exam- 
ples. I will try to keep it short. 

A discriminant function is a function of several vari- 
ables (parameters, in the cytometric rather than the statistical 
sense) which, when evaluated for members of different 
classes (different cell types, in the cytometric case), assumes 
different ranges of values. We were looking for one or more 
linear discriminant functions, i.e., linear functions of our 
six or seven measured parameters that would enable us to tell 
different types of leukocytes apart. We restricted our search 
to linear functions because we couldn’t compute quadratic 
functions or anything more complicated fast enough in real 
time to use them in a clinical instrument, even with a built- 
in minicomputer. 

The procedure we used to find discriminant functions 
required that we start with a training set, ix., that we pro- 
vide the program with data from cells which we believed 
were lymphocytes, monocytes, neutrophils, etc. The com- 
puter could then come up with the functions of our meas- 
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ured variables which best distinguished each type of cell 
from all the other types. We would get the training set by 
using interactive computer graphics to extract clusters of 
cells from two-dimensional data displays. We selected the 
procedure for doing this by examining all of the possible 
two-dimensional displays (there are 20 if 6 parameters are 
measured) and using those on which clusters of cells were 
most widely separated. What we ended up with is shown in 
Figure 5-15, on the previous page. 

Interactive Analysis: Finding the Training Set 
We started out with a file called AB1, containing 1,595 

nucleated cells. First, we looked at a bivariate distribution of 
blue fluorescence (LN) and green fluorescence (BSF) for all 
the cells in the file. We saw a diffuse cluster of cells with 
high BSF fluorescence standing out from everything else. 
We knew that eosinophils stained intensely with BSF, be- 
cause we originally had looked at and marked the positions 
of Wright’s stained blood cells on slides, then washed the 
slides, restained them with our fluorescent dyes, and reexam- 
ined the cells under the fluorescence microscope. We could 
thus say, with a high degree of confidence, that the cells with 
high measured values of BSF fluorescence were eosinophils, 
so we used the interactive graphics program to separate the 
file AB1 into an eosinophil file, ABlEO, containing 102 
cells, and a “noneosinophil” file, ABINE, containing the 
remaining 1,493 cells. 

In step 2, we looked at a bivariate distribution of only 
those cells in the noneosinophil file ABlNE, with right an- 
gle scatter and forward scatter as the display parameters. We 
knew that neutrophils, with their cytoplasmic granules, scat- 
tered more light at wide angles than did lymphocytes and 
monocytes. This allowed us to separate the neutrophils 
(which we put in file ABlNT, with 948 cells) from the lym- 
phocytes, monocytes, and basophils (in file ABlAG, with 
545 cells). 

In step 3 ,  we looked at blue (LN) fluorescence vs. red 
nuclear (EB) fluorescence for the 545 cells in file ABlAG. 
From the restaining experiments mentioned previously, we 
knew that basophil nuclei did not appear as brightly stained 
as did nuclei of other cells; analysis of abnormal samples 
containing high percentages of basophils had also revealed 
large numbers of cells with low LN and low EB fluorescence 
in the location of the display we assigned to the basophil file, 
ABlBS, which contained 11 cells. In addition, we discarded 
6 objects with values of EB fluorescence that suggested they 
were not basophils, but dye particles or pieces of cellular 
debris that got past our original EB thresholding logic. This 
left a “nonbasophil” file, ABlNB, with 528 cells. 

In step 4, we examined extinction and right angle scatter 
values for the cells in ABINB, partitioning it into files 
ABlLY (lymphocytes) and ABlMO (monocytes), relying on 
the known facts that monocytes are larger than lymphocytes, 
and therefore produce larger extinction signals, and that 
monocytes scatter more light orthogonal to the incident 
beam than do lymphocytes. The isolated files ABIEO, 

ABlNT, ABlBS, ABlLY, and ABlMO were then used as a 
training set of cells for a program that found a linear dis- 
criminant function. 

Everything we did, up to this point, was multiparameter 
flow cytometric analysis; none of it was multivariate statisti- 
cal analysis. Only after the training sets were defined did we 
begin to do the formal statistics involved in finding dis- 
criminant functions that would identify different cell types 
automatically. 

Multiparameter Analysis of Leukocyte Types: 2002 
Manual and interactive gating for identification of leu- 

kocyte subpopulations from flow cytometric data have pro- 
gressed considerably over the past 28 years; a the title of a 
2001 paper by DeRosa et a12497, from the Herzenberg labora- 
tory at Stanford, says it all: “11-color, 13-parameter flow 
cytometry: Identification of human naive T cells by pheno- 
type, function, and T-cell receptor diversity.” 

In order to deal with data sets of this complexity, Roe- 
derer and his former colleagues at Stanford have extended 
their probability binning to permit comparisons 
of multivariate data2498-9; has suggested some re- 
finements to this methodology. In practice, however, cell 
clusters are still defined by skilled observers setting gates on 
multiple two-dimensional data displays. 

The large volume of simpler T-cell subset analyses per- 
formed as a result of the worldwide HIV epidemic, and the 
need to maintain good quality control across multiple labo- 
ratories, have motivated flow cytometer manufacturers to 
develop automated s o h a r e  to eliminate subjective aspects 
of human-computer interaction from subset analysis. Some 
systems have reached the field; work in this area continues. 

Procedures for Automated Classification 
Discriminant functions represent one class of proce- 

dures usable for automated classification of cells, or other 
objects, based on measurements of multiple characteristics. 
Other procedures which have been used include cluster 
analysis and principal component analysis, which like 
discriminant functions, are based on multivariate statistics, 
and genetic algorithms and neural network analysis, 
which have less formal statistical bases. 

Discriminant Functions and How They Work 
What is a linear discriminant function, anyway? A two- 

dimensional or bivariate linear discriminant function is the 
equation of that line which, drawn across the bivariate dis- 
tribution, best separates the clusters of data. A three- 
dimensional linear discriminant is the equation of a plane 
that partitions a three-dimensional data space to provide the 
best separation between one cluster and others. A four- 
dimensional linear discriminant is the equation of a hyper- 
plane, etc. Knowing this, let’s look at Figure 5-15 again. 

In our interactive graphic analysis, we drew four-sided 
figures separating the cell clusters. In each of these cases, 
however, the boundary between the separated groups of cells 
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Figure 5-16. Linear transformation of data to allow separation of clusters as would be done using linear dis- 
criminant analysis or principal component analysis. P3 = PI - P2 + 56 is a discriminant. 

was defined by only one side of the four-sided figure, i.e., by 
a line. In 3 of 4 cases (steps 1,2, and 4), that line was not 
parallel to either the vertical or horizontal axis of the display. 

In the fourth case (step 3) ,  the line separating the baso- 
phils from the lymphocytes and monocytes was parallel to 
the horizontal axis; we could almost have used EB fluores- 
cence alone to make the distinction, except that, as we no- 
ticed some pages ago, the second dimension (LN fluores- 
cence) gave us a better indication of where to draw the line. 

What we were doing with our interactive graphics, then, 
was linear discriminant analysis by eyeball. This got us about 
as good a separation of leukocyte classes as we could get 
from more formal discriminant function analysis in two 
dimensions; the reason for using six parameters in the differ- 
ential leukocyte counter was that the additional parameters 
would further improve discrimination, at the expense of 
requiring us to work in a space of more than two dimen- 
sions. The real advantage of the discriminant function ap- 
proach, however, is that it allows the leukocyte classification 
task to be done by a computer without operator interven- 
tion; this feature is absolutely necessary in an instrument for 
routine blood cell differential counting in the clinical labora- 
tory, and just as necessary in a fluorescence based instrument 
which will automatically analyze T cell subsets, or one which 
will identi@ normal and abnormal cell types in bone mar- 
row. While, in apparatus intended for research or for critical 
clinical uses, it may well be advisable for some human ob- 
server to keep a close watch on what is going on, it is antici- 
pated, or at least hoped, that the easier samples can and will 
be handled entirely by the machine. 

Since the empirical interactive partitioning of the rwo- 
parameter displays in Figure 5-15 could be done using 
straight lines, we were confident that linear discriminants 

would be adequate for automated leukocyte identification 
and counting in our system. 

The procedure for finding linear discriminant functions 
has some similarities to that used in fluorescence compensa- 
tion, as is illustrated in an informal way in Figure 5-16. The 
top left panel of Figure 5-16 is a rwo-dimensional dot plot 
showing two distinct clusters of data points that cannot be 
separated using rectangular windows; bitmap selection re- 
gions have been drawn around both. These clusters are sepa- 
rated by a diagonal line drawn across the screen. If you can 
face the trauma of bringing analytic geometry back to mind, 
you may recall that the equation of the 45" diagonal line is y 
= x ; in this instance, given our axis labels, the equation is 
Parameter 1 = Parameter 2. For the cluster above the line, 
Parameter 1 > Parameter 2 , for all points in the cluster; 
similarly, for the cluster below the line, Parameter 1 < Pa- 
rameter 2 , for all points in the cluster. 

The panels at the upper right and lower left show distri- 
butions of Parameters 1 and 2 for the total population, 
drawn as curves. Distributions of these parameters for the 
two clusters, separated using the bitmaps shown, are plotted 
as bar graphs. The distributions of Parameter 1 for the two 
clusters overlap substantially; the distributions for Parameter 
2 for the two clusters overlap almost completely. We want to 
compute a linear discriminant function, which, in this case, 
is a linear function of Parameters 1 and 2 that separates the 
two clusters. From the fact that the diagonal line separates 
the clusters, we know that we could use the function g = 

Parameter 1 - Parameter 2 as a discriminant. From a statisti- 
cal point of view, we would have absolutely no problem 
using this function. However, if you think about it, you'll 
realize that g is negative for all points in one cluster and 
positive for all points in the other. In flow cytometry, we 
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tend to work only in the one quadrant of two-dimensional 
Cartesian space in which both variables have values greater 
than or equal to zero. We’d like to be able to plot our trans- 
formed data on the same axes we use for raw data, and, 
when we do analog computation, using hardware, we like to 
keep voltages positive, or at least not negative. 

We therefore want to add a medium-sized positive num- 
ber to g to get a function we can plot more easily; I picked 
56 by inspection, and computed a new Parameter 3, the 
value of which is determined by a function f , i.e., Parameter 
3 = f = Parameter 1 - Parameter 2 + 56 . A dot plot of Pa- 
rameter 3 vs. Parameter 1 is shown in the upper middle 
panel of Figure 5-17; the panel at the lower right shows the 
distributions of Parameter 3 for the total population, as a 
line, and for the separated clusters, as bar graphs. You can 
drive a tank through the space between the two peaks on the 
Parameter 3 distribution. Also, as you probably noticed, the 
clusters in the dot plot of Parameter 3 vs. Parameter 1, 
unlike the clusters in the dot plot of Parameter 2 vs. Parame- 
ter 1, can be separated by rectangular windows. The take- 
home message, however, is that, having computed Parameter 
3, we don’t need to use rectangular windows. 

One of the things we have just done is called reducing 
the dimensionality of the data. We’ve taken two-parameter 
data; if you will, a vector (just barely, in the two-parameter 
case) of observations, and computed a single number, a sca- 
lar quantity, which conveys what, to us at least, was the im- 
portant information in the data set, i.e., which points belong 
to which clusters or, in the real world, how many enforcer T 
cells and how many informer T cells, or whatever, are in the 
sample. Sure, going from a two-dimensional vector to a 
number is no big deal, but the procedure works as well to go 
from three-, or four-, or from as-many-dimensions-as-your- 
computer-can-handle- dimensional vectors to one number, 
and that’s the power of the discriminant function approach. 
Our two-dimensional exercise, with selection of a training 
set of clusters using bitmaps and subsequent semiempirical 
computation of a discriminant function, was a walkthrough 
version of the same procedure used for six-parameter data in 
the differential counter project, which operated in a harder 
to visualize six-dimensional space. 

Hokanson et a12501 reported that both discriminant func- 
tion analysis and logistic regression were useful in discrimi- 
nating breast cancer cells from hematopoietic precursors in 
bone marrow. 

Principal Component Analysis 
Principal component analysisLzoo~1z02~3, and the related 

technique of factor analysis, like discriminant analysis, are 
used to reduce the dimensionaiity of data. In principal com- 
ponent analysis new variables, which are linear functions of 
the old variables, are computed in such a way that the first 
new variable accounts for most of the variation in the data, 
the second variable, for the next most, and so on. 

The choice of new variables is equivalent to a translation 
and rotation of the coordinate axes, again similar to what is 

done in fluorescence compensation. The new axes remain 
orthogonal to one another. A principal component analysis 
of the data shown in Figure 5-16 would place the axis repre- 
senting values of one new variable along the diagonal line 
separating the clusters in the upper left-hand panel of the 
figure, with the axis of the other new variable perpendicular 
to it. The principal component is that linear function of the 
raw parameters that falls along the major axis of an elliptical 
cluster and which, therefore, accounts for the largest com- 
ponent of variance of the data. 

Cluster Analysis 
The technique of cluster analysis’zo2 attempts to assign 

members of a population to different classes based on values 
of a number of measured variables. Hierarchical cluster 
analysis constructs a “tree” or dendrogram of relationships 
between clusters; this method was used in assigning antibod- 
ies to C D  classes in the Fifth Leukocyte Differentiation 
Workshop””. Hierarchical cluster analysis can proceed by 
agglomeration or division, which are the dignified analyti- 
cal terms for “lumping” and “splitting.” Agglomeration starts 
with each data point assigned to its own class and reduces 
the number of classes as similarities between data points 
emerge; division starts with all data points in one class and 
looks for differences. 

In non-hierarchical cluster analysis, an initial number of 
clusters and their approximate locations in the measurement 
space are specified; assignments are refined based on a meas- 
ure of the distance of data points from the cluster means,. 
using either Euclidean distance or the Mahalanobis dis- 
tance, which incorporates terms from the variance- 
covariance matrix. described the application of 
non-hierarchical cluster analysis to flow cytometric data in 
1985. 

Principal component analysis may be applied to reduce 
the dimensionality of the data set before cluster analysis is 
done; this approach was followed by Kosugi et alLzo3 in 1988. 
Other investigators who have applied cluster analysis to 

problems such as i m m u n o p h e n ~ t y p i n g ’ ~ ~ ~ ~ ~ ~  have combined 
the technique with other methods, e.g., artificial intelligence 
techniques such as expert systems’20’ and principal compo- 
nend50z 

Neural Network Analysis 
Classification methods are generally described as super- 

vised, meaning they require a training set, or unsupervised, 
meaning the algorithm finds the classes in the structure of 
the data. Neural network a n a l y ~ i s ~ * ~ ~ - ~  might be described as 
a ‘‘latchkey’’ method; you provide a neural network with a 
training set, but you never seem to be sure how it does what 
it does. 

A neural network is generally implemented as a mathe- 
matical model of stylized “neurons,” connections between 
which are strengthened and weakened as the network 
“learns” from a training set, after which it can be used to 
classify objects in new data sets. The nature of the algorithm 
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being implemented by the network is not, in general, obvi- 
ous to the user. At present, neural networks are usually run 
as simulations on conventional digital computers; however, 
much of the interest in the methodology relates to the possi- 
bility of implementing neural networks in chips, some of 
which are already available. 

have used neural nenvorks for 
analysis of phytoplankton populations and blood cells; 
Boddy et have also applied the method to phytoplank- 
ton; Redelman1218 and Kim et a13323 have also considered neu- 
ral network analyses of blood cells. Godavarti et a12474 found 
that neural networks performed better than conventional 
clustering algorithms in classifying cells based on pulse fea- 
tures measured using digital pulse processing, and Davey et 
a12504 found neural networks superior to principal component 
analysis and several other multivariate statistical methods in 
classifying bacteria stained with dye mixtures. 

Frankel et a l l Z l 5 ’  1217. 2503 

Genetic Algorithms 
Genetic alg~rithrns’~’~ are another class of nonclassical 

procedures said to be well suited for application to classifica- 
tion problems. The “genetic” name arises from the modw 
operandi of developing several algorithms, each of which 
operates on the training set, eliminating the poorer perform- 
ing algorithms, and combining features of the better per- 
formers in the next generation. “Darwinian” or “evolution- 
ary” might have been a more appropriate adjective; “genetic” 
probably sounds better when you’re looking for venture 
capital. I haven’t seen genetic algorithms used for flow data. 

5.7 ANALYSlS OF COLLECTED DATA HOW MUCH 
IS ENOUGHITOO MUCH? 

Nobody would bother building instruments as expensive 
as flow cytometers to collect and display data from cells if 
the data were simply going to be filed away and never looked 
at again. Sure, there are some applications of flow cytometry 
that require almost no formal data collection or analysis. The 
best example I can think of is screening monoclonal 
antibodies to see whether they react with all, none, or some 
of the cells in a cell population. People who do a lot of this 
run samples through in rapid succession; the flow pattern 
never gets a chance to stabilize as the operator accumulates 
all of the necessary information from a glance at the dot 
display of scatter vs. fluorescence on the monitor 
oscilloscope and hurries on to the next sample. This 
undeniably represents efficient and effective utilization of a 
flow cytometer, provided it’s a bare bones instrument. I’m 
not sure you can even play this game on the modern 
benchtop instruments. I do know that anyone who would 
propose to purchase a high-end flow cytometer and use it 99 
percent of the time for screening clones should, and 
probably will, have his or her budget examined. 

O n  the other hand, if you can justify or are attempting 
to justify the acquisition of a high-end instrument, you al- 
most undoubtedly have a problem which requires that you 
collect a lot of data and then chew on the data for a bit be- 

fore you can answer the biological question you are asking. 
Telling the difference between immunofluorescence positive 
and immunofluorescence negative cells is easy, at least some 
of the time; telling the difference between cancer cells and 
normal cells must be hard because we don’t know how to do 
it yet. Much massaging of stored flow cytometric data, past 
and present, wadis aimed at the development of cell dassifi- 
cation criteria which could later be implemented in hard- 
ware and/or s o h a r e  for real-time decision making, either in 
diagnostic apparatus or for purposes of cell sorting. Whether 
you’re trying to automate cervical cytology or the differential 
leukocyte count or to isolate pluripotent stem cells, you will 
end up in an iterative process of data collection, analysis, 
refinement of criteria, more collection, more analysis, etc. 
Getting the job done and the questions answered will, as 
often as not, depend at least as much on the proper choice of 
parameters to be measured as on the method(s) of data 
analysis employed. 

Once you get flow cytometric data stored in list mode, 
there are all kinds of options for number crunching. You can 
apply any statistical test you like, and you will generally be 
working with large enough numbers of data points to make 
statisticians in other fields drool. If I were you, though, I 
wouldn’t be too quick to disparage plain, old-fashioned dot 
plots. Those of us who deal with them day in and day out 
tend to forget that they allow us to determine the structure 
of large masses of data almost by inspection. An article some 
years back in S~ience‘~’ described a great advance in manipu- 
lation of multidimensional statistical data that was made 
possible by interactive computer graphics. The great advance 
turned out to be dot plots, which we in analytical cytology 
had had for years. While some of us have been lamenting a 
lack of rigorous statistical procedures for data analysis, statis- 
ticians have been aching to be able to reduce many of their 
problems to the level of most of ours. Now, even the snobs 
in our field can use humble but effective methodology with- 
out feeling embarrassed. 

A good example of data extraction by dot plot inspection 
appears in Figure 5-17 (next page), another golden oldie 
from the Block differential counter project. The two- 
dimensional display of LN fluorescence vs. 90” scatter shows 
a high degree of correlation between measured values for all 
leukocyte classes. This told us we could do as good a differ- 
ential count without LN fluorescence as we could with it, 
which would allow the use of a single-beam instrument with 
a two-dye stain instead of a two- or three-beam instrument 
with three dyes. We didn’t need principal component analy- 
sis or even have to calculate correlation coefficients to reduce 
the dimensionality of our data. 

The good news was that having a multiparameter in- 
strument with which we could measure the same things in 
the same cells two different ways at the same time was really 
helpful in finding the most efficient ways to make measure- 
ments. The bad news was that, once we showed that the 
clinical task, i.e., differential leukocyte counting, for which 
Block hoped to sell a lot of fancy flow cytometers could be 
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accomplished by a simpler, cheaper instrument that didn’t 
infringe on any of the patents involved, the project lost eco- 
nomic viability. Such are the ways of science. 
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Figure 5-17. Calculation is not always necessary to 
reduce the dimensionality of data. 

5.8 DATA ANALYSIS ODDS AND ENDS 

Data Storage 

The Flow Cytometry Standard (FCS) File Format 
The Flow Cytometry Standard (FCS) format proposed 

by Murphy and Chused’”’ in 1984, and revised (to FCS2.0) 
by a committee of the International Society for Analytical 
Cytology in 1990’22u-’, has now been almost universally 
adopted by manufacturers of flow cytometry apparatus and 
by third party software developers. 

The standard format makes it possible for users to read 
and manipulate data files acquired on a variety of instru- 
ments. If you happen to have data files that are not in FCS 
format, it makes sense to get a program that will convert 
them, so you can use the full range of software now avail- 
able. 

A revision of the standard to FCS3.0 was proposed in 
199725u5, but the full FCS3.0 standard has not been pub- 
lished, as its predecessors were, in C’tornetry. It is available 
from ISAC’s Web site at <http://www.isac-net.org/links/ 
topics/FCS3.htm>. 

The most notable additions to the FCS3.0 standard were 
a mechanism for handling data files larger than 100 MB and 
support for UNICODE text for keyword values. There has 
always been a considerable amount of flexibility in the stan- 
dard; the ISAC Data File Standards Committee, which is 
responsible for maintaining and revising the standard, has 
been at work for several years on generalized FCS file parsing 
software, to be placed in the public domain. 

An FCS file consists of a HEADER, identifying the file 
as an FCS file and specifying the version of FCS used, and 
containing numerical values identifying the position of the 
following TEXT segment, in which any of a large number of 
keywords and numerical values may be used to describe the 
specimen and the conditions under which the experiment 
was done, and the DATA segment, which contains numeri- 
cal data in a format specified in the TEXT segment. The 
header and text portions of an FCS2.0 file collected using a 
B-D FACSCalibur are shown as Table 5-3 below. 

FCS2.0 58 1536 1537 173946 0 0 
/$BYTEORD/ 1,2,3,4/$DATATYPE/I/$NEXTDATA/O/ 
$SYS/Macintosh System Software 
8.1.0/CREATOR/CELLQuesta 3.2.1/ 
$TOT/ 123 1 5I$MODE/L/$PAR/7/ 
$P 1 N/FSC-H/$Pl R/1024/$Pl B/ 1 6/$PlE/O,O/ 
$P2N/SSC-H/$P2R/ 1024/$P2B/ 16/$P2E/0,0/ 
$P3N/FLl-H/$P3R/1024/$P3B/l6/$P3E/4,0/ 
$P4N/FL2-H/$P4R/ 1024/$P4B/ 16/$P4E/4,0/ 
$P5N/FL3-H/$P5R/1024/$P5B/l6/$P5E/4,0/ 
$P6N/FL2-A/$P6R/ 1024/$P6B/ 16/$P6E/O,O/ 
$P7N/FL2-W/$P7R/ 1024/$P7B/ 1 6/$P7E/0,0/ 
$CYT/FACSCalibur/CYTNUM/E2252/ 
$BTIM/18:04:1 l/$ETIM/l8:04:29/ 
BD$ACQLIBVERSION/S. 1 /BD$NPAR/7/ 
BD$PIN/FSC-H/BD$P2N/SSC-H/BD$P3N/FLl -H/ 

BD$P7N/FL2-W/ 
BD$WORDO/ 104/BD$WORD 1 /376/BD$WORD2/444/ 
BD$WORD3/387/BD$WORD4/399/BD$WORD5/400/ 
BD$WORD6/400/BD$WORD7/400/BD$WORD8/400/ 
BD$WORD9/400/BD$WORD10/301/BD$WORD11/25 
4/BD$WORD12/499/BD$WORD13/0/BD$WORD14/3 
82/BD$WORD15/45 l/BD$WORD16/39 1 /BD$WORD 1 
7/407/BD$WORD18/129/BD$WORD19/1 OO/BD$WOR 
D20/ 1 OO/BD$WORD2 1 / 100/BD$WORD22/ 1 OO/BD$W 
ORD23/1/BD$WORD24/1/BD$WORD25/0/BD$WOR 
D26/O/BD$WORD27/O/BD$WORD28/ 136/BD$WORD 
29/32/BD$WORD30/52/BD$WORD3 1 /52/BD$WORD 
32/52/BD$WORD33/52/BD$WORD34/7/BD$WORD3 
5/ 195/BD$WORD36/25/BD$WORD37/5/BD$WORD3 
8/280/BD$WORD39/3/BD$WORD40/3/BD$WORD4 1 
/ 100/BD$WORD42/ 1 OO/BD$WORD43/O/BD$WORD4 
4/1023/BD$WORD45/1023/BD$WORD46/1023/BD$W 
ORD47/52/BD$WORD48/789/BD$WORD49/lO/BD$ 
WORD50/6/BD$WORD5 1 /52/BD$WORD52/O/BD$W 
ORD53/O/BD$WORD54/O/BD$WORD5 5/O/BD$WOR 
D56/O/BD$WORD57/O/BD$WORD58/O/BD$WORD59 
/O/BD$WORD6O/O/BD$WORD61 /O/BD$WORD62/O/B 
D$WORD63/0/ 
BD$LASERMODE/ 1 /CALIBFILE/FALSE/ 
P7THRESVOL/52/ 
$FIL/02/$DATE/16-Nov-O 1 / 

BD$P4N/FL2-H/BD$P5N/FL3-H/BD$P6N/FL2-A/ 

Table 5-3. Header and text portion of an FCS 2.0 data file. 
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Figure 5-18. Linear and log scales revisited. Courtesy of David Coder. 

You shouldn’t have to worry much about the structure 
of your FCS files; the software you use for data acquisition 
will almost certainly make it easy for you to get information 
into the computer that the program will subsequently trans- 
fer to the file. 

Magnetic/ Optical Tumors in the Digital Attic 
By the time the Block differential counter project pe- 

tered out in 1977, we had accumulated multiparameter list 
mode data from over 20,000,000 leukocytes in data files on 
9-track tape, in the belief that all this stuff was going to have 
to be submitred to the Food and Drug Administration. The 
magnetic tumor metastasized from file cabinet to storage 
room to a warehouse in Cambridge, from which it was lost 
in the mid-l980’s, well before the disease of accumulating 
flow cytometric data had become epidemic. 

Nowadays, the magnetic tumor is being replaced by op- 
tical tumors, i.e., CD-ROMAs and DVD-ROMAs. A single 
650 MB CD-ROM can supposedly hold all of classical 
Greek literature and everything that’s been written about it 
until the present. In 1987, Mann’222, who also considered 
other aspects of multiparameter flow cytometric analysis, 
raised the issue of data compression, but, these days, there 
isn’t much point to it. People still do have problems convert- 
ing data from old storage formats, e.g., 8” floppy discs, to 
new ones. If you want to save old data, it’s best to save the 
hardware and software you need to read it with. 

Linear and Log Scales and Ratios: Proceed with Care! 
We are all used to collecting and displaying some data 

(forward and side scatter signals and fluorescence of DNA 
dyes) on linear scales and other data (fluorescence, much of 
the time) on log scales. However, things sometimes get con- 

hsing when we want to manipulate parameter values, and I 
have put up Figure 5-18, a really neat illustration from Dave 
Coder, which I hope will help me clarify things. 

The left side of the figure shows a cartoon of cells passing 
through a laser beam and generating pulses of different volt- 
ages, which are then converted into numbers. There are a 
10-volt linear and a 4-decade logarithmic voltage scale, cov- 
ering the range from 1 mV (or, in the case of the linear scale, 
0 V) to 10 V. There is also a 4-decade logarithmic relative 
brightness scale, covering the range from 1 to 10,000 arbi- 
trary units. And, in between, there is a scale with channel 
numbers on it; the numbers range from 0 to 255, and the 
scale looks linear. And that’s what can get us into trouble. 

The 256-channel scale tells us that we are dealing with 
an 8-bit ADC. If this operates over a 0-1OV input range, 
channel 0 corresponds to 0 V, channel 64 to 2.5 V, channel 
128 to 5 V, channel 192 to 7.5 V, and channel 255 to 10 V. 
The numbers in the exponents to the right of the brightness 
scale tell us that the 1.231 V signal comes out at channel 
198 and the 6.212 V signal comes out at channel 243. That 
means that the signals must have gone through a log ampii- 
fier before they got to the ADC, because the signal repre- 
senting the 1.231 V pulse is a little over 7.5 V in amplitude 
(channel 198 vs. channel 192) at the ADC input. 

Now, suppose you want to take the ratio of values of 
those two pulse amplitudes. If you go to the relative bright- 
ness scale, and convert from channel numbers back to the 
corresponding linear values there’s no problem. The formula 
for doing this appears to the right of the brightness scale. 
The ADC scale we’re using is a 256-channel, 4-decade scale, 
meaning that there are 64 channels/decade. Therefore, to 
convert from a channel number n on this log scale to a nu- 
merical value on the relative brightness scale, we raise 10 to 
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the power (n/64). The application of this formula to the 
pulses at channels 243 and 198 gives us linear brightness 
values of 6,264 and 1,240; the ratio of these values, to two 
decimal places, is 5.05. You get the same value if you divide 
the pulse height voltages (6.212 V and 1.231 V). 

What you do not want to do is divide the ADC channel 
numbers to get a “ratio.” Just in case you’re not good at do- 
ing arithmetic in your head, I’ll tell you that 243/198 is 
1.227, a number substantially different from 5.05. The 
catch is that the channel numbers don’t represent the voltage 
values of the pulse heights; they represent the logs of the 
voltage values. What we want is a ratio d b .  Dividing log a 
by log b doesn’t give us the ratio a/b; it doesn’t even give us 
the log of a/b. What it gives us is the log of the (a)th root of 
b. While that number might be of some use for something (I 
can’t think of what, but I’ll be charitable), it won’t help you 
if you’re looking for a ratio, or for the log of a ratio. 

There is, however, a way to get the log of the ratio using 
channel numbers and the log scale; log a - log b = log (a/b) , 
so all we have to do is subtract the channel values. 

In this instance, we are trying to get the ratio of bright- 
nesses, or voltages, represented by channels 243 and 198; 
243-198 = 45, and is 5.048, which is close enough to 
5.046 and 5.051 to prove my point. (6,264 for the 6.212 V 
pulse and 1,240 for the 1.231 V pulse), 

If you want to do the log ratio computation, and then 
plot the resulting value as a derived parameter, you may run 
into another snag. If the ratio you’re after turns out to be less 
than 1, you’ll end up with negative channel numbers. 
There’s an easy fix; simply add a constant to bring the nega- 
tive numbers back on scale. Since (log x + c) = log ( ~ O ‘ X ) ,  
your adjusted channel numbers will remain proportional to 
the log of the ratio you were looking for. 

This issue seems to come up on the Purdue Cytometry 
Mailing List a few times a year, so I thought I should ex- 
pound on it here. 

Ratios Only Help if Variables are Well Correlated 
In what I have said above about ratios, I haven’t consid- 

ered why we might want to use a ratio of two parameter 
values instead of the parameter values themselves; the discus- 
sion of ratiometric measurements on p. 47 provides one 
example. We use the ratios of 405 nm and 480 nm emission 
intensities from the UV-excited probe Indo-1 as a measure 
of cytoplasmic [Ca”], because the raw values of either don’t 
give us the information we need. When complexed with 
Ca”, the dye emits maximally at 405 nm; the free dye emits 
maximally at 480 nm. Fluorescence measurements at either 
wavelength depend to a greater extent on the amount of dye 
taken up and retained by a cell than on calcium concentra- 
tion; the ratio, which tells us the proportions of complexed 
and free dye, is largely independent of the amount of dye in 
the cell, and also largely independent of other confounding 
influences, such as light source noise. 

So far, SQ good. But suppose we want to separate two 
populations based on a ratio measurement. For this to work, 
it would be helpful to have the ratio of the two primary pa- 
rameters be substantially different in the two populations. If 
we then performed separate linear regression analyses (pp. 
237-8) on data points from the clusters representing the two 

populations, we would expect to get different slopes for the 
regression lines. We could tolerate similar slopes if the y- 
intercept values were substantially different. 

But there’s a catch, and it’s pretty much the same one I 
mentioned when cautioning about the use of regression on 
pp. 237-8. Let’s look back there, and again notice Figure 5-  
8, which shows clusters of data points with low and high 
degrees of correlation. If we calculated ratios of y- and x- 
values for the highly correlated data points in the right panel 
of the figure, for which the correlation coefficient, r, is 
.950, and then plotted the distribution of ratio values, we 
would expect the distribution to have a fairly low variance; 
the points all fall within a short distance of a line, and the 
mean of the ratio would be the slope of the line. 

If we did the same ratio calculations for the data points 
in the left panel of Figure 5-8, where the data are essentially 
uncorrelated (r = -.002), we would find a relatively high 
variance for the ratio. 

The ranges of x- and y-values are essentially the same for 
the data points in the left and right panels of Figure 5-8, and 
the variances of the distributions of x- and y-values for 
points in both panels are relatively high. However, the vari- 
ance of the ratio of x- and y-values for the well-correlated 
data in the right panel is considerably lower than the vari- 
ances of the x- and y-values themselves, while the variance of 
the ratio for the uncorrelated data in the left panel remains 
high. 

To  go back to the Indo-1 example, if you were looking 
at Indo-1 fluorescence measurements from two populations 
with different levels of cytoplasmic [Ca”], it would be much 
easier to separate the populations if the data points for each 
were well correlated than it would if they were essentially 
uncorrelated. 

Indo-1 ratios work well in mammalian cells, into which 
it is possible to load hundreds of thousands of dye mole- 
cules. If we try to do the same measurements, using the same 
observation time, in bacteria, into which we may only be 
able to load a few thousand molecules at most, we can expect 
the variances of the raw fluorescence measurements to be 
substantially higher than in mammalian cells because we will 
be collecting fewer photoelectrons; it will thus be more difi- 
cult to detect small changes. Keep that in mind for the dis- 
cussions of ratiometric measurements of functional parame- 
ters on pp. 402 and 407. 

Ratios, of course, have uses outside cytometry; among 
other things, they are used for figuring odds. So much for 
the odds; here’s the end. O n  to cell sorting. 



6. FLOW SORTING 

The addition of cell sorting capability to a flow cytome- 
ter makes it possible to isolate highly purified populations of 
cells with precisely defined characteristics. Any parameter(s) 
measurable in a flow cytometer can provide a basis for selec- 
tion of cells, and the limit on the degree of homogeneity that 
can be achieved in the selected population is set primarily by 
the precision with which the selection parameter(s) can be 
measured. To the uninitiated, flow sorting seems like some- 
thing out of fantasy, almost an implementation of the Max- 
well Demon (or, in this case, Mack‘s Swell Demon) at the 
cellular level. Perhaps because of this, sorters are widely cov- 
eted, and the desire to use them in experiments sometimes 
leads experimenters to overlook more expeditious methods 
of procedure. 

The literature on the technical details of cell sorting, as 
opposed to flow cytometry, is manageable, to say the least; 
there are probably still not more than a few dozen papers. 
The well-illustrated 1976 Scientific American article by Her- 
zenberg et al’ remains a valuable source for historic perspec- 
tive. Other older references covering technical details of the 
hardware are the chapter by and its revision by 
Lindmo, Peters, and in the first and second editions 
of the Big Yellow Book”10z8, and Pinkel and Stovel’s contri- 
b ~ t i o n ~ ~ ’  in the volume edited by Van Dilla et aTZ4, which 
appeared about midway between them. However, if you’re 
looking for more detail than appears here, the best place to 
go is to three consecutive chapters by D ~ r a c k * ~ ~ ,  van den 
Er~gh’~’’, and LearyZ5’* in a relatively new book edited by 
Durack and Robinson, Emerging Tools for Single-Cell Analy- 
sis: Advances in Optical Measurement Te~bnologie?~~~. 

Although flow sorting based on electroacoustic or elec- 
tromechanical fluidic switching has been de- 

, most commercial and laboratory-built 
instruments built before the 1990’s, and many built since, 
employ droplet sorting, in which the fluid stream is broken 

SCribed~~,142,146,231~-i ,2507 

up into droplets, and the droplets containing the selected 
cells are electrically charged and deflected into a collection 
vessel by passage through an electric field. 

6.1 SORT CONTROL (DECISION) LOGIC 
Whichever sorting mechanism is used, it is first necessary 

to determine whether each cell passing through the flow 
cytometer meets the selection criteria; when the criteria are 
met, it is then necessary to generate a logic signal which will 
activate the sorting mechanism. This activating signal must 
be delayed until the cell reaches the droplet breakoff point, 
in a droplet sorter, or the point at which the stream is di- 
verted or captured, in a fluidic sorter. Depending upon the 
dimensions of the flow chamber, and upon whether cells are 
observed inside the chamber or in air, it may take anywhere 
from a few microseconds to a few hundred microseconds for 
a cell to traverse the distance between the observation point 
and the breakoff or diversion point. 

One could, in principle, use one-shots (monostable mul- 
tivibrators), such as are used in triggering circuits and dis- 
cussed on p. 192, to generate the time delays required for 
sorting. This is undesirable, however, because it decreases 
the rate at which cells can be sorted. In a droplet sorter gen- 
erating 40,000 drops/s, a droplet period is 25 ps; using typi- 
cal figures of 10 m/s for velocity and 2.5 mmI4’ for the dis- 
tance from the nozzle to the droplet breakoff point, and 
assuming the observation point of a stream-in-air system is 
located 0.5 mm below the nozzle, 200 ps, or 8 droplet peri- 
ods, will elapse between the time a cell passes the observation 
point and the time at which it reaches the breakoff point. 

The use of a one-shot for timing would force a 200 ps 
wait between sort pulses, limiting the rate of analysis to less 
than 5,000 cells/s. Assuming that a cell’s traverse of the ob- 
servation point takes 5 p, and that another 15 ps are re- 
quired to arrive at a sort decision from the signal peak 
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value(s) once the strobe pulse (see pp. 27-8 and 191-4) 
starts, the electronics could produce a sort decision within 
one droplet period after the arrival of a cell and would then 
end up idle for 7 droplet periods before they could process 
another cell. This is inefficient; if the decision electronics 
can respond in one droplet period, they can, in principle, 
make up to 8 sort decisions during the time required for a 
cell to reach the droplet breakoff point. If there were some 
way of keeping track of 8 droplets’ worth of yea-or-nay for 
200 ps, it would thus be possible to speed up the sorting 
rate. 

There are, in fact, several ways. The mechanism used to 
queue sort decisions in many earlier commercial sorters is a 
digital circuit called a shift register. A shift register circuit 
accepts a stream of logic pulses (“1”s and “0”s) as input; the 
same sequence of logic pulses appears at the output after a 
set time delay. The time delay between the appearance of a 
given pulse sequence at the input and its appearance at the 
output is an adjustable, integral number of periods of a 
fixed-frequency clock signal that is also applied to the shift 
register. If this clock signal is synchronized with the trans- 
ducer drive frequency, each delay period corresponds to one 
droplet period. Once the processing electronics respond to 
the signal and strobe pulses and reach a sort decision, the 
buck passes to the shift register. “Word” of the decision 
doesn’t get to the drop charging circuits until they need to 
act upon it. By that time, the front end has made several 
other decisions, all of which are in the shift register pipeline 
en route to the drop charging circuit. 

A sort decision, like a cell classification decision, is bi- 
nary. A cell is either sorted, or not sorted, just as a cell is 
assigned or not assigned to a given class. The hardware 
and/or software used to make sort decisions can be identical 
to those used for data analysis, as discussed in the previous 
chapters. Complex decision functions can be realized in ana- 
log hardware that can form sums, differences, or ratios of log 
or linear signals, or in s o h a r e ,  using digital computers to 
calculate the required functions and also to generate delayed 
sort pulses, eliminating the need for shift registers. 

While hardware controllers can process multiparameter 
signals in parallel, most of the computers used in earlier cell 
sorters had to perform complex computations one step at a 
time. Computer-controlled sorting, as first reported by 
Arndt-Jovin and Jovin in 197414’, then required a minicom- 
puter. Early production instruments with computer- 
controlled sorting were not necessarily either better or capa- 
ble of implementation of more complex decision functions 
than instruments in which sorting was not controlled by a 
digital computer, as was recognized by B-D, which replaced 
its original sort control electronics with a computer, and 
then replaced the computer with new sort electronics in 
three successive generations of FACS flow sorters. 

At present, however, the issue is not whether computers 
should be used for sort control, but how many to use; almost 
all newer instruments incorporate multiple digital proces- 
sors, using various combinations of PC hardware, DSP 

chips, and ASICs and other hardwired (or hardcoded) digital 
circuitry. Current products from all three major manufac- 
turers of high-speed droplet sorters, BD Biosciences, Beck- 
man Coulter, and DakoCytomation, can process between 
50,000 and 100,000 sort decisions/s. 

6.2 PRESELECTED COUNT CIRCUITS AND SINGLE 
CELL SORTING 

Using a simple digital counter circuit, it is possible to 

arrange things so that a sorter will sort a preselected number 
of cells and then stop sorting. Among the things a digital 
counter can do is change an output from logical 1 to logical 
0 after it receives a preset number of pulses as input. If the 
positive sort decision pulses are fed into the counter, and the 
logical AND of the sort pulses and the counter output drives 
the sorter activation mechanism, once the preset number of 
cells are sorted, cells will no longer be sorted, even if they 
meet the selection criteria. 

If the preset number is one, and if a two-axis positioner 
(i.e., a stage with precise and reproducible X-Y motion con- 
trol) bearing a slide, culture dish, or microtiter plate is 
placed in the location normally used for a collection vessel, 
individual cells meeting the selection criteria can be depos- 
ited in a predetermined pattern on a slide for subsequent 
analysis by microscopy or on an agar plate or other solid 
medium so that colony growth or failure to grow can be 
monitored, or inoculated into media in wells on the micro- 
titer plate’45 and grown into clones (assuming they are not 
traumatized by the reagents and/or light to which they were 
exposed prior to sorting). Single cell sorting accessories are 
available from all major manufacturers of droplet sorters. 

Due to mechanical constraints, single cell sorting systems 
often operate by deflecting all droplets except those contain- 
ing a selected cell; the tube that normally conveys the unde- 
flected stream to a waste container is removed. This setup is 
advantageous because it is easier to assess the precise location 
of an undeflected than of a deflected stream, and thus easier 
to determine where to position the microtiter well or the 
area on a slide or dish that is to receive the selected cell. It is 
also somewhat easier to collect an uncharged single droplet 
than a charged one. 

Sorting single cells or very small numbers of cells may be 
impractical in fluidic sorters in which fluid flows continu- 
ously through the sort outlet, since it may be difficult to find 
a few cells in a large volume of fluid. BD Biosciences’ FAC- 
SCalibur can be fitted with a filter apparatus that separates 
the sorted cells from the fluid; this is better adapted to sort- 
ing cells that do not need to be kept viable than to cells that 
do. 

6.3 DROPLET SORTING, HIGH-SPEED AND LOW 
Droplet sorting first requires droplet generation, i.e., 

breaking the stream containing the cell sample into droplets, 
and stabilizing the pattern of droplet formation to place the 
point at which droplets break off from the main stream at a 
fixed distance downstream from the observation point (or 
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from the last observation point in a multistation instru- 
ment). Between the time a cell traverses the observation 
point(s) and the time the cell reaches the droplet breakoff 
point, the measured values of parameters used for selection 
are fed into the sort control logic, which generates a sort 
decision signal. 

The decision signal is applied to drop charging cir- 
cuitry, which, if a cell is to be sorted, applies a voltage to the 
stream at the time at which the cell should lie somewhere in 
the droplet breaking off from the stream. This leaves an elec- 
tric charge on those droplets selected for sorting. The droplet 
stream, containing charged and uncharged droplets, passes 
through the electric field between two deflecting plates to 
which high voltages of opposite polarities have been applied. 
Charged droplets are deflected out of the main stream to- 
ward the deflection plate bearing an opposite charge, and the 
charged droplet streams are collected, while the uncharged 
main stream passes into an aspirated tube leading to the 
waste reservoir. The drop charging and deflection technique 

I was originally developed by Sweep for ink-jet graphic print- 
ing, and was first used for cell sorting by Fulwyle?’. 

The hardware which must be added to turn a flow cy- 
tometer into a droplet flow sorter consists of electronics to 
facilitate droplet generation, hardware and/or software that 
can rapidly establish whether cells meet selection criteria, 
and the circuitry for charging and deflecting the droplets 
containing the selected cells 

Droplet Generation 

The high points of a droplet sorter are shown in carica- 
ture (definitely not to scale) in Figure 6-1. As Lord Rayleigh 
observed in the 18OO’s, a stream of fluid emerging from an 
orifice is hydrodynamically unstable and breaks up into a 

series of droplets that, in the aggregate, have a smaller surface 
area and lower surface tension. Droplet formation occurs in 
streams considerably larger than those found in flow cytome- 
ters, as any urologist can tell you. In the absence of external 
forces applied to the stream, the pattern of droplet formation 
varies unpredictably. 

However, when the stream is subjected to vibration 
within a certain range of frequencies, the pattern of droplet 
formation becomes stabilized in time and in space, i.e., the 
droplet breakoff point remains at a fixed position, and the 
distance, s, between the observation point and the breakoff 
point remains constant. The vibration, which, in droplet 
sorters, is produced by a piezoelectric or electromagnetic 
transducer acoustically coupled to the flow chamber, quite 
literally “makes waves” in the fluid stream; the droplets, once 
separated from the stream, are spaced one wavelength h 
apart. 

A droplet formation pattern is obtained in a stream of 
diameter D only when h > nD ; the droplet breakoff point is 
closest to the orifice, minimizing the distance s, when the 
wavelength is 4.5 stream diameters, but the breakoff pattern 
can remain stable within the range of values of D such that 
4 D  2 h 2 8D. The stream shown in Figure6-1 is thus 
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Figure 6.1 Droplet sorting. 

fatter than in real life. The wavelength (or droplet spacing), 
h, the frequency of the applied vibration, f, and the stream 
velocity, v, are related by the equation 

v =  f h .  

Let’s look at the numbers for some real instruments. If 
we have a 50 pm stream diameter, and a velocity of 10 m/s, 
the 40 kHz drive frequency used with a 50 pm orifice in 
older sorters produces a droplet spacing of 250 pm, or 5 
stream diameters, a near-ideal value. To get the same 5- 
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diameter spacing with a 70 pm orifice and the same 10 m/s 
velocity, we’d need to use a 28.6 kHz drive frequency. In 
some sorting experiments with a Cytomutt flow chamber, 
which produces a stream about 150 pm in diameter, stable 
droplet formation and good sorting accuracy were obtained 
with a 6 m/s stream velocity and an applied frequency of 10 
kHz; I found the corresponding droplet spacing was 600 
pm, or 4 stream diameters. 

Cell sorting was developed using mammalian blood cells 
as samples; the technique can be more successfully applied to 
other cells and particles if the physical parameters of the 
system are modified. In the 1980’s, Joe Gray and his col- 
leagues at Lawrence Livermore Laboratory built instruments 
with very high stream velocities (50 m/s), permitting droplet 
generation frequencies as high as several hundred kHz“’. 
Their initial studies were restricted to chromosomes; mam- 
malian cells did not survive exposure to the high pressures 
(200 PSI) needed to generate high-velocity streams. The 
damage resulted from the use of air pressure to drive the 
sample; the cells, which contained dissolved air, decom- 
pressed explosively upon leaving the nozzle. When a syringe 
pump was substituted as the sample drive mechanism, it 
became possible to recover at least some cell types intact. 

Once “the bends” had been prevented, there were a few 
other kinks left to work out in terms of and elec- 
tronics”80 suitable for dealing with observation times much 
shorter, and data acquisition rates much higher, than those 
associated with conventional flow sorting. This was done by 
Ger van den Engh, then also at Livermore, who developed a 
simpler and more robust high-speed sorter, the “MoFlo.” 
High-speed sorters were used at Livermore and Los Alamos 
for preparative sorting of human chromosomes, from which 
DNA libraries were generated for use in the Human Ge- 
nome Project. Although Fellner-Feldegg665 had reported in 
1984 that the B-D FACS could be operated with a 25 pm 
orifice and an 80 kHz droplet generation frequency for sort- 
ing small particles, the industry had been relatively slow to 
move toward higher-speed sorters for eukaryotic cells. The 
pace of development picked up when, in 1994, Cytomation 
produced a commercial version of the MoFlo under license 
from Livermore; Livermore also licensed Systemix to use the 
MoFlo technology for clinical applications. 

We can bring our calculations on droplet generation up 
to date with some numbers from Ger van den Engh’s recent 
book chapter21U7. When a jet of fluid driven by a pressure P 
emerges from an orifice, the jet velocity is proportional to 
(P)li2, and independent of the orifice diameter. Allowing for 
some pressure drop in the fluidics upstream of the orifice, 
when the operating pressure is 100 PSI, saline emerges from 
a 70 pm orifice at a velocity of 37 m/s, for which the opti- 
mal droplet generation frequency is 118 kHz. It takes ap- 
proximately 30 droplet periods to traverse the distance from 
the orifice to the droplet breakoff point. 

Drop Charging And Deflection 

The application of positive or negative voltage pulses to a 
stream of conductive liquid produces positive or negative 
surface charges on the stream. A droplet separated from the 
stream while the charging voltage was applied carries excess 
surface charge of the same polarity as existed on the stream 
at the time of separation. When a stream containing charged 
and uncharged droplets is passed through an electrostatic 
field established between a pair of parallel or near-parallel 
plates kept at high positive and negative voltages with re- 
spect to ground potential, the charged droplets are deflected, 
with positively charged droplets moving toward the nega- 
tively charged plate and vice versa, while the trajectories of 
uncharged droplets are not altered. It is thus possible to col- 
lect the streams of positively charged, negatively charged, 
and uncharged droplets, and the cells contained therein, in 
separate vessels. While 300 mOsm “normal” (0.85%) or 
buffered saline are often used as sheath fluids, salt concentra- 
tions as low as 10 mEq/L can provide sufficient conductivity 
for droplet sorting. Charging pulses are applied in fixed 
phase with the transducer drive signal. 

Drop Deflection Test Patterns 

There are actually two streams of “uncharged” droplets, as 
can be seen from Figure 6-2, which shows the stream pattern 
produced by a test circuit such as was used in Ortho’s Sys- 
tem 50 flow sorters; most currenr instruments have added 
the feature. When these sorters are operated in the “test” 
mode, the first droplet of each 4-droplet sequence is nega- 
tively charged, the third is positively charged, and the second 
and fourth are uncharged. The operator can then directly 
assess the stability of the droplet generation pattern by ob- 
serving the diverging streams produced. Positively charged 
droplets are deflected toward the negatively charged plate; 
negatively charged droplets are deflected toward the posi- 
tively charged plate. The bifurcation visible in the stream of 
“uncharged” droplets occurs because these droplets actually 
carry small charges. The separation of a positively charged 
droplet leaves a slight negative charge on the residual stream, 
which is acquired by the “uncharged” droplet that follows, 
while the separation of a negatively charged droplet similarly 
results in the next “uncharged” droplet carrying a slight posi- 
tive charge. Thus, one sees four, rather than three, streams, 
because drops which should be in the sequence “left, center, 
right, center” are actually in the sequence “left, slightly right 
of center, right, slightly left of center.” 

Two- and Four-Way Sorts: How Much Voltage? 

The separation between the streams can be increased, 
within limits, by increasing the droplet charging voltage, by 
increasing the potential difference between the deflection 
plates, and/or by making the deflection plates larger, i.e., 
longer in the direction of flow, so droplets spend more time 
in the field. It is also possible to apply more than one level of 
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Figure 6-2. A droplet sorter test stream pattern. 
Drop 1 is negatively charged. Drop 2, which is un- 
charged, acquires a slight positive charge. Drop 3 is 
positively charged; drop 4, uncharged, acquires a 
slight negative charge. Drop 5 is positively charged, 
etc. The result is four streams, following trajectories 
shown by the dotted lines. 

charging voltage to droplets. For example, a droplet charged 
by a 100 V pulse will carry more positive charge than a 
droplet charged by a 50 V pulse, and its trajectory will devi- 
ate more rapidly toward the negatively charged deflection 
plate. It will therefore be possible to collect two streams of 
positively charged drops in separate containers. This is the 
basis of four-way sorting, a relatively recent addition to 
commercial droplet sorters; but a feature of the multiparam- 
eter sorter described by Donna and Tom Jovin in 197414’. 

The potential difference between deflection plates in a 
droplet sorter can be anywhere from 2000 V to 6000 V. The 
voltage pulses used for droplet charging in flow sorters are 
usually somewhere between 100 and 200 volts on either side 
of ground in amplitude. However, excessive charge on drop- 
lets may interfere with droplet and jet stability, since surface 
charges counteract the effects of surface tension, which keeps 
drops intact and is a determinant of the location of the drop- 
let breakoff point. Ger van den Engh has noted instability 
when voltages exceeding +_SO V are applied to a 70 pm 

Zhou et al have described an inexpensive but ef- 
fective low voltage charging 

Figure 6-1 shows satellite droplets in the stream; these 
are formed by fluid present in the neck or “ligament” regions 
of the stream, i.e., the places between the developing drop- 
lets, and typically travel at different velocities from the larger 
droplets in the stream. The pattern of satellite breakoff is 
determined by operating conditions, but its dependence on 
stream diameter, fluid velocity, frequency and waveform of 
applied vibration, timing of drop charging pulses, etc. is 
complex. You win the game if the satellites go faster than the 
larger droplets; they then merge with the main drops (which 

have the same charge polarity) after a few wavelengths, as 
shown in the picture. You lose if the satellites go slower and 
fuse with the drops behind them, which may not be simi- 
larly charged, or if the satellites form a separate charged 
stream that hits a deflection plate, screwing up the deflection 
pattern of the real sort stream. 

How Many Drops Should be Charged? 

It used to be common practice to allow one, two, or 
three droplets to be charged, to compensate for uncertainties 
in estimating the droplet delay, i.e., the time cells take to 

travel from the observation point (or, in a multistation 
sorter, the last observation point) to the breakoff point. As 
the distance cells must travel between these points increases, 
the accuracy with which their arrival time at the breakoff 
point can be predicted decreases. Typically, three drops were 
charged; the basic idea is that you have the besr chance of 
getting the cell you want if you charge the droplet you think 
the cell is in, the one before it, and the one after it. 

We have already noted that, when a charging voltage is 
applied as a droplet breaks off, the fluid that will form the 
next droplet carries a small charge of the opposite polarity; 
when this second droplet is charged, the fluid that will form 
the third carries a slightly higher charge of the opposite po- 
larity. If the charging voltage applied to all three drops were 
the same, the residual charges on the second and third drop- 
lets would result in their having progressively less net charge 
than the first droplet, and thus in their being deflected less 
by the constant field between the deflection plates. This 
would produce multiple sort streams containing first, sec- 
ond, and third droplets, respectively, on the lines of Figure 
6-2, only worse, making it less likely that all the selected cells 
would end up where they were supposed to, i.e., in the col- 
lection vessel. This is prevented by designing drop charging 
circuits so that, when more than one droplet is charged, the 
amplitudes (positive or negative) of voltages applied to suc- 
cessive droplets are increased slightly. A resistor-capacitor 
circuit accomplishes this very simply, acting as an integrator; 
the longer (i.e., the more drop periods) the drop charge sig- 
nal is left on, the more charge is applied per unit time. 

Guilty as Charged? 

The charge on sorted droplets can pose problems, espe- 
cially when one tries to collect sort streams in tubes or flasks 
that are (and most are) made of nonconductive materials. If 
there is no way to dissipate the excess charge, you will end 
up with a bunch of droplets repelling one another, which 
may decrease yields. It can be a great practical joke to run a 
test sort stream into a plastic container and watch people 
react to the electric shocks they get by dipping a finger into 
the liquid. When it’s time for work, however, it’s time to 
stop the collected cells from charging, not by taking away 
their plastic, but by sticking a grounded, sterilized (if appro- 
priate) platinum or stainless steel wire into the collection 
vessel. The steel wires used as obturators in some intrave- 
nous catheters are ideal for this purpose, being cheaper than 
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platinum, sterile, and disposable. I have suggested to a few of 
the manufacturers that they should sell collection tubes 
made of conductive plastic (let’s face it, B-D makes a lot 
more money from plastic goods than from flow cytometers 
and antibodies), but, thus far, I haven’t had any takers. 

Determining Droplet Delay Settings 
In the original stream-in-air flow sorter built at Stanford, 

droplet delay times were determined from the distance, s, 
between the observation point and the droplet breakoff 
point. This distance was measured using a low-power micro- 
scope fitted with an eyepiece micrometer, or estimated, in 
terms of a number of wavelengths, by inspection of the 
stream illuminated by a stroboscope operating at the droplet 
generation transducer drive frequency. The earlier flow sort- 
ers manufactured by B-D and Coulter also adopted this 
practice. Realizing that television cameras are cheap com- 
pared to cell sorters, various labs adopted the practice of 
observing droplet streams on TV monitors instead of by eye; 
newer commercial systems do the same, and some incorpo- 
rate software that uses image processing algorithms to moni- 
tor the position of the breakoff point and automatically in- 
stitute corrective measures should flow become unstable. 

Since the frequency, f, at which the transducer is driven 
is known, and the fluid flow velocity v can be calculated 
from the known orifice diameter and the volume flow rate, 
the wavelength h can be calculated relatively precisely. Drop- 
let delay is measured in periods of the transducer drive fre- 
quency; in the system shown in Figure 6-1, a charging sig- 
nal, if necessary, should be applied (s/h) periods after the cell 
to be selected arrives at the (last) observation point. 

The calculation becomes more complicated for instru- 
ments in which observation is done in a cuvette or capillary, 
because the fluid velocities v, and v, are different up- and 
downstream from the orifice. If s, is the distance between the 
(last) observation point and the orifice, and sc is the distance 
between the orifice and the droplet breakoff point, the num- 
ber of droplet periods of delay required is [se + ( v ~  /v, )s, ]/A . 
The ratio of external and internal velocities, v, /vt, is essen- 
tially equal to the ratio of internal and external cross- 
sectional areas, as /ac, which can be substituted in the for- 
mula. 

The preselected count feature can also be used to deter- 
mine the droplet delay needed for sorting. Fluorescent 
spheres are run through the instrument, and the selection 
windows are set to sort single spheres into one sort stream. A 
jig that holds a microscope slide in position to receive the 
sorted spheres is then inserted, and the instrument is set to 
sort 10 to 100 spheres; this process is repeated with different 
settings of the droplet delay control. This produces a num- 
ber of drops of saline on the slide; each is examined to de- 
termine the droplet delay setting at which the largest num- 
ber of spheres appear in a drop. Although it is generally rec- 
ommended that this examination be done under a fluores- 
cence microscope, the beads are generally recognizable in 
transmitted light; however, no lab that can afford a cell 

sorter should be too impoverished to put an inexpensive 
fluorescence microscope close by the lab. 

That notwithstanding, I should mention a high-tech and 
a lower-tech variation on the above method for droplet delay 
determination. De Grooth et used a beam splitter to 
divert a few percent of the power in the illuminating laser 
beam of their sorter into a fiber optic, which illuminates a 
capillary in a small stainless steel chamber. Another fiber is 
used to collect fluorescence emission from the capillary. The 
sorter is set up so that deflected droplets are collected into 
the chamber, and run at various droplet delay settings; the 
setting which produces the highest fluorescence reading 
from the capillary, i.e., the largest number of fluorescent 
beads diverted into the capillary, is chosen. These days, you 
could illuminate with an LED. 

Lazebnik, Poletaev, and Zenin1225 described a rapid and 
simple technique for droplet delay measurement using cells 
or beads coupled with horseradish peroxidase. A scatter gate 
is set to sort the particles, and 100 to 2,000 are sorted into a 
single well of an ELISA immunoassay strip at each of several 
droplet delay settings. The normal indicator is then added to 
the strip; the darkest color develops in the well containing 
the most particles, and the corresponding delay setting is 
then used. 

In the past, possibly because the fluorescein fluorescence 
always looked greener in the other fellow’s flow cytometer, 
many people modified their commercial instruments to in- 
corporate features of the systems they didn’t buyGG3; for ex- 
ample, old B-D and Coulter systems were fitted with the 
sort test circuits and counters incorporated in Ortho’s sort- 
ers, and microscopes for stream observation were added to 
Ortho systems. As time passed, the manufacturers them- 
selves built in the useful features they hadn’t thought to in- 
clude; this is a good thing, because newer systems are, in 
general, harder to modify than older ones due to the in- 
creased level of integration of hardware and software. Of 
course, if you build your own cytometer, you can put in 
whatever you like. Or so I tell myself. 

Fractional Droplet Delays 
In some systems, it is possible to select “fractional” drop- 

let delay periods, e.g., 8 3/4 drops. This feature is included 
to allow for situations in which the distance, s ,  between the 
observation point and the droplet breakoff point is not an 
integral multiple of the wavelength h. If an integral delay 
period is used, the effect is to apply the droplet charge pulse 
to part of one drop and part of the next. The fractional por- 
tion of the droplet delay setting should properly be thought 
of as an offset correcting for a phase difference. 

Cells arrive at the observation point of a sorter in a ran- 
dom sequence, and therefore in a random phase relationship 
to the transducer drive and drop charging signals, which are 
generally synchronized. A cell might go through smack in 
the middle of a droplet period, a t  the very beginning, or at 
the very end; cells at the extreme points of the droplet period 
may perturb droplet formation and, potentially, affect the 
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purity of a sort. If yield can be sacrificed in favor of purity, it 
is possible to sort only those cells that arrive near the middle 
of a droplet period. 

Transducers and Transducer Drive Signals 
The earliest sorter designs used sine wave generators to 

drive their piezoelectric transducers, and square or approxi- 
mately square waves of the same frequency or a multiple to 
clock and drive the drop charging circuitry. The original 
rationale for the sine wave in the transducer drive (R. Sweet, 
personal communication) seems to have been a combination 
of the desire to prevent the transducer from overheating 
(which, as it turns out, doesn’t happen) and the knowledge 
that Lord Rayleigh’s theory dealt with sinusoidal perturba- 
tion of streams. The electronics are simplified considerably if 
a simple square wave can be used for transducer drive. Fell- 
ner-FeldeggG5 found that a square wave applied to a B-D 
sorter transducer actually produces sinusoidal vibrations, 
because the transducer mechanical assembly effectively acts 
as a low pass filter, and recommended the use of a square 
wave for transducer drive; it is not clear whether and which 
sorter manufacturers have taken his advice. 

Optimal sorting performance requires good frequency 
stability in the transducer drive. In older instruments, crys- 
tal-controlled oscillators were used to generate fixed drive 
frequencies, while a variable drive frequency generator might 
incorporate less stable circuitry. Crystal-controlled digital 
frequency synthesizers now provide both a high degree of 
stability and a broad range over which drive frequencies may 
be adjusted. 

Almost all manufacturers of droplet sorters use piezoelec- 
tric transducers for drop drive, although B-D has offered the 
option of a moving-coil electromagnetic transducer, essen- 
tially the guts of a loudspeaker, for use at the relatively low 
(c  10 kHz) drive frequencies needed with very large (up to 
400 pm) sort orifices. 

The sort nozzle assembly designed by Ger van den Engh 
for the MoFlo incorporates a drive transducer with an acous- 
tic waveguide to focus energy toward the nozzle tip, and also 
includes a second transducer that can be operated as a sensor 
for a closed-loop drive control 

Improving Droplet Sorting 
A lot of tinkering has been done with both commercial 

and laboratory-built droplet sorters to facilitate routine ster- 
ile sorting of multiple samples in one working day, and it 
was and is needed. Flow sorting, to date, has been something 
like heart surgery; the learning curve is steep, meticulous 
technique is required, and it’s done very well only in places 
that do a lot of it all the time. The folks who work in those 
places generally have a better sense of how sorters should be 
designed than did the engineers who designed some sorters. 
The practical wisdom doesn’t always get written down, but 
when it does, as in Phil Dean’s article on “Helpfd hints in 
flow cytometry and sorting”664, it’s well worth having. 

In an instrument with multiple measurement stations, 
the distance between the first observation point and the 
breakoff point may be quite large, leading to considerable 
uncertainty in estimates of droplet delay period and thus to 
the requirement to charge large numbers of droplets to get 
reasonable yields, lowering throughput. Martin et de- 
scribed a system in which a scatter signal from cells, meas- 
ured immediately upstream from the breakoff point, was 
used to resynchronize drop charging pulse timing. 

Sorting Large Objects with Droplet Sorters 
Over the years, progress in biology and biotechnology 

has increased interest in sorting objects substantially larger 
than mammalian cells, e.g., animal and plant cell hybrids, 
C. elegans, early embryos of Drosophih and other species, 
pancreatic islets, tumor cell spheroids, and beads substrates 
used for combinatorial chemistry. 

According to Sweet14’, sorting by droplet generation and 
deflection is possible using streams as large as 1 mm in di- 
ameter. Although large stream diameters necessitate using 
lower stream velocities and droplet generation rates than are 
now prevalent, resulting in lower sample throughput, even 
rates of a few hundred objects sorted per second could pro- 
vide a great improvement over the micromanipulation cur- 
rently used to isolate some of the specimens just mentioned. 

Although the rule of thumb for sorting smaller objects 
was to keep the orifice diameter about 5 times the average 
particle diameter, most people working with large objects 
have pushed the envelope, attempting, for example, to pass 
100 pm particles through 200 pm orifices. I have no reports 
of oxytocin being added to the sheath fluid. Jett and Alexan- 
derb” modified a B-D sorter for operation at a reduced (= 7 
m/s) flow velocity with a 200 pm orifice at a droplet genera- 
tion frequency of 4.5 kHz. This instrument could sort ob- 
jects, e.g., tumor cell spheroids, as large as 100 pm in diame- 
ter67*. Harkins and Galbraith sorted plant protoplasts and 
other materials as large as 95 pm diameter, using a modified 
Coulter EPICS instrument with a 204 pm nozzle and drop- 
let generation frequencies as high as 8 kHz6”. 

The analysis and sort rates that could be achieved using 
older droplet sorters, which had relatively long processing 
dead times, were limited to about one-tenth the droplet gen- 
eration frequency, since higher analysis rates would result in 
the almost continuous occurrence of coincidences. At the 
droplet generation rates of 4-8 kHz used for sorting large 
objects, it was not possible to sort more than 800 cells/s. 
Since the volume, and, therefore, the mass of droplets in- 
crease with the cube of their diameter, substantially more 
work must be done to deflect large drops than is necessary to 
deflect small ones; this can be accomplished by increasing 
the drop charge voltage, increasing the voltage between the 
deflection plates, and/or increasing the length of the deflec- 
tion plates. 

Mack Fulwyler, the father of droplet sorting, was a dia- 
betic, which undoubtedly provided some of the motivation 
for his attempts to sort pancreatic islets. Mack is shown in 
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Figure 6-3 with a B-D FACS 440 that he and Bill Hyun 
modified for islet sorting; it may not be easy to tell from the 
figure, but it seemed to me that the deflection plates in the 
apparatus were at least six inches long. 

Figure 6-3. Mack Fulwyler with his islet sorter (courtesy of 
Bill Hyun, UCSF). 

Although Ger van den Engh has done some work on 
droplet sorting large particles using instruments he has de- 
veloped at his new company, Cytopeia, it is fair to say that 
most current efforts at sorting very large objects, and very 
small ones, utilize fluidic switching, to which we now turn, 
as a sorting mechanism. 

6.4 FLUIDIC SWITCHING CELL SORTERS 
When we start dealing with large objects and low sort 

rates, and/or with hazardous samples, we get into the areas 
of competence of fluidic switching sorters; the mechanisms 
of several of these are diagrammed in Figure 6-4. 

In the course of his work at IBM in the 1960’s, Kament- 
sky experimented with both droplet and mechanical sorting; 
in 1967, he and Melamedb6 described the addition of sorting 
capacity to the Rapid Cell Spectrophotometer in the form of 
a syringe pump which could withdraw cells from the sample 
stream. Friedman1226, working with Kamentsky at 
Bio/Physics Systems in 1973, developed an improved fluid 
switching sorter design, shown in panel A of Figure 6-4, in 
which an acoustic transducer was coupled to the fluid 
stream. The transducer normally had a high-frequency signal 
applied, creating turbulent flow, which diverted cells into 
the waste stream; when a cell was to be sorted, the signal was 
turned off, and laminar flow was established within a few 
milliseconds, resulting in the selected cell being diverted into 
the collection tube. Although sort rates of several hundred 
cells/s could be achieved (L. Kamentsky, personal communi- 

cation), the acoustic sorter was not added to instruments in 
the Bio/Physics Systems or Ortho product lines; faster drop- 
let sorters were used instead. 
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Figure 6-4. Fluidic sorter designs. A. Friedman’s 
acoustic sorter. B Fluidic switching sorter as used in 
some Partec instruments. C Sorting arrangement in 
B-D FACSort and FACSCalibur. 

The fluidic sorter mechanism shown schematically in 
Panel B of Figure 6-4 is incorporated into instruments now 
available from Partec; it features a closed fluidic system and 
uses gas controlled by piezoelectric valves to divert the fluid 
stream to sort cells. Sort rates of over 500 cells/s have been 
reported. In 1989, Gray et allz2’ reported successful sorting 
of pancreatic islets up to 300 pn in diameter using a modi- 
fied Partec instrument. 

In 1991, B-D introduced the FACSortTM, a benchtop 
instrument combining the measurement capabilities of the 
FACScan flow cytometer with a closed fluidic sorting sys- 
tem, shown in Panel C of Figure 6-4. A collecting tube, 
normally placed eccentrically, is moved into the center of the 
stream downstream from the observation point to sort cells. 
Sort rates of several hundred cells/s are possible. In the other 
fluidic sorters just described, if no cells are being sorted, little 
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or no fluid comes out of the collecting tube; there is con- 
tinuous sheath fluid flow into the collecting tube in the 
FACSort mechanism. It was noted (p. 259) that this might 
pose a problem in recovering rare cell types, and that a filter 
system is offered as a solution. FACSort-style fluidic sorting 
is now optional on the FACSCalibur, which has replaced the 
FACScan and FACSort. Although the capabilities of the 
sorting mechanism are limited, people willing to work 
within its limitations have found the fluidic sorter easy to 
use. 

In principle, a fluidic sorter should be more precisely 
controllable than a droplet sorter, because the sort decisions 
can be synchronized to cell arrival times rather than to drop- 
let periods, which are asynchronous with arrival times. At 
relatively low sort rates, however, this may be of only aca- 
demic interest. A fluidic switching sorter with a closed flu- 
idic switching system would definitely be preferable to a 
droplet sorter for use with highly infectious materials; this is 
of more than academic interest. 

Sorting Large Objects Using Fluidic Switching 
In the mid-l990’s, Union Biometrica, a small company 

then located in Cambridge, Massachusetts, developed an 
apparatus for sorting C. eleguns at the request of a local re- 
searcher. This system has evolved into the COPASTM 
(complex Qbject Parametric Analyzer and Sorter) series of 
instruments, variously optimized to sort embryonic and 
adult nematodes, Drosophila and zebrafish embryos, large 
beads, and Arubidopsis seedlings. The flow systems in the 
COPASTM line feature fluid flow paths as large as 1 mm in 
diameter. The instruments vary in analytical capability; they 
can measure fluorescence and extinction, and, in some cases 
extract morphological information from time-of-flight 
measurements. All use the same sorting mechanism. The 
fluid stream containing specimens is normally intersected by 
a high-speed air jet shortly below the last observation point, 
diverting the stream to a waste collector or to a reservoir 
from which it can be recycled. When an object is to be 
sorted, the jet is turned off, allowing the desired particle to 
travel straight down into a collecting vessel. Thus, while the 
COPAS instruments are fluidic switching sorters, they are 
also stream-in-air systems. The sorting mechanism is said to 
be extremely reliable, although slow; sort rates range from a 
few dozen particles per second for the largest objects to a few 
hundred per second for smaller particles. It was suggested to 
me by one of the principals of Union Biometrica (P. Han- 
sen, personal communication) that they might be able to 
sort as many as 1,000 particleds from a small diameter 
stream. 

An alternative fluidic switching instrument, capable of 
sorting dozens of Drosophila embryods on the basis of GFP 
fluorescence and autofluorescence, was described in 200 1 by 
Furlong et alZS2’ at Stanford. The technology has been li- 
censed to Union Biometrica, but information for those 
hardy individuals who want to try building their own ver- 

sion of the apparatus is available at <http://www.stanford. 
edu/-profitt>. 

Sorting Very Small Objects: Microfluidic Switching 
Stephen Quake and his colleagues at CalTech have re- 

cently developed a series of microfluidic devices that have 
been used to sort b a ~ t e r i a ~ ~ ~ ~ ’ ~ ~ ~ ~  and that could be used to 
sort smaller objects such as viruses and DNA fragmentF2’. 
While earlier attempts at building microfluidic flow cytome- 
ters and cell sorters, including mine, used silicon, glass, ce- 
ramic, or metal substrates, Quake et al employ a technique 
called soft lithography, pioneered by George Whitesides at 
HarvardZ51’, using silicon molds to fabricate microfluidic 
circuits from silicone elastomer. The CalTech group has 
developed devices that incorporate pumps and valves on- 
 hip^^^^-^, and manifolds that permit large numbers of fluidic 
circuits to be controlled by a small number of external pres- 
sure linesZ5I4 A picture of a microfluidic sorter, built by Anne 
Fu and used for sorting bacteria, appears in Figure 6-5. 

Figure 6-5. A microfluidic flow sorter for bacteria. 
Courtesy of Anne Fu and Stephen Quake (California 
Institute of Technology). 

The sorter is built of two layers of elastomer. The top 
layer incorporates connections to a small air pressure mani- 
fold that operates the valves. The bottom layer, which rests 
atop a glass cover slip, contains the sample fluid inputs and 
outputs and the T-shaped sorting channel. The entire as- 
sembly is placed on the stage of an inverted epifluorescence 
microscope that incorporates optics for laser illumination 
and 2-color fluorescence detection. 



266 / Practical Flow Cytometry 

Sample flows from the bottom of the “T” in the figure, 
propelled by the peristaltic action of the three pump valves, 
which are opened and closed in sequence. The sort valve on 
the right is normally kept closed and the one on the lefi is 
normally kept open, forcing the fluid stream down the lefi 
arm of the “T.” When a particle of interest is detected, both 
valves are toggled, and a small amount of fluid containing 
the selected particle enters the right side of the “T.” 

The microfluidic sorters built by the Quake group to 
date have not used sheath flow, and, because different parti- 
cles take different times to traverse the observation region, 
the CVs of fluorescence measurements are relatively large; 
the device shown also lacks a scatter channel for triggering 
on nonfluorescent or weakly fluorescent objects. It was used 
to separate bacteria bearing native and mutant strains of 
GFP, based on different ratios of green and yellow fluores- 
cence; the ratio has a smaller CV than the individual fluores- 
cence measurements (see p. 47). 

The flow velocity through the microfluidic sorter is ex- 
tremely low, typically 10-15 mm/s, or around 1/1,000 that 
in a typical droplet sorter. This allows particles to be illumi- 
nated and measured for a much longer time (i.e., millisec- 
onds instead of microseconds), increasing measurement sen- 
sitivity. It is possible to analyze approximately 1,000 bacte- 
ria/s, but, because the fluid flow rate is so slow (tens of 
nanoliterds), the concentration of bacteria in the input sam- 
ple must be on the order of 10’/mL to achieve that analysis 
rate. The observation region of the microfluidic sorter is 
approximately 6 x 10 pm in cross-section; devices with a 
smaller cross-section have been used to size DNA fragments. 
Devices with larger flow channels can be used to analyze and 
sort eukaryotic cells; flow rates, though somewhat faster, are 
still relatively slow. 

Microfluidic sorters can sort no more than a few hun- 
dred cells/s. However, one can reverse and stop flow through 
the devices; neither droplet sorters nor other fluid switching 
cell sorters have this capability. Among other things, it al- 
lows static cells to be observed for a fixed period, eliminating 
measurement variances due to flow velocity variations, and 
permits sort decisions to be made on the basis of repeated 
observations of a single cell over time. 

Commercial development of the technology developed 
by the Quake group is now underway at Fluidigm Corpo- 
ration (formerly Mycometrix Corporation). 

Shuichi Takayama, an alumnus of the Whitesides lab at 
Harvard now working at the University of Michigan, has 
built microfluidic flow cytometers using an air sheathz5I5, 
which could potentially be used for sorting; fluid flow ve- 
locities are in the range of 1 m/s. 

6.5 CELL MANIPULATION BY OPTICAL TRAPPING 
Ashkin’”’ noted in 1970 that small particles could be 

captured and accelerated by the radiation pressure in intense 
light beams. He and his coworkers at Bell Laboratories sub- 
sequently used laser beams to manipulate single cellsizz9, 

bacteria, and viruses’230. Work in this area was also done by 
Tudor Buican and others at Los A l a m o ~ ~ ~ ~ ’ ;  the instrument 
developed there is now available from Cell Robotics (Albu- 
querque, NM). A special section on optical trapping ap- 
peared in Cytometry (Vol. 12, No. 6, 1991). Cell Robotics 
now appears to be staking its future on a device that uses a 
laser instead of a lancet to draw small samples of peripheral 
blood. 

6.6 CELL DAMAGE SELECTION (“CELL ZAPPING”) 

Photodamage Cell Selection 
An alternative to sorting for removal of a relatively small 

population of cells from a sample was proposed by me15o, 
and, independently, by Martin and Jetti” and also, probably, 
by a lot of other people. Photodamage cell selection, or “cell 
zapping,” makes use of a high energy pulsed laser focused on 
a point downstream from the (last) observation point in a 
flow cytometer to kill cells selected on the basis of measure- 
ments made upstream; you kill the cells you don’t want and 
keep the rest. 

In the late 1970’s, it seemed a zapper would be useful 
for removal of small numbers of cancer cells from patients’ 
bone marrow prior to reinfusion following intensive chemo- 
therapy. The lasers and electronics then available made it 
possible to process 50,000 or more cells/s with a “zapper,” 
about ten times as many as could then be sorted. It might be 
practical to spend a day zapping cells to treat a patient; it 
would be virtually impossible to spend a week sorting for the 
same purpose. 

Herweijer, Stokdijk, and Visser were the first to actually 
build a cell zapperan; they achieved sort rates of 30,000 
cells/s, using an acousto-optic crystal to switch the killing 
beam, and photosensitizing cells with bromodeoxyuridine 
and Hoechst 33342. A 5-decade reduction in the number of 
viable cells was obtained using 400 mW of UV light at 351 
and 363 nm from an argon ion laser killing; the system 
could process 30,000 cells/sec. Keij et aI2’l6 reported similar 
processing and kill rates using 20-100 m W  of 275 nm U V  
from a doubled 514 nm argon ion laser, but noted problems 
with the doubling crystal and laser modulator. 

High speed sorting can now achieve throughput rates 
equal to or better than those reported to date for cell zap- 
ping, but neither technology will play a major role in cancer 
treatment in the near future unless both the methods of 
identifying cancer cells and the available drugs are good 
enough to make the therapeutic strategy worthwhile. Even 
then, it will probably make more sense to identify and sepa- 
rate the stem cells needed to repopulate the marrow, a task 
made considerably easier over the years by advances in ana- 
lytical flow cytometry, than it will to attempt to zap the can- 
cer cells. Results of recent clinical trials of intensive chemo- 
therapy and stem cell replacement seem to have dimmed 
enthusiasm for the overall concept, pushing clinicians in the 
direction of other therapeutic strategies. 
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Sorting (Zapping) Without Flow (Gasp!) 

Although the cell zapping technique does not seem to of- 
fer much of an advantage for cell selection in flow systems, it 
makes excellent sense to use cell zapping to select cells which 
prefer to grow attached to solid substrates and/or to one 
another. Laser microbeams were used for precise cell killing 
within a few years of the demonstration of practical lasers in 
the early 1960’s; Higgins et ala9 explored mechanisms and 
methodology in 1980. 

It remained for Schindler, Olinger, and Holland6” to de- 
velop a relatively practical, integrated system for selection of 
attached cells using laser photodamage. The apparatus, the 
ACAS 570, also incorporated a computer-based general- 
purpose microphotometer and microfluorometer, allowing 
several parameters to be measured to provide selection crite- 
ria. It was sold by Meridian Instruments, but not in large 
enough volume to keep the company from going out of 
business. 

While Schindler originally described the operation of the 
instrument in saving the wanted cells from destruction as 
“Passover selection,” it might now appropriately be called 
“Schindler’s List Mode.” 

Oncosis is now attempting to develop a system for cell 
zapping on solid substrates for clinical use in removing Non- 
Hodgkin’s lymphoma cells from marrow prior to reinhsion 
into patients. The claimed advantage of the system is that it 
is, to paraphrase company literature, more deterministic 
than sorting or zapping. We’ll see. 

Electrodamage Cell Selection in Flow 
If someone in the United States had wanted to build a 

fancy cell zapper during the 1980’s, it could probably have 
been paid for out of Strategic Defense Initiative research 
funds. Bakker Schut, de Grooth, and G r e ~ e ~ ~ ~ ~ ,  in the less 
violent Netherlands, took an alternative “Star Wars” ap- 
proach to cell selection; they used the Force- electrostatic 
force, that is. 

Electroporation forms small pores in cell membranes by 
application of a strong electric field pulse for a few microsec- 
onds. When low field strengths and short pulse durations are 
used, the cell membranes reseal; such transient electropora- 
tion is used to transfect cells with genetic material’233, and 
was also used by Berglund and S t a ~ k e i ’ ~ ~  for fluorescent 
antibody staining of oncogene products in live cells. At 
higher field strengths and/or longer pulse durations, perma- 
nent membrane damage leads to cell kill. 

Electric pulses of 10 ps with field strengths near 3 x lo6 
V/m, applied across a Coulter orifice downstream from an 
optical observation point, were found to kill 99.9% of lym- 
phocytes and cells from the K562 erythroleukemic cell line. 
The apparatus used operates at rates of 1,000 cells/s. 
Though not as fast as the photodamage flow sorter described 
above, it is a great deal less expensive. 

While the ACAS 570 for a time found a niche for studies 
and selection of attached cells, flow-based cell damage selec- 

tion systems, optical or electrical, have not; what they seem 
to need is a “killer application.” 

6.7 MEASURES OF CELL SORTER PERFORMANCE: 
PURITY, RECOVERY (YIELD), AND EFFICIENCY 
Different aspects of sorter performance are important in 

different applications of sorting. Since it is generally not 
possible to maximize the purity of the sorted population and 
the recovery (yield), i.e., the fraction of cells of interest, 
relative to the original number in the sample, collected by 
sorting, at the same time, it is necessary for the experimenter 
to choose the appropriate modus operandi. 

If you are trying to get the highest possible purity in 
your sorted cell population, you have to work hard to keep 
cells you don’t want out of the sorted fraction. Since cells 
come through in random sequence, the probability of get- 
ting an unwanted cell in your deflected fraction increases as 
you deflect more droplets per selected cell. If, on the other 
hand, you’re trying to isolate cells that occur as 0.1 percent 
of the population, you almost have to be willing to settle for 
more contamination as long as you can get enough of the 
cells you need. 

Coincidence Effects on Performance 
It is customary to include coincidence detection cir- 

cuitry in cell sorters to make it possible to determine 
whether unwanted cells are present in close enough prox- 
imity to selected cells to be deflected with them; the sorter 
can be set either to sort or to inhibit sorting of a cell in the 
event such a coincidence is detected. This can reduce con- 
tamination of sorted fractions; it will not eliminate it be- 
cause there are always periods of dead time during which the 
processing electronics are “busy” and thus “blind” to ap- 
proaching cells. 

Pinkel and Stove1650 calculate, based on Poisson statistics 
of cell arrival times, that, if coincidences are rejected. i.e., if 
no sort occurs when another cell passes through the system 
in proximity to a cell meeting selection criteria, the maxi- 
mum percentage of the desired cell population which can 
theoretically be recovered is 37% if the fraction of cells of 
interest is near zero. This recovery rate is achieved when the 
product of the number of drops deflected, n, the cell proc- 
essing rate, u, and the droplet period, T ,  is equal to 1. If the 
cells of interest make up 20% of the total population, 
maximum recovery rate, which is achieved when n x u x T = 
1.5, is still only 43%. If the cells of interest are 50% of the 
total, the recovery rate is better than 75%, at n x u x T = 2. 

The practical significance of all this is that two-pass sort- 
ing, with coincidences being neglected in the first pass, is 
virtually mandatory to improve recovery of cells that com- 
prise a very small fraction of the total population being 
sorted. It is also advisable when working with rare cell types 
to use any bulk cell separation methods, e.g., centrifugal 
elutriation or immunomagnetic separation, that can be ap- 
plied to increase the fraction of desired cells before undertak- 
ing flow sorting for final purification. McCoy et al’zs5 point 
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out that triggering on fluorescence instead of scatter may 
also facilitate sorting rare cells. 

and van Rotterdam, Keij, and Vis- 
ser examined several models of coincidence and their ef- 
fects on instrument performance in the context of high 
speed sorting and cell zapping. These authors differentiate 
between beam coincidences and pulse processing coinci- 
dences. In a beam coincidence, particles arrive together (or 
in rapid succession) at the observation point. The pulse 
width, or time taken for a single particle to traverse the 
beam, is equal to 
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(cell diameter + beam height )/flow velocity. 

For a 10 pm cell, a 22 pm beam, and a 33 m/s velocity, 
pulse width is =1 ps. Reduction of beam coincidences can be 
achieved by making the beam smaller and increasing the 
flow velocity. However, in most systems, the dead time of 
the pulse processing electronics (tens of microseconds in 
conventional systems, and over 2 ps in high-speed systems) 
accounts for most of the coincidences; in most conventional 
instruments, the obvious, if not the only, way to improve 
sort performance is by using faster processing electronics. 
The CICEROm system for computer-based analysis and 
sort control, the first product introduced by Cytomation, 
was designed to be retrofitted to older sorters to provide 
increased processing speed; while the product is no longer 
available, there are a number of devoted users (and systems) 
still going strong. 

To increase total throughput in droplet sorters, it is gen- 
erally necessary to increase droplet generation frequency as 
well as cell processing rate, because coincidences otherwise 
become intolerable. If flow velocity is kept constant, raising 
the frequency requires use of a smaller orifice. An arbitrarily 
small orifice, however, cannot be used for sorting because, as 
cell diameter increases relative to orifice and stream diame- 
ter, the passage of cells through the orifice and the presence 
of cells in neck regions of the stream causes progressively 
larger perturbations in the droplet pattern666, resulting in 
erratic deflection trajectories which may result in contamina- 
tion of selected fractions with unwanted cells. Perturbation 
is more apt to occur when a cell is at the front or back of a 
droplet than when it is in the middle. Where a cell will ap- 
pear in a droplet can be established by sensing the phase of 
the transducer signal when the cell traverses the beam; 
Merrill et used this information to further constrain sort 
decisions; current instruments incorporate similar circuitry. 

Conventional wisdom tells us to keep the droplet genera- 
tion frequency as high as possible to maximize sort rate. 
However, if one must charge three drops to get reliable sort- 
ing with a 30 kHz droplet generation rate, and it is possible 
to get equivalent performance by charging only one drop at 
10 kHz, the effective sort rates are the same. By using the 
lower frequency, one can use a larger orifice, minimizing 
stream perturbation by large cells and decreasing the likeli- 
hood of clogging. I been satisfied to do this in sorting with 
my Cytomutts. O n  the other hand, people who are doing 

routine sorting and charging three drops at 30 kHz could get 
better yields and about the same purity, most of the time, 
charging one drop or two. 

It has already been noted (p. 260) that the optimal drop- 
let generation frequency for a 70 pm orifice in a high-speed 
sorter with a 100 PSI operating pressure is 1 18 ~Hz*’”. Pois- 
son statistics predict that the fraction of droplets containing 
a single particle will be maximized when the average number 
of cells/droplet is 1; under these conditions, 37% of droplets 
will contain no particles, 37% will contain one, and 26% 
will contain more than one. Acceptable cell recovery levels 
can be attained only by sorting both those droplets contain- 
ing a single wanted particle and those containing wanted 
particles in company with unwanted ones; purity can be 
increased by a second round of sorting. At occupancy rates 
approaching one particle/droplet, it becomes infeasible to 
charge and sort more than one droplet at a time. In practice, 
it is usually necessary to operate at occupancy rates of no 
more than one ce11/3 droplets to minimize beam coinci- 
dences, meaning that the maximal sample throughput at- 
tainable in a modern high-speed sorter is unlikely to be more 
than 40,000 even t s /~ .~~~’  Note that, since a typical maximum 
sample flow rate for a sorter is 1.5 pL/s, this requires that 
there be 2.66 x lo7 cells/mL in the input sample. 

6.8 OTHER CONSIDERATIONS 
Many technical difficulties associated with cell sorting 

arise not in sorting hardware and/or s o h a r e ,  but in ancil- 
lary operations that must be performed to insure that the 
sorted cells (or other particles) can be put to the use for 
which they were intended. If you want to do biochemical 
analyses of cells with S phase DNA content, the cells don’t 
need to be viable, and system won’t need sterilization prior 
to operation. If sorted cells are to be grown in culture, how- 
ever, they must be kept sterile. 

Doing the Math 
In the preliminary discussion of cell sorting on pp. 40- 

42, I mentioned that some people seem to avoid calculating 
how long it might actually take to acquire the number of 
cells they will need to successhlly complete the projects in 
their high-ticket grant applications. It’s important to do the 
math, not least because it is likely that the reviewers will do 
the math whether you do it or not. 

James Leary and his colleagues, now at the University of 
Texas Medical Branch at Galveston, have addressed prob- 
lems of high-speed sorting of very rare events250i~250s~25’7 . They 
point out that, among other things, you need to consider 
how good your measurement parameters are at distinguish- 
ing the cells you want from the cells you don’t, and that 
Poisson statistics may be inaccurate when dealing with ex- 
tremely low-frequency events. They also note that if, for 
example, you are attempting to sort cells present at a fre- 
quency of 1 cell in lo6 in your sample population, you will 
have to process almost 3,000,000 events to be 95% sure that 
you will collect one wanted cell. You could get lucky and hit 
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it on the first try, but you could also win the lottery and, if 
you are dedicated to science, fund your lab with the pro- 
ceeds and not have to write more grant applications. 

Win or lose, it is a bad idea to assume that you will be 
able to process 100,000 cells/s, and find and sort one of 
those one-in-a-million rare cells every ten seconds or so; see 
p. 42 for some real-life numerical 

Speed Limits: The Reynolds Rap 

Back on p. 174, I discussed the Reynolds number, Re, a 
useful indicator of the stability of fluid flow. Laminar flow 
can be maintained if Re is below 2300; turbulent flow is 
likely to occur if Re is above 2300. For a saline stream at 20” 
C ,  Re is very nearly equal to the product of stream diameter 
in pm and flow velocity in m/s. 

If your sorter is a stream-in-air system in which the 
stream diameter is reduced fairly rapidly between the sample 
injection point and the nozzle orifice, you may well be able 
to work at values of Re above 2300 without running into 
turbulence; if you’re using a sorter in which cells are ob- 
served in a cuvette, or just don’t like living on the edge, you 
probably want to keep Re below 2300. Table 6-1, on the 
next page, based on calculations done by Ruud Hulspas, 
provides some safe values of stream velocity for a range of 
orifice diameters, and includes drive pressures and optimal 
droplet generation frequencies corresponding to those ve- 
locities and orifice diameters. 

There is some slop in the calculations. In reality, the ac- 
tual final diameter of the stream formed by a jetting orifice is 
somewhat less than the diameter of the orifice, but the law of 
conservation of matter dictates that the velocity of the nar- 
rower stream is higher than the exit velocity from the orifice, 
so things tend to balance out. 

Table 6-1. Safe speed limits for sorting based on Rey- 
nolds number calculations (thanks to Ruud Hulspas). 

For small orifice diameters, the Reynolds number is usu- 
ally not what limits sorting speed; it is much easier to get 
fluidics hardware to work at 100 PSI than at 162.6 PSI, and 
high-speed sorters instruments are typically designed to work 
at the lower pressure. However, as you start contemplating 
using larger and larger orifices to sort larger and larger parti- 

cles, the numbers, Reynolds and otherwise, catch up with 
you. If you use a 400 pm orifice, your maximum droplet 
generation rate is only 3.1 kHz, and, if you want to keep the 
coincidence rate manageable, you won’t be able to sort more 
than 1,000 particles/s. This is only a few times the rate you 
could get from a fluidic sorter. 

Calculations can be reassuring, but, in the real world, it’s 
a good idea to check your stream patterns, which will tell 
you whether you have turbulence. If you have sample to 
spare, do that check with the cells or particles of interest 
running, because they may perturb flow, particularly when 
they are a little too big for your orifice. We don’t want West 
Side Story in the sorter lab, so keep the sharks away from the 
jets. 

Instrument Utilization 
Multistation flow cytometry is harder to do than single 

station flow cytometry, because it is necessary to keep track 
of events at different points in time and space; cell sorting is 
harder than flow cytometric analysis for the same reason. It 
usually takes longer to set up for sorting than to set up for 
analysis, even if it is not necessary to sterilize the flow sys- 
tem. Also, since it is generally possible to get usable results 
from analyzing tens of thousands of cells, while sorting may 
require isolation of millions of cells, a sorting experiment can 
effectively stop dozens of analyses from being done on an 
instrument. That shouldn’t stop you from designing or do- 
ing sorting experiments, but you should always think about 
whether there is a way to answer your question without sort- 
ing. 

Monitoring versus Sorting for Cell Preparation 
Some bulk separation procedures can yield larger cell 

populations than could be obtained by sorting, with compa- 
rable purity. For example, separation of lymphocytes based 
on cell surface phenotype can be done using columns, plates, 
or magnetic beads coated with monoclonal antibodies; this 
can produce 90-95% pure CD4’ or CD8’ T-cell popula- 
tions. Monitoring the quality of bulk cell separation by flow 
cytometric analysis allows more cells to be harvested, and 
also frees up sorter time for other users. 

De Mulder et al l4’  used continuous flow cytometry to 
monitor monocyte purification by counterflow centrifuga- 
tion. Zola et a1978 noted that adding known numbers of cells 
covalently labeled with FITC into mixtures being purified 
allowed the effects of successive steps to be established by 
determining the fraction of stained cells remaining. Immu- 
nomagnetic has become a widely used alterna- 
tive to column and centrifugal methods for bulk cell separa- 
tion, and is also useful for first-stage enrichment of desired 
populations; monitoring the process by flow is common- 
place. 

Collection Techniques: Life and Death Decisions 
In most applications of sorting, why the cells are being 

sorted determines how they are sorted and collected. The 
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ground rule of droplet sorting is that the sheath fluid must 
be a conductive ionic solution. Historically, normal saline 
(0.85% NaCI) has been the most commonly used sheath 
fluid; it preserves cell viability adequately for short sorting 
runs. However, for longer runs, buffered solutions (Michael 
Stohr proposed HEPES; Dave Parks likes RPMI 1640 me- 
dium without pH indicator dye”‘) may keep cells happier. 
Collection tubes should contain added protein. 

For viable cell sorting, it is generally advisable to keep 
cells cooled to 4” C. This can be done using ice, a recircula- 
tor, or thermoelectric cooling675. Whether or not cells are 
cooled, however, it is important that the temperature of 
sheath and sample fluids be kept constant during sorting 
runs because viscosity, which has profound effects on the 
hydrodynamics of sheath flow and droplet generation, 
changes dramatically with temperature. Sterile, viable cell 
sorting is usually done into tubes of cooled medium; a sterile 
ground wire may be inserted to discharge the deflected drop- 
lets. 

A number of devices for cell collection have been de- 
scribed that are optimized for some particular purpose, e.g., 
demonstration of specific DNA sequences, extraction of 
various chemicals, isotope counting, morphologic analysis. 
Patrick and Keller described a simple gadgetT6, made from 
intravenous tubing components and culture tubes, for col- 
lecting cells in a layer of protein over a base of Fi- 
coll/Hypaque, allowing good preservation of morphology 
and viability. Mktkzeau et a16” used nitrocellulose filters with 
an applied vacuum to obtain high local concentrations of 
sorted material for biochemical analysis or examination of 
morphology. Ger van den Engh has collected cells on 
“tapes” containing plastic microwells, into each of which a 
single cell can be sorted; the tape is dispensed from a reel, 
and the wells can be sealed to allow tape with collected cells 
to be stored on a take-up reel. This arrangement uses less 
elaborate positioning hardware than may be needed to sort 
into microtiter plates. 

Cells may be collected on slides for such diverse purposes 
as morphologic analysis, immunofluorescent staining, and in 
situ hybridization of DNA. Cells generally adhere better 
when the slides are precoated with protein or with a syn- 
thetic peptide such as poly-L-ly~ine”~. Alberti et a16” found 
that preservation of cell structures was improved when cells 
were sorted onto slides coated with newborn calf serum from 
a sheath containing only 1/IOO the salt concentration of 
normal saline. When normal saline was used, salt crystallized 
on and around cells as the slide dried, destroying much of 
their morphology. 

Collecting cells that will subsequently be examined by 
electron microscopy requires attention to morphologic pres- 
ervation. Sebring, Johnson, and S ~ a l l ” ~ ’  described a method 
for harvesting small numbers of cells; Penney et al’uO re- 
ported improved preservation of cell morphology when fixa- 
tive was added to the sheath fluid. 

Dilutions of Grandeur 

You can pretty well count on your sample fluid getting 
highly diluted by admixture with sheath. Let’s return to our 
benchmark example of a sorter with a 70 pm orifice and a 
100 PSI drive pressure, using a 11 8 kHz droplet generation 
frequency and a flow velocity of 37 m/s. If we calculate the 
total fluid flow rate as was done on p. 175, we find it is 
about 8.5 mL/min. The maximum sample (core) flow rare 
in a typical high-speed sorter is 1.5 pL/sec, or 90 pL/min, 
meaning that the ratio of the volumes of sheath fluid to 
sample fluid emerging from the nozzle, and the ratios of 
sheath and sample volumes in a droplet, or in a pool of 
sorted droplets, is almost 100: 1. 

Two things follow from this. First, the cell concentration 
in your collection vessel is going to be no more than about 
1/1OO the cell concentration in your input sample, even if 
you don’t add any fluid to the collection vessel to start with. 
Second, if there’s something your cells need badly enough 
for you to keep it in the sample fluid, you might want to add 
some to the sheath. You could put some of the good stuff in 
the collection vessel as well, although that will result in the 
concentration of collected cells being reduced still further. 

What’s the volume of a droplet? The most reliable easy 
way to calculate it is to divide the fluid flow rate by the 
droplet generation rate. If the flow rate is 8.5 mL/min, and 
the droplet generation rate is 11 8 kHz, the volume of a 
droplet comes out to about 1.2 nanoliters. The volume of a 
lymphocyte, incidentally, is about 200 femtoliters, so the cell 
doesn’t occupy very much of the droplet volume. That’s no 
surprise, given the dilution factors involved. 

Can Getting Sorted Be Hazardous To Cells’ Health? 

Although cells of many types have been sorted and 
thereafter grown in culture, it is advisable to remember that 
there are no guarantees that every cell type will hold up un- 
der every manipulation. The Hoechst dyes, used to stain 
DNA prior to sorting live cells and chromosomes, also serve 
as photosensitizers for zappinga8. Kissane et a1256 reported 
that plating efficiencies of Hoechst dye stained cells recov- 
ered from sorting decreased at laser powers above 100 m W  
Libbus et a l l z 4 ’  noted an increased incidence of chromosome 
aberrations in sorted vs. unsorted sperm. The high W laser 
powers used in chromosome sorting, which produce exten- 
sive dye blea~hing”’~, may damage DNA as well; this may 
favor chromosome sorting with lower-power lasers”33~5~’242. 

While the findings on DNA stains and high-power W 
may not surprise us, we tend view cell surface staining as a 
benign procedure, and assume that a surface-labeled cell 
getting sorted isn’t any worse than a human going bungee 
jumping. However, Chen, St. John, and Barker’243 studied 
the electrical excitability of rat pituitary cells sorted afcer 
antibody labeling, and found that cells sorted using more 
than 10 m W  laser power showed acutely altered electrical 
characteristics. Laser acupuncture? 
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Seidl et alz518 investigated effects of magnetic separation 
(using the MACS system from Miltenyi Biotec) or droplet 
sorting on a B-D FACStarPLUS on membrane integrity 
(propidium exclusion), microviscosity, membrane potential, 
and Annexin-V staining in breast cancer cells and normal 
skin fibroblasts. Both separation techniques, as well as ancil- 
lary preparative steps such as enzymatic cell dissociation, 
affected membrane physiology, but the authors felt that nei- 
ther magnetic separation nor droplet sorting was clearly 
preferable for cell preparation. 

I have suggested that pressurization with a gas such as 
xenon might improve survival of cells otherwise liable to 
decompression injury after high-speed sorting, but I don’t 
think anybody has actually tried this trick. 

6.9 BIOHAZARD CONTROL AND BIOSAFETY IN 
FLOW CYTOMETERS AND SORTERS 

Before the AIDS epidemic, it seemed that clinical labs 
were stampeding to buy cell sorters whether or not they 
needed to sort; many later stampeded to retrofit their sorters 
with closed fluidic systems, and gave up sorting. In the late 
1970’s and early 1980’s, flow labs, which invariably featured 
low light levels and were frequently equipped with good 
stereo equipment, provided an attractive ambiance for im- 
promptu social gatherings. The wine and cheese disappeared 
as soon as we started running samples we thought could kill 
us if we weren’t careful. 

In the early days of sorting, we were concerned more 
with preventing microorganisms from the laboratory air 
from getting into the sample than with preventing microor- 
ganisms in the sample from getting into the laboratory air, 
but, since the same measures can be used to accomplish both 
objectives, we had a leg up when we became seriously con- 
cerned with biohazards and biosafety. 

In 198 1, Merri11’48 examined methods used to minimize 
contamination in sorters, using culture plates containing 
confluent Escherichia coli placed around a modified B-D 
FACS I1 sorter to detect aerosolization of T4 bacteriophages 
introduced into the sample stream. He found that a major 
reduction in aerosol generation was achieved by collecting 
the undeflected stream in a vacuum-exhausted tube. Main- 
taining the area around the collection vessels at a slight nega- 
tive pressure further reduced aerosol contamination. 

A 1995 report by Ferbas et alZ5”, who used bacterio- 
phages to examine aerosol generation and contamination in 
a Coulter Elite sorter concluded that, if the sorting chamber 
door was kept closed and vacuum was maintained on the 
waste collection tube. Noting that their findings were consis- 
tent with Merrill’s, they wrote “Our results argue strongly 
that the cytometers tested do not pose significant risk to the 
operator during sorting of infectious specimens.” 

Janis Giorgi reviewed sorting biohazardous (HIV- 
infected) specimens in 19942071. She and others led ISAC to 
form a Biohazards Working Group to develop guidelines for 
sorting unfixed cells; these were published in June, 19972520-1. 
The guidelines include recommendations for sample han- 

dling, operator training and protection, lab design, and in- 
strument setup and maintenance, as well as details on meth- 
ods for assessing aerosol generation. Activity in this area con- 
tinues. 

Recently, Sorensen et a12522 described safety modifications 
to a FACSVantage sorter for sorting cells transduced with 
retroviral vectors, and Oberyszyn and de- 
scribed the use of “Glo Germ” fluorescent particles as an 
alternative to bacteriophages for determination of aerosol 
contamination. 

Many institutions and organizations in which infectious 
disease research and treatment are carried on now have cell 
sorters in biosafety facilities; the sorter manufacturers, as can 
be seen from Chapter 8, all provide a variety of biohazard 
control options for their instruments. 

6.10 CONCLUSIONS 
It is still easier to analyze cells than to sort them, and 

somewhat harder to build a sorter, and keep it working, than 
it is to build and maintain a flow cytometer for analysis, but 
things are improving. Papers I cited as sophisticated in the 
Second seem old-fashioned now, and, while sort- 
ing is still best used when nothing else will do the job, in 
such cases, the user’s hard work is likely to be amply re- 
warded. And, thanks to the manufacturers, the work isn’t as 
hard as it used to be (Chapter 8 again). I used to say that 
whenever I got the urge to sort cells, I would lie down until 
it passed off, but I’ll be dusting off my sorting hardware as 
soon as I finish writing. 

If I do have one pet peeve about cell sorters, it is this: 
there are a lot of people who spend a lot of time doing sort- 
ing tasks that require minimal analysis, e.g., pulling out cells 
or bacteria that express a single surface antigen or fluorescent 
protein. As things now stand, you’re likely to have to tie up 
a three-laser, twelve-parameter instrument to do a job that 
could be done in an instrument using a single laser (and 
probably a relatively inexpensive one), and measuring only 
fluorescence and scatter at one or two angles, using simple 
and inexpensive electronics. There are now some ‘‘low-end’’ 
cytometers, but there aren’t any low-end sorters. I’d love to 
see one, but I’m not about to go into the business. O n  the 
other hand, if somebody wants a consultant, I’m here. 

The free advice is this: Don’t sort when you don’t have 
to. If you are looking for rare events, and/or want to isolate 
large numbers of cells, take advantage of every available bulk 
separation technique as an alternative to sorting and/or to 
pre-enrich samples for the population(s) you want. Years 
ago, we were pretty much limited to centrifugal separation as 
best supporting actor; these days, immunomagnetic separa- 
tion, for which Dynd,  Immunicon, and Miltenyi, among 
others, provide a variety of reagents and apparatus, offers a 
wide range of options. Sorters are just like people; they’ll do 
more for you when you make their work easier. 

We now move from the hardware to the physical and 
cellular parameters we measure, and the probes with which 
we work when making the latter measurements. 
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7. PARAMETERS AND PROBES 

We will now begin a detailed discussion of the applica- 
tions of flow cytometry by considering the parameters, i.e., 
what can be measured, and the probes, i.e., the reagents that 
may be needed necessary to make the measurements. 

In Chapter 1 (p. 2), I mentioned that the term parame- 
ter is used in several different senses in cytometric jargon. It 
is helpful to differentiate between the physical parameters, 
such as electrical impedance, light scattering and fluores- 
cence, that are detected and quantified by the instrument, 
and the cellular parameters, such as cell size, cytoplasmic 
granularity, and DNA content, values of which we derive, or 
hope to derive, from measurements of the physical parame- 
ters. I will consider the physical parameters first. 

7.1 PHYSICAL PARAMETERS 

Electrical Parameters 

DC Impedance (Coulter Volume) 
Electronic volume measurement by the Coulter princi- 

ple49.s0,51 is perhaps the most common flow cytometric tech- 
nique for cell size determination; there are many more elec- 
tronic cell counters in use worldwide than there are optical 
flow cytometers. The measurement is described on p. 10 and 
pp. 182-3; in brief, passage of a nonconductive particle, such 
as a cell, through the saline-filled orifice of a Coulter volume 
measurement circuit with a constant (DC) current applied 
across the orifice produces a voltage pulse with an amplitude 
that should, theoretically, be proportional to the volume of 
the particle. 

Deviations from ideal behavior in Coulter orifice meas- 
urements are typically caused by particles passing through 
the orifice in close proximity to the walls, or through other 
regions of the orifice in which the electric field is nonuni- 
form; problems may also occur when particles are asymmet- 

ric. Observation of a bimodal red blood cell volume distri- 
bution motivated Mack Fulwyler to build his first flow 
sorter, and thus to identify measurement artifacts as the 
source of the bimodality. The orifice must be longer than it 
is wide in order to produce a uniform electric field in the 
central region. The diameter of the orifice must be at least 
several times the particle diameter to keep the field in the 
region of a particle relatively uniform, but, if the orifice di- 
ameter is much larger than the particle diameter, the change 
in impedance produced by particles' traverse of the orifice 
will be small, decreasing signal-to-noise ratio and sensitivity. 

Electronic volume measurements are sensitive to changes 
in the conductivity of cells; thus, cells with intact mem- 
branes, which have very low conductivity, will have a larger 
apparent volume than cells of the same physical size with 
damaged membranes, which have higher conductivity. 

Volume sensing orifices have been and are incorporated 
into a number of laboratory-built and commercial flow cy- 
tometers, including current models from NPE and Partec. 
Wietzorrek et a12524 have described a flow cytometer, capable 
of measuring D C  impedance, fluorescence, and light scatter- 
ing, that also includes provision for video imaging in flow. 

Electronic volume measurement using appropriately 
sized orifices was employed some years ago to detect and size 
particles as small as bacteriaGg0 and vir~seSG8"*~~~-~; a recent 
report by Saleh and S ~ h n ~ ~ ~ ~  describes the use of a microfab- 
ricated "Coulter counter on a chip" to detect and size colloi- 
dal particles as small as 87 nm in diameter using orifices 
with lateral dimensions of only a few micrometers. Detailed 
discussions of the theory and methodology of electronic cell 
volume measurement appear elsewhere 9.682-3.1 151 

AC Impedance (Electrical Opacity); Capacitance 
Cells' impedance has resistive and capacitive or dielectric 

components. When direct current (DC) or low frequency 
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alternating current (AC) is applied across the orifice, cell 
impedance is determined primarily by the dielectric proper- 
ties of the plasma membrane. As higher frequencies are ap- 
plied, the dielectric properties of the cell interior become 
more important in determining impedance. 

Coulter and Hogg’I5 developed apparatus in which both 
DC resistance and radio frequency (34 MHz) AC imped- 
ance were measured, and defined opacity as the ratio of AC 
impedance to D C  resistance. Leif et al7I6, using the apparatus 
built by Coulter and Hogg, found that various fractions of 
human erythrocytes separated on the basis of buoyant den- 
sity differed in opacity but not in volume; opacity measure- 
ments are also said to be capable of discriminating among 
different types of leukocytes. Hoffman and Brit<” studied 
impedance of CHO cells at a lower AC frequency (1 MHz) 
and found the D C  and AC impedance signals to be well 
correlated, although they did note substantial differences in 
the ratio of D C  and AC signals between cells and plastic 
spheres. 

Bulk physical separation of different cell types, presuma- 
bly on the basis of dielectric properties, has been done using 
applied AC fields, and it seems likely that cell types separable 
in bulk by dielectrophoresis will also be found to be distin- 
guishable on the basis of opacity measurements. If, however, 
the same underlying structural differences, e.g., in cytoplas- 
mic granularity, underlie differences in cells’ internal dielec- 
tric properties as are responsible for differences in light scat- 
tering behavior, the utility of opacity measurements will be 
considerably less than the utility of dielectrophoresis. 

AC impedance measurements are not, as far as I know, 
provided for in any commercial fluorescence flow cytome- 
ters; however, both DC and AC impedance measurements 
are used in hematology instruments. Kraai et a12531 reported 
that hematopoietic stem cells, normally detected by im- 
munofluorescence measurements of CD34 antigen, ap- 
peared in the “immature” region defined by AC and D C  
impedance measurements in a Sysmex hematology counter. 

Sohn et a12532 measured capacitance of SP2/0 mouse 
myeloma cells in a microfluidic flow system, and reported 
that the histogram of capacitance values tracked the histo- 
gram of DNA content as measured by fluorescence flow 
cytometry. The CV of the capacitance histogram was much 
higher than one would expect or accept in a fluorescence 
measurement, but there is presumably some room for im- 
provement. 

Acoustic Measurements of Cells in Flow 
Changes in cellular structure change the mechanical and, 

therefore, the acoustic properties as well as the optical and 
electrical properties of cells. In order to achieve the same 
spatial resolution with acoustic measurements as is achieved 
using visible light, equivalent wavelengths are required; these 
correspond to acoustic frequencies of several GHz. Acoustic 
microscopy on fixed and living cells has been done using 
apparatus operating at these high frequencie~”~~~. In 1984, 
Sweet, Fulwyler, and Herzenberc  reported making “zero- 

resolution” measurements of cells in a flow system at much 
lower acoustic frequencies (25-1 50 MHz). Apparently, the 
gain wasn’t worth the pain; they thereafter remained with 
the stain. 

Optical Parameters: Light Scattering 
Almost all fluorescence flow cytometers, and many he- 

matology counters, measure light scattering at small and 
larger angles to the incident beam, which we have come to 

know as forward scatter and side scatter. I have already 
cautioned (p. 5 )  against acceptance of the oversimplified and 
erroneous notion that forward scatter intensity is a measure 
of cell size. The simplified concept of side scatter intensity as 
an indicator of internal granular structure is somewhat more 
defensible, but the fact is that light scattering is a complex 
phenomenon. 

Scattering: The Mueller Matrix Model 
A general model for dealing with light scattering by par- 

ticles, accounting for scattering of light of all polarizations at 
all angles, is based on the Stokes vector and the Mueller 

. The Stokes vectors describe incident and scat- 
tered light; each has four components representing intensity 
and the degrees of linear and circular polarization. The 
Mueller matrix characterizes a scattering particle; it has six- 
teen elements, each of which is a function of the scattering 
angle. The Stokes vector for scattered light is the product of 
the Stokes vector for incident light and the Mueller matrix. 
In principle, if you know all the elements of the Mueller 
matrix, you have completely characterized the light scatter- 
ing behavior of a particle but, in general, you can’t compute 
the sixteen elements of the Mueller matrix simply by know- 
ing the four elements of the Stokes vector for incident light 
and measuring the four elements of the Stokes vector for 
light scattered by the particle. However, the number of in- 
dependent elements in the Mueller matrix is generally less 
than sixteen because of symmetry. 

In the case of spherical particles, the Mueller matrix has 
four independent elements, which can be calculated as a 
function of particle radius according to Mie theory. For par- 
ticles with a plane of symmetry, there are seven independent 
elements in the Mueller matrix, and you have a shot at find- 
ing them by making measurements of the intensity and pola- 
rization of scattered light. This, if you will, is the Holy Grail 
long sought by the knights of Los Alamos’ round table, who, 
beginning in the late 1960’s, measured scattering by plastic 
particles and by cells over a large range of angles, wave- 
lengths, and linear polarizations. This took a lot more hard- 
ware than you’ll find in the flow cytometers at the general 
store. The question remains as to whether the benefit, in 
terms of the information obtained about the biological parti- 
cles under study, is worth the cost. 

Knowing all 16 elements of the Mueller matrix, which 
tells you everything there is to know about scattering, leaves 
you with only half the information you’d get from Los Ala- 
mos’ old 32-angle scatter measurement system, but that’s 
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still a lot of numbers to crunch. Those numbers also pose 
some problems because many don’t relate in straightforward 
ways to observable morphological, biochemical, or func- 
tional parameters of cells. We use forward scatter measure- 
ments all the time because they’re very reliable for telling us 
when there’s a cell or other particle in our measurement 
system, and frequently useful for telling us roughly how big 
the cell is, and/or whether it’s dead or alive. We use side 
scatter measurements all the time because they let us distin- 
guish different cell types, but we’re most comfortable when 
the distinctions made by side scatter measurements corre- 
spond to differences we can easily see by looking under a 
dark field or phase or interference contrast microscope. The 
failure of fancier scattering measurements to catch on may 
not lie so much in the difficulty of implementing them as in 
the difficulty of reconciling them with the rest of our experi- 
ence. So let’s get back to the simpler scattering measure- 
ments for a while, and then see what additions might or 
might not be worthwhile to pursue further. 

Forward Light Scattering and Cell Size 
Forward scatter measurements have been widely used for 

estimation of cell size since it was demonstrated by Mullaney 
et al”’ that the intensity of light scattered at small angles 
(052.0”) from an incident laser beam was roughly propor- 
tional to particle volume, as predicted by Mie’s earlier theo- 
retical work. So-called forward scatter or small-angle scat- 
ter measurements can be useful, provided one remains aware 
of their limitations. Most of these arise from the fact that 
many factors other than cell size influence cells’ small-angle 
light scattering, as is attested to by a large body of litera- 
ture 

Forward light scatter signal intensity is strongly affected 
by the wavelength of light used and by the precise range of 
angles over which light is collected, the latter being deter- 
mined by the focal lengths and numerical apertures of col- 
lecting lenses and the size, shape, and position of irises, slits, 
and obscuration bars in the optical system. Since no two 
manufacturers of flow cytometers use the same optical de- 
sign for forward scatter measurements, it is unlikely that 
exactly the same results will be obtained from measuring the 
same cells in different instruments. 

Among cellular properties other than size that influence 
forward scatter measurements are differences in refractive 
index between the cells and the suspending medium, cells’ 
internal structure, and the presence within or upon cells of 
material with strong absorption at the illumination wave- 
length used. If the refractive indices of cells were the same as 
that of the suspending medium, the cells would not scatter 
incident light. The difference in index between cells and the 
medium is maintained, at least in part, by the action of the 
membrane as a permeability barrier to water and solutes. 
Cells with damaged membranes, i.e., those cells which are 
identified as “dead” by uptake of dyes such as trypan blue or 
ethidium bromide, have a lower refractive index, and thus 
produce smaller forward scatter signals. This characteristic 
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was originally used in flow cytometric immunofluorescence 
work to discriminate damaged cells, which tend to stain 
nonspecifically with fluorescent antibodies, from the intact 
cells that were of interest to exper imenter~’~~. ’~ .  Such dis- 
crimination is less than perfect‘65, particularly when the sam- 
ple contains cells of different types and/or sizes. 

The presence of strongly absorbing material in cells tends 
to decrease the amplitude of forward scatter signals; highly 
textured surface or internal structures, e.g., the specific gran- 
ules of blood granulocytes, may have a similar effect. Elec- 
tronic volume measurement indicates that blood granulo- 
cytes have a larger volume (about 350 fl) than lymphocytes 
(about 200 fl), but granulocytes produce smaller forward 
scatter signals in some flow cytometers. Thus, one cannot 
reliably estimate the relative sizes of two cells of different 
types from small-angle light scatter signals. Not only can’t 
we compare apples and oranges; we can’t, strictly speaking, 
always compare apples and apples, because theory predicts, 
and experiments confirm, that, even for uniform parti- 
cles, forward scatter amplitude will not be a monotonic 
function of particle size. 

I can’t think of a better way to illustrate this than to in- 
clude pictures from a poster presentation made by Kevin 
Becker et al at the ISAC XXI Congress in May, 20022533, 
which I have adapted into Figure 7-1. 
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Figure 7-1. Forward scatter does not measure particle size 
(courtesy of Kevin Becker, Phoenix Flow Systems). 
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The histograms in Figure 7-1 show forward scatter in- 
tensities for polystyrene beads of various diameters, as meas- 
ured using two popular benchtop flow cytometers. The trace 
on the top is from a BD Biosciences FACSCalibur, and the 
one on the bottom is from a Beckman Coulter EPICS XL. 
Both instruments use low-power, air-cooled 488 nm argon 
ion laser light sources. The relationship between forward 
scatter intensity and bead diameter indicated by the top his- 
togram is not monotonic, that is, the signals from bigger 
beads are not necessarily bigger than the signals from smaller 
beads. The bottom histogram looks a little more promising, 
but I can tell you that there is no way to draw a calibration 
curve that relates forward scatter signal intensity to the first, 
second, or third power of particle size in any believable way, 
thus excluding the possibiliry that the forward scatter signal 
intensity is proportional to particle diameter, cross-sectional 
area, or volume. And these are beads; their diameters can be 
and have been measured accurately by electron microscopy, 
and their refractive indices are pretty much all the same, so 
we can’t find any way to wiggle out of accepting the fact that 
forward scatter does not measure size. 

This need not engender despair on the part of flow cy- 
tometer users. Like many of the other relatively rough meas- 
urements made by scientists, forward scatter measureme~its 
are good enough for many, and perhaps even most, of the 
purposes for which they are used. It is ignorance of and/or 
blind faith in techniques that gets experimenters into trou- 
ble. 

After the first edition of this book came out, a reviewer 
of a manuscript cited my statement, printed in boldface on 
the previous page, as invalidating calculations of cell surface 
antigen density based upon ratios of fluorescence and for- 
ward scatter measurements. The measurements in question 
were made on cells in different stages of the cell cycle, and 
DNA content was also measured. In this case, knowing that 
S and G, phase cells are bigger than G ,  phase cells, it was not 
illogical to treat their forward scatter signals as roughly in- 
dicative of area, particularly since nobody has convincingly 
demonstrated that other parameters, such as refractive index, 
change drastically during the cell cycle. In other circum- 
stances, e.g., granulocyte stimulation, changes in forward 
scatter signals may be influenced by changes in granule mor- 
phology as well as by swelling due predominantly to water 
movements, with accompanying changes in refractive index; 
it is thus hard to determine the extent to which a change in 
forward scatter signals reflects a change in size. It is always 
risky to assume that small (say 2 to 5%) differences in for- 
ward scatter signals precisely reflect small differences in size. 

Forward Scatter and “Viability” 
In general, “dead” cells, i.e., cells with sufficient mem- 

brane damage to render them permeable to dyes such as 
propidium, which normally does not enter intact cells, have 
lower forward scatter signals than live cells. McGann, Wal- 
rerson, and H~gg’*~’ measured forward and side scatter and 
Coulter volume of osmotically stressed and frozen-thawed 

cells. Osmotic swelling increased volume and decreased scat- 
ter signals, while membrane damage from freezing and thaw- 
ing decreased scatter signals, but not cell volume. Scherer et 
a12534 noted that changes in membrane lipid packing such as 
those that occur in apoptosis can affect forward scatter sig- 
nals in the absence of apparent changes in cell volume or 
refractive index. In general, care is required when drawing 
conclusions about changes in scatter values. Care may also 
be required when drawing conclusions about relationships 
between dye uptake and cell death, but we’ll open that can 
of worms later. 

Side Scatter and Cytoplasmic Granularity 
The group at Los Alamos set the pace for flow cytomet- 

ric measurement of laser light scattering at multiple angles, 
as they had set the pace for forward light scattering meas- 
urements. The most elaborate of the instruments built at Los 
Alamos for this purpose”’ incorporated a sectoral solid state 
detector that measured 32 different signals, each represent- 
ing the intensity of light scattered over a different range of 
angles from the incident beam. A dedicated minicomputer 
was required for data handling; while this apparatus was 
used to demonstrate differences in 32-paramecer multiangle 
scatter signatures among different subpopulations in a vari- 
ety of cell samples, it was difficult to determine whether a 
few and which few of the 32 scattering angle regions from 
which measurements were taken might contain the informa- 
tion most useful for cell dis~rimination~~’~~’~~~’~. 

that unfixed, unstained 
blood lymphocytes, monocytes, and granulocytes could be 
distinguished from one another by using measurements of 
forward and orthogonal (90”) scatter (now almost always 
called side scatter). Most of the information required for 
this discrimination is obtained from the side scatter signal, 
which is low for lymphocytes, higher for monocytes, and 
highest for granulocytes. The granular structures in the cy- 
toplasm of granulocytes obviously present many more op- 
portunities for scattering of incident light than does the 
more uniform cytoplasm of lymphocytes, and the higher 
intensity of light scattered at large angles to the incident 
beam probably represents some combination of multiple 
reflections and the summation of single scattering events 
from individual granules. 

Whether or not theory can provide a complete explana- 
tion for the effect, it is reprodxible and useful. Afcer learn- 
ing of the work at Los Alamos, I convinced my colleagues to 
incorporate side scatter measurement channels into Block‘s 
Cytomat-H differential counter prototypes and Cytomat-R 
research apparatus9’-’, where they proved useful enough in 
discriminating lymphocytes from monocytes and granulo- 
cytes to render our patented three-dye staining process 
largely unnecessary (see pp. 253-4). 

In 1975, Salzrnan et al 

Lymphocyte Gating: Forward Scatter Aside 
When monoclonal antibody reagents became available, 

in the late 1970’s and early 1980’s, forward and side scatter 
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measurements were used to identify lymphocytes and set a 
gate for immunofluorescence analyses in antibody-stained 
samples from lysed whole blood or buffy coat, following a 
procedure established by Hoffman et a1175’176’699. Two-angle 
scatter gating of lymphocytes eliminated the time- 
consuming and labor-intensive process of enriching samples 
for mononuclear cells by centrifugation over a discontinuous 
density gradient using Ficoll-Hypaque or other separation 
media; it was also desirable because the separation procedure 
could lead to differential loss of lymphocyte subpopulations, 
e.g., the CD8+ (cytotoxic/suppressor) T  cell^^^*-^. It was not 
long, however, before trouble came to Paradise. 

It was first noted that the advantages of two-angle scatter 
gating might not be realized if windows were improperly 
set662’700. In the mid-l97O’s, when the technique was first 
described, there was no better way to establish the extent to 
which lymphocytes and monocytes might cross-contaminate 
one another’s gates. In 1990, Loken at described the 
technique of back-gating, in which a sample stained with 
anti-CD14 and anti-CD45 antibodies (lymphocytes have 
high CD45, and monocytes high CD14) is used to allow 
determination of the fraction of the total lymphocyte popu- 
lation excluded from, and the fraction of other cell types 
included in, a particular lymphocyte gate. Widespread appli- 
cation of back-gating helped make it feasible for large num- 
bers of laboratories to deal consistently with T cell subset 
analyses in HIV-infected patients. 

While back-gating represented an improvement over 
simple two-angle scatter gating, it has substantial limitations. 
Once a scatter gate has been established by back-gating, sub- 
sequent analyses do not explicitly identify cells within the 
gate as lymphocytes or other cell types. If, for example, an 
experimenter wanted to determine levels of an antigen that 
was found on activated, but not resting, lymphocytes, and 
which was also present on other cell types, it would not be 
possible to know precisely which antigen-bearing cells in the 
scatter gate were and were not lymphoqtes. 

As more monoclonal antibodies and labels for them be- 
came available, making three-color immunofluorescence 
measurements feasible for routine clinical use, back-gating 
has largely been replaced by more specific gating procedures. 
T-gating, which identified T lymphocytes as lying in a gate 
drawn on a plot of side scatter vs. CD3 antibody im- 
munofluorescence (as in Figures 1-14, 1-15, and 1-16, pp. 
31-32) was described by Mandy et While it improved 
the accuracy with which CD4- and CD8-positive T lym- 
phocytes could be identified, T-gating did not allow an es- 
timate to be made of the size of the total lymphocyte popu- 
lation, which is often of clinical relevance. 

Current practice, as described by Nicholson, Jones, and 
Hubbard”” defines a lymphocyte gate on the basis of high 
CD45 antigen expression and low side scatter, as illustrated 
in Figure 1-17 (p. 34). T cells in the lymphocyte gate are 
then identified by the presence of CD3 antigen. A four-color 
immunofluorescence measurement using antibodies to 
CD45, CD3, CD4, and CD8 allows CD3’43, CD3+4’8’, 

CD3+4-8-, and CD3+4’8’ populations to be identified in a 
single tube (Figure 1-19, p. 38). An additional point in favor 
of more specific gating comes from the knowledge that dif- 
ferent lymphocyte subsets are not uniformly distributed 
within the forward vs. side scatter gate but, rather, tend to 

have different median values of forward and side scat- 
. A tightly set scatter gate will, therefore, selec- 

tively exclude one or more lymphocyte types. 

Other Applications of Side Scatter 
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Changes in the side scatter signals of neutrophils occur 
in association with degranulation and membrane ruffling 
following ac t i~a t ion~~~ .” ’~ ;  side scatter signal amplitude also 
decreases on storage of anticoagulated blood samples, mak- 
ing it advisable to do gated immunofluorescence measure- 
ments on whole blood within 24 hrs or less following collec- 
tion of samples. 

The combination of forward and side scatter measure- 
ments was used, alone or in combination with measurements 
of lectin binding, autofluorescence, or immunofluorescence, 
in the earliest successful attempts to enrich hematopoietic 
cell populations by sorting , and to discriminate cell 
subpopulations in samples from a variety of ~ i t e ~ ~ ~ ~ ~ ~ ~ ~ .  

Forward and side scatter signals have also been used to 
assess nuclear morphology of and bladder (J. 
Coon, personal communication) cancer cells. Papa et 
reported that side scatter signal intensity from nuclei de- 
creases as chromatin is decondensed by lowering ionic 
strength or by releasing histone H 1  at low pH. Zucker et 
aIIz5’ and Nusse et showed that, when certain prepara- 
tive steps are employed, mitotic nuclei can be discriminated 
on bivariate displays of DNA content (propidium fluores- 
cence) vs. side scatter. 

Scatter signals may be profoundly influenced by inclu- 
sions in cells, particularly if these contain material with a 
refractive index markedly different from that of the cyto- 
plasm. For example, Dubelaar et a1707 found marked differ- 
ences in forward and side scatter signals between cyanobacte- 
ria containing and lacking gas vacuoles. 

Nordstrom et a12535 report that increased side scatter pro- 
vides a good indication of whether or not insect cells have 
been infected with recombinant baculoviruses, eliminating 
the need for and cost of a fluorescent marker. 

Extrinsic cellular parameters can be measured with ap- 
propriate reagents using side scatter signals. For example, 
Bohmer and King708 labeled lymphocytes with antibodies 
conjugated to colloidal 40-nm gold particles; the gold 
label produced increased side scatter signal amplitudes more 
than tenfold and did not interfere with fluorescent antibody 
labeling. 

The orthogonal design of most laboratory-built and 
commercial laser source flow cytometers has made it rela- 
tively easy to measure forward scatter, and to utilize the col- 
lection optics also used for fluorescence to measure side scat- 
ter. It requires at least a little bit of instrument modification 
to make measurements of light scattered over other angular 
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ranges, and, while collection at two angles undoubtedly pro- 
vides a great deal more information than collection at one 
angle, I am not yet convinced that collection at 32 angles 
provides an equivalent improvement over collection at two 
angles. The side scatter parameter has proven useful enough 
to have been incorporated into almost all commercial de- 
signs. 

What is the Right Angle for “Right Angle” Scatter? 
As the number of immunofluorescence signals measured 

increases, it may become difficult to make room in the or- 
thogonal detector optical assembly for a scatter measurement 
detector. Stove1 et a1709 coped with this problem by equip- 
ping the Stanford cell sorter with an outboard detector for 
large angle scatter signals, using a 2 mm diameter gradient 
index (“GRIN”) lens coupled to the detector via a fiber op- 
tic. This lens collected light scattered at 130” from the beam, 
and its optical axis was not perpendicular to the direction of 
fluid flow. The 130” scatter signal was said to provide in- 
formation equivalent to that in the side scatter signal for 
discriminating lymphocytes from other leukocytes; in addi- 
tion, the positioning of the detector greatly reduced orienta- 
tion artifacts normally found in side scatter signals from 
erythrocytes. 

As was mentioned on p. 159,  steer^"*^ noted that scatter 
signals collected at angles as small as 18” from the beam axis 
have the characteristics, and reflect the same cellular features, 
as signals collected orthogonal to the axis. In selecting a col- 
lection angle for large angle scatter, we therefore have a great 
deal of latitude. I have mentioned that Mariella et al col- 
lected very good large angle scatter signals by placing a fiber 
optic in the stream with its axis along the axis of as 
a rule, however, there are practical reasons for not doing this. 

Does Side Scatter = Total Protein? 
I and others have ~ b ~ e r ~ e d ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  that side scatter meas- 

urements correlate pretty well with flow cytometric meas- 
urements of total protein made using covalently and non- 
covalently bonded fluorescent dyes such as brilliant sulfafla- 
vine, fluorescein isothiocyanate, sulforhodamine 101, and 
“LN” (also see Fig. 5-17, p. 254). I will discuss this further 
in the section on measurement of protein content. 

Optimizing Side Scatter: Not as Easy as It Looks 
We pretty much take it for granted that we can set up 

and align a flow cytometer using polystyrene beads with a 
very narrow size distribution, tweaking the optics to get the 
largest amplitude and the lowest CV we can in forward scat- 
ter and fluorescence measurements. However, as Doornbos 
et al noted2’”, it may be difficult to play this game with a 
side scatter channel; plots of forward vs. side scatter often 
show “Lissajous-like” patterns of wavy lines and loops, with 
relatively small CVs in forward scatter and large CVs in side 
scatter. This is explicable by Mie theory (which holds rea- 
sonably well for beads, if not for cells), and is due to extreme 
sensitivity of the side scatter signal to small variations in the 

size of highly symmetric particles. Such variations are typi- 
cally found in small subpopuiations of beads as a result of 
imperfections in the production process. The implication of 
all this for the average user: minimizing the CV of the side 
scatter distribution of beads doesn’t always guarantee opti- 
mal alignment of your instrument. If forward scatter and 
fluorescence look good, and side scatter doesn’t, don’t futz 
with side scatter unless you can improve it without losing 
performance on the other channels. 

Polarized 90” Scatter Measurements Reveal Eosino- 
phils and Malaria Pigment-Containing Monocytes 
Polarization measurements of orthogonal light scatter- 

ing were introduced by de Grooth et al”’. Under normal 
circumstances, randomly polarized light scattered orthogonal 
to the incident beam becomes linearly polarized (see pp. 78- 
82); linearly polarized light scattered at 90” remains polar- 
ized. In theory, some portion of the light collected orthogo- 
nal to the incident beam represents light scattered several 
times; the more times, the greater the likelihood that this 
light will be depolarized. Eosinophil granulocytes were 
found to be distinguishable from neutrophil granulocytes by 
higher values of depolarized side scatter. An as yet unidenti- 
fied subpopulation of lymphocytes was also distinguished by 
higher depolarized scatter signals. 
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Figure 7-2. Depolarized 90” scatter signals can be used 
to identify eosinophil granulocytes. 

Figure 7-2 shows polarized vs. depolarized 90” scatter 
values for leukocytes in lysed whole blood from a ferret with 
a high eosinophil count due to an experimental infection 
with microfilaria. The eosinophils are clearly separable from 
the other white cell types; a count of 100 particles sorted 
from a gate set as shown in the figure revealed 99 eosinophils 
and one worm. 

It is relatively trivial to set up an instrument to make de- 
polarized scatter measurements using inexpensive plastic 
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polarizing filters (see p. 157). The technique requires no 
reagents, and represents the easiest way to count and sort 
eosinophils from a wide range of species (L. Terstappen, 
personal communication). The sorter manufacturers won’t 
tell you about it, because it is the subject of a patent now 
held by Abbott and used in that company’s Cell-Dyn hema- 
tology instruments. The birefringence of eosinophil gran- 
ules, which is responsible for the cells’ higher depolarized 
scatter signals, was noted decades ago; one could very likely 
use polarized and depolarized extinction signals to count or 
sort eosinophils without infringing on anybody’s patent. 

In 1999, Mendelow et a12536 reported that a population of 
cells with relatively low polarized side scatter values and high 
depolarized side scatter values appeared when the peripheral 
blood of malaria patients was analyzed in a Cell-Dyn in- 
strument. It was suggested that these cells were monocytes 
containing the malaria pigment hemozoin, which is known 
to be birefringent. Nordstrom et alZ5” subsequently con- 
firmed this by cell sorting. 

Many bacteria have birefringent cell walls, which sug- 
gests that polarized and depolarized scatter measurements 
might be useful in discriminating among genera or species. 
However, depolarized scatter signals, even from eukaryotic 
cells, are typically of much lower intensity than polarized 
scatter signals, suggesting that depolarized signals from bac- 
teria could be too weak to permit precise measurements. 

Multiple Wavelength Scattering Measurements 
Any apparatus that incorporates a lamp instead of a laser 

as a light source for light scattering measurements will, obvi- 
ously, measure light scattered over a larger range of wave- 
lengths than will a laser source instrument. Technicon’s 
older blood cell and differential c0unters8~’~~, the Cytomat 
arc source instrumen?, the apparatus (Skatron Argus, Bio- 
Rad Bryte, etc.) developed by Lindmo and  steer^'''.^, and the 
old B-D FACS analyzer all fell into this category. 

The Technicon Hemalog D apparatus was noteworthy 
for its utilization of measurements of light scattering at dif- 
ferent wavelengths for cell classification. In this system, ba- 
sophil leukocytes were stained with a blue basic dye, which 
imparted a blue color to their specific granules. The granules 
therefore absorbed red light; however, their absorption was 
not high enough to permit unequivocal discrimination be- 
tween basophils and other cells on the basis of absorption, 
especially since the number of granules per cell is highly 
variable. Satisfactory discrimination was achieved by making 
separate measurements of the scattering of red and near- 
infrared light by the cells. Since basophils, which contained 
the blue dye, absorbed more red light than infrared light, the 
ratio of red scatter amplitude to near-IR scatter amplitude 
was lower for the basophils, which could thus be discrimi- 
nated from other cell types in the rwo-dimensional meas- 
urement space. 

While developing the Block differential counter, we 
measured forward and 90” scatter signals from fixed and 
unfixed, unstained leukocytes at different laser wavelengths 

(325 and 441 nm from a helium-cadmium laser, 488 and 
515 nm from an argon ion laser, and 633 nm from a he- 
lium-neon laser), and were somewhat surprised to find that 
ratios of scatter intensities at different wavelengths were dif- 
ferent for different cell types, to an extent that allowed us to 
obtain differential counts of lymphocytes, monocytes, neu- 
trophils, and eosinophils in unstained blood samples. Our 
enthusiasm for further work along these lines was tempered 
when we found that slight alterations in the geometry of the 
optical system used for forward scatter measurements could 
produce large changes in the relative positions of cell clus- 
ters. I was thus not surprised to read others’ reports 
that laser light scattering at different wavelengths (35 1/363, 
457, 488, and 515 nm, all from argon lasers) provided in- 
formation that could discriminate different types of blood 
cells. 

A principal problem with studies of this type lies in the 
difficulty of making sure that the optical geometry is the 
same at the different wavelengths used. Even in the case in 
which UV and visible light are emitted in the same collinear 
beam by the same argon laser, the beam diameters are apt to 
be different, and the focusing lens, unless custom made for 
the purpose, will not have the same focal length at both 
wavelengths. This makes it hard to determine the extent to 
which apparent differences in scattering at different wave- 
lengths may be due to small but significant differences in 
such factors as beam size and collection angle. Others have 
reported that UV scatter signals, obtained from the B-D 
FACS using an argon laser source, were less satisfactory than 
signals at 488 nm for cell discrimination. Using the Block 
instruments, we usually obtained better discrimination from 
the W scatter signals than from signals at 488 nm. This 
may represent another instance among many in which each 
of several groups gets its best results when using the meth- 
odology with which it is most familiar. 

156,161,180 

From Russia with Lobes 
A few pages back, I said we’d get back to the complex 

stuff about scatter; by now, you probably think the Mueller 
matrix has been sent to Siberia. Well, it has, quite literally, 
and I am happy to report that it is alive and well there, in 
Valeri Maltsev’s lab at the Institute of Chemical Kinetics and 
Combustion. 

Over the years, a few attempts have been made to apply 
relatively sophisticated multiangle scattering measurements 
to cell sizing and characterization. Since Mie’s theory of scat- 
tering, which forms the basis for attempts to measure cell 
size measurement by forward scatter, uses a model in which 
particles are spherical and homogeneous, we might reasona- 
bly expect that, however bad our results might be with 
spherical cells, they would get worse when we tried to size 
asymmetric cells. This presented a problem to people con- 
cerned with the most common and most profitable type of 
cell volume measurements, ix., the manufacturers of blood 
cell counters for clinical laboratories, because erythrocytes 
are normally not spherical. Technicon’s H- 1 hematology 
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Figure 7-3. lndicatrices (plots of intensity vs. scattering angle) of a milk fat globule, a latex bead, 
a lymphocyte, and two erythrocytes. From: Shvalov AN et al, Cytometry 37:215-220, 1999 (Refer- 
ence 2539), 0 John Wiley Sr Sons, Inc., used by permission. 

instruments, and their successors (Technicon is now Bayer 
Diagnostics; see Chapter 8), employ a couple of ingenious 
maneuvers to deal with the problem. The discoid erythro- 
cytes are converted, without changing their volumes, to 
spheres, using a procedure described by I m  and Orn- 
stein'". This eliminates artifacts due to cell asymmetry; how- 
ever, one still encounters substantial variation in the refrac- 
tive indices of individual cells due to cell-to-cell differences 
in hemoglobin concentration. A measurement procedure 
devised by Tycko et afE4 meets this problem head-on; since 
the variation of refractive index with hemoglobin concentra- 
tion is linear, it is possible, by making measurements of light 
scattered at two angles, to determine hemoglobin concentra- 
tion and obtain volume from tables calculated using Mie 
theory. The system can be calibrated in absolute units of 
volume, using droplets of water-immiscible oils of different 
refractive indices as standards. This elegant methodology is 
demonstrably successhl for its clinical hematologic purpose; 
it is unlikely to be adaptable to sizing other cell types. 

Maltsev et al have come up with a simpler way of sizing 
sphered red cells in the course of extensive investigations on 
multiangle light scattering by cells and beads. They have 
devised a unique scanning flow cytometer in which particles 

are illuminated by a laser beam directed along the axis of 
flow; a fixed spherical mirror is used to collect scattered 
light. As the particle moves down the flow stream, the scat- 
tering angle from which light reaches the mirror changes. 
Thus, it is possible to derive a plot of intensity vs. scattering 
angle, known as an indicatrix, for each individual particle 
traversing the system. Indicatrices for a milk fat particle, a 
latex bead, a lymphocyte, and two (unsphered) differently 
oriented erythrocytes appear in Figure 7-3. 

Indicatrices are uniquely characteristic of particle types; 
those for beads agree closely with calculations according to 
Mie theory. The sizes and refractive indices of spherical and 
near-spherical particles can be determined from their indica- 
trices, and, in at least some cases, it is possible to specify two 
or three angles for which light scattering measurements can 
be used for sizing. However, as Murphy's Law would pre- 
dict, these angles are different for different cell types. 

In cytometry, as in many other fields, there is little new 
under the sun; Loken, Sweet, and Herzenberg made meas- 
urements of multiangle light scattering in a modified FACS 
in the 1970'~'~'; they did not, however, pursue rhe theoreti- 
cal side of their investigations far enough to yield practical 
results. A commercial application of the Maltsev group's 
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work to hematology is now being pursued, but it still seems 
unlikely that the high-speed cell sorter manufacturers will be 
rushing to put indicatrix measurement capability into their 
products any time soon. 

Optical Parameters: Absorption 
Since, even in this day and age, a lot of quantitative 

chemical and biochemical analyses are done with absorption 
measurements, we might consider why we don’t make more 
use of absorption in cytometry. Absorption measurements 
are somewhat more demanding than scatter and fluorescence 
measurements. In any microscope, light scattered at larger 
angles than can be collected by the microscope objective 
used cannot readily be distinguished from light absorbed by 
the specimen; accurate absorption measurements therefore 
require light collection over a relatively large angle, necessi- 
tating use of a lens with a high N.A. It’s not that hard to 
build a flow cytometer with high-N.A. lenses, oriented along 
the same axis, for illumination and collection, suitable for 
absorption measurements; this configuration is used in 
blood cell counters. However, most laser source fluorescence 
flow cytometers incorporate a high-N.A. collection lens 
placed at right angles to the illuminating beam, making it 
impossible to mount a high-N.A. lens along the beam axis, 
and use low-N.A. optics to form an illuminating beam, 
which is not effective for absorption measurements. 

To  maximize precision in absorption measurements, it is 
also necessary to match the refractive indices of the object 
under study and the medium in which it is suspended, this 
maneuver minimizes apparent absorption due to scattering. 
However, in work with intact cells, it is generally not possi- 
ble to completely avoid scattering by internal cellular struc- 
tures, e.g., cytoplasmic granules, even when the indices of 
sheath, sample, and cell membranes are matched. 

The major problem with absorption measurements arises 
from the fact that, in most cases, cells, even when stained, do 
not absorb more than a small fraction of the light passing 
through them. Most of the light reaching the detector is 
unaffected by interaction with the specimen: it is, therefore, 
background, and, as Johnnie Cochran might summarize the 
Wood-Hoffman model discussed on pp. 221-3, “If there’s 
too high a B, you just can’t see.” Fluctuations in the inten- 
sity of illumination therefore have larger effects on absorp- 
tion measurements than on measurements of scattered light 
and fluorescence. In the latter, signal intensity is propor- 
tional to source intensity; a 1% change in illumination in- 
tensity produces a 1% change in a scatter or fluorescence 
signal. Suppose, however, that an absorption measurement is 
made of a particle that removes 10% of the light from the 
incident beam. A 1% increase in illumination intensity oc- 
curring while the particle passes through the observation 
region would result in an apparent light loss of 9% instead 
of lo%, while a 1% decrease in illumination intensity would 
result in an apparent light loss of 11%. In this case, a 1% 
change in illumination intensity produces a 10% change in 
the amplitude of an absorption signal; the less light the par- 

ticle removes from the beam, the larger the effect of source 
intensity fluctuations. The intensity fluctuations of the laser 
sources most commonly used in fluorescence flow cytome- 
ters, while small (a few percent peak-to-peak), are sufficient 
to make absorption measurements unacceptably imprecise. 
Because of the problems just discussed, the use of absorption 
measurements in flow cytometry is somewhat restricted; they 
are most commonly employed for semiquantitative detection 
of strongly absorbing substances in apparatus designed for 
blood cell counting and sizing, employing lamps rather than 
lasers as light sources. 

Absorption Effects on Light Scattering 
I noted on p. 279 that the presence of an absorbing (col- 

ored) substance in cells may be inferred from differences in 
intensity of scattering signals at wavelengths at which the 
material does and does not absorb strongly. A dramatic il- 
lustration of this, shown in Figure 7-4, comes from the work 
of Ost et a12449, who measured red and violet light scattering 
by leukocytes and erythrocytes in unstained dilute whole 
blood. 
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Figure 7-4. Erythrocytes scatter less light at a 
wavelength at which hemoglobin exhibits strong ab- 
sorption. G: granulocytes; L: lymphocytes, M: mono- 
cytes, R B C  erythrocytes, T: thrornbocytes. From: Ost 
V et al, Cytometry 32191-197, 1598 (Reference 2449), 
0 John Wiley 8I Sons, Inc., used by permission. 

Erythrocytes contain high concentrations of hemoglobin, 
which absorbs strongly in the violet spectral region but only 
weakly in the red spectral region. If more of the photons 
incident on a cell are absorbed, fewer remain to be scattered. 
Their relatively low forward scatter intensities at 413.1 nm 
(violet) allow the erythrocytes (RBC) to be distinguished 
from leukocytes (G, M, L) and thrombocytes (T) on the 
two-dimensional dot plot of violet vs. red forward scatter. 
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Optical Parameters: Extinction 

Extinction is a convenient term that describes light loss 
from the incident beam regardless of the mechanism in- 
volved. If a detector is placed where the beam stop used for a 
forward scatter measurement would normally be (see Fig. 1- 
21, p. 51), the passage of a cell through the measurement 
system will result in the detector signal decreasing in propor- 
tion to the total amount of light absorbed by the cell or scat- 
tered out of the field of view of the detector. Axial extinction 
or light loss signals are relatively easy to measure; photodi- 
odes are typically used for the purpose. Like absorption sig- 
nals, extinction signals are more sensitive to source noise 
fluctuations than are scatter and fluorescence signals. Al- 
though extinction measurements do not seem to be available 
in current commercial systems, Ortho’s System 30 and Sys- 
tem 50 instruments, made between the late 1970’s and the 
late 1980’s, featured an extinction measurement; the light 
source was a very low power (0.8 mW) He-Ne laser with 
very low RMS noise (0.05%). Steinkamp”’ described noise 
compensation circuitry that allowed fairly precise light loss 
measurements to be made using somewhar noisier argon 
lasers. It is now possible to achieve very low noise levels in 
diode lasers, which could be economical light sources for 
extinction measurements should anyone still be interested in 
doing them. 

Returning for the moment to the subject matter of Fig- 
ure 7-4 (previous page), Ost et a12449 pointed out that, unlike 
forward scatter measurements, extinction measurements in 
the violet beam would not have been able to discriminate 
erythrocytes from other cell types, because, while the eryth- 
rocytes absorb more light and scatter less light than the other 
cell types, the total light losses from the beam are approxi- 
mately equal for erythrocytes and other cells. T o  generalize, 
extinction measurements are not particularly good for quan- 
tifying amounts of stuff in or on cells or particles. So why 
should anyone still be interested in doing them? 

The answer is that extinction measurements are useful 
for sizing particles; pulse width, rather than pulse height or 
area, is the critical characteristic. I will say more about this in 
the discussion of measurement of intrinsic cellular parame- 
ters (pp. 285-8). 

Other Transmitted Light Measurements 
Progress beyond van Leeuwenhoek‘s level in the micro- 

scopy of living, unstained biological materials has largely 
been made in this century with the development of dark 
field, polarized light, phase contrast, and interference con- 
trast techniques. From the 1930’s on, the newer methods of 
microscopy were, in their turn, adapted to quantitative 
measurement. The apparatus originally built7’* for interfer- 
ometric dry mass determinations and phase-based optical 
path length measurements was cumbersome and difficult 
to use, but did yield accurate results, and was applied to a 
reasonable range of biological specimens. 

Flow cytometry has benefited tremendously from the 
phenomenal pace of technological growth since the 1960’s, 
which gave us lasers, vastly improved detectors and imaging 
devices, integrated circuits, microprocessors, and the elec- 
tronics and computational methods required to store, man- 
age, and process the bewildering mass of data we can gener- 
ate. We can easily implement the entire range of microscopic 
measurement techniques with which our predecessors strug- 
gled. Turned on by technology, and surrounded by its cor- 
nucopia of gadgets, we tend to forget that, even with genetic 
engineering, we’re basically looking at the same animalcules 
that fascinated van Leeuwenhoek. 

By the 1920’s, dark field microscopy could be used to 
visualize viruses and other particles below the resolution 
limit of transmitted light microscopy, as well as to examine 
the structural details of unstained cells; the obvious utility of 
the technique led to the development of the first flow cy- 
tometers, designed to detect and count particles based on 
light scattering, by the 1940’s. The range of light scattering 
measurements available in modern flow cytometers essen- 
tially encompasses the subject material of dark field micros- 
copy, and has expanded into polarized light microscopy. 

Interference and Phase Measurements 
The technology exists for making flow cytometric meas- 

urements of optical path and dry mass corresponding to 
those done with much greater difficulty by an older genera- 
tion of phase and interference microscopes714. Again, it’s 
harder to do these measurements than to do our bread-and- 
butter scatter, extinction, and fluorescence measurements. 
Work in this direction will probably yield a couple of pa- 
rameters corresponding to things we can observe, at least 
some of which may be measurable more easily by other 
methods, and a whole bunch of data, which nobody will be 
able to interpret, but which will be just interesting enough 
to keep another generation of investigators funded. That’s 
science. If we want to learn from history, however, we 
should note that biological microscopy has been advanced 
far more by the discovery, use, and refinement of staining 
methods than by the improvement of techniques for obser- 
vation of unstained specimens, and that the primary path of 
development of analytical cytology has, similarly, been in the 
direction of measurement techniques using reagents, which 
have enabled us to characterize cells’ chemistry and function 
with amazing sensitivity, specificity, and precision using 
relatively pedestrian measurement techniques. 

There are instances, however, where the increased com- 
plexity of the instrumentation needed to make a measure- 
ment without using a reagent are offset by the potential dis- 
advantages associated with use of the reagent. A good exam- 
ple is the sorting of sperm for sex selection in animals and 
humans. This was mentioned briefly on pp. 26 and 178 and 
will be discussed further in Chapter 10. Of  note here is van 
Munster’s work on enrichment of X- and Y-sperm by sort- 
ing based on interferometric volume *. 
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Opt ica I Parameters: Fluorescence 

There is not much to add to what I have said to this 
point about basic fluorescence measurement in flow cytome- 
try. Observation periods in conventional flow cytometers are 
on the order of microseconds, while the fluorescence life- 
times (pp. 112-8) of most probes and labels, and of fluores- 
cent constituents of cells, are on the order of a few nanosec- 
onds. This means that hundreds of photons are likely to be 
emitted from each fluorescent molecule in or on a cell dur- 
ing the cell's traverse of an illuminating beam at a wave- 
length at or near the molecule's excitation maximum. 

While even the most efficient fluorescence collection op- 
tics collect no more than about 20% of the total emission 
from cells, the discussion of Q and B on pp. 221-3 tells us 
that, during the time a cell spends in the beam, the photo- 
cathode of a detector PMT will crank out photoelectron for 
every few molecules of our most efficient probes, and per- 
haps one photoelectron for every few hundred molecules of 
our least efficient probes. Using our conventional measure- 
ment technique, once we have determined the spectral 
bandwidth of a particular detector, we have no way of telling 
whether the photons reaching it to generate the photoelec- 
tron current we measure came from a dye we were trying to 
measure, from a fluorescent cellular constituent, or from 
stray excitation light. There are, however, ways of making at 
least some of those distinctions. 

Fluorescence Lifetime Measurements 
Pinsky et and Steinkamp and C r i ~ s m a n ' ~ ~ ~  used 

phase-sensitive detection to measure fluorescence life- 
times by flow cytometry. The phase referred to here relates 
to the electronic signal, not the phase of light waves. The 
laser used for excitation is modulated at a frequency between 
10 and 50 MHz, meaning that the intensity fluctuates with 
a period of 20 to 100 nsec. The fluorescence emitted by cells 
also fluctuates at the modulation frequency, but there is a 

difference in phase between the excitation and emission 
waveforms, corresponding to the excited state lifetime. It is 
relatively simple to electronically dissect components of the 
fluorescence signal having different phase relationships to 
the excitation waveform, and therefore representing emission 
from fluorophores with different lifetimes. This enables the 
separation of signals from molecules with similar emission 
spectra. 

Using the phase-sensitive flow cytometer built at Los 
Alamos, Steinkamp and his  colleague^^^^^-^ have demon- 
strated several possible uses of the fluorescence lifetime 
measurement, including separating weak signals from fluo- 
rescently labeled antibodies and/or gene probes from the 
autofluorescence background, discriminating signals from 
two probes with similar emission spectra but different life- 
times, and distinguishing emission signals from a single 
probe under different binding conditions. Capacity for life- 
time measurement has not yet been incorporated into com- 
mercial flow cytometers. Lifetime measurements may also be 

made in imaging systems; van Zandvoort et a12548 were able 
to distinguish signals from the dye SYTO-13 bound to 
DNA and the same dye bound to RNA using this method. 

Fluorescence Polarization Measurements 
As was noted on p. 114, fluorescence polarization meas- 

urements may be used to assess the mobility of fluorescent 
molecules. The laser sources used in most flow cytometers 
emit linearly polarized light. If the molecules in a sample 
excited by such a laser were completely immobile, the fluo- 
rescence emission would also be linearly polarized. However, 
any molecules that changed their orientations while in the 
excited state would emit in a different plane of polarization. 
Small molecules in solution are freer to move than are iden- 
tical molecules bound to macromolecules or macromolecular 
assemblies; the degree of polarization of fluorescence emis- 
sion can, therefore, be used to estimate the proportions of 
free and bound dye. Typical practice involves measurement 
of fluorescence emission in two planes of polarization, with 
analog or digital computation used to derive values of fluo- 
rescence polarization or fluorescence anisotropy using the 
formulae shown on p. 114. 

Flow cytometric measurements of polarization, anisot- 
ropy, etc. are not difficult, in principle. Since the laser beams 
used for excitation in most instruments are already linearly 
polarized, it is only necessary to use polarizing filters, prisms, 
or beamsplitters ahead of the fluorescence detectors (PMTs) 
to make the intensity measurements in two planes of polari- 

. Asbury et a1243q have provided the most thor- 
ough and most current discussion of this subject. 

mtion5.406.407-9 

Energy Transfer Measurements: Something to 
FRET About 

Fluorescence Resonance Energy Transfer (FRET), 
also distinguished as Forster energy transfer, was intro- 
duced on pp. 44-5 and p. 115. Intramolecular energy trans- 
fer is responsible for the relatively large Stokes' shifts (p. 
112-3) of phycobiliproteins and tandem conjugates, but the 
effect has many other interesting applications in cytometry, 
most notably in determining proximity between and/or 
colocalization of different molecules in or on cells. 

For energy transfer between two (donor and acceptor) 
chromophores to occur, the absorption spectrum of the ac- 
ceptor must overlap the emission spectrum of the donor. If 
the donor and acceptor are sufficiently close, absorption of 
excitation energy by the donor can result in nonradiative 
transfer of this excitation energy to the acceptor, with subse- 
quent emission by the acceptor at wavelengths characteristic 
of the acceptor's emission spectrum. 

The smaller the distance between donor and acceptor, 
the more likely it becomes that resonance energy transfer, 
rather than emission of fluorescence by the donor, will oc- 
cur. Forster showed that the probability of energy transfer 
varies as the inverse sixth power of the distance between the 
chromophores, and this high-order dependence allows the 
intensity of energy transfer to be used to provide a sensitive 
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measure of this distance, or what Stryer and Haugland3I5 
termed a “spectroscopic ruler.” 

Energy transfer measurements using single beam excita- 
tion at 488 nm can be made using fluorescein, which is op- 
timally excited at this wavelength, as the donor, and tetrame- 
thylrhodamine, which has less than 5% of its maximal ab- 
sorption at 488 nm, as the acceptor. Chan, Arndt-Jovin, and 
Jovin3I4 used flow cytometric measurements of energy trans- 
ferZ3 between fluorescein- and tetramethylrhodamine-labeled 
concanavalin A to estimate the proximity of receptors for 
this lectin on the surface of Friend mouse erythroleukemia 
cells. 

The flow cytometric energy transfer measurement tech- 
nique originally described by Chan et al is applicable to the 
study of many different types of ligand-receptor interactions; 
Szollosi et al3I6 reported that flow cytometry offered advan- 
tages over conventional steady-state fluorimetry for energy 
transfer measurements on cell surfaces. 

Several groups have used energy transfer measurements 
to demonstrate associations between cell surface struc- 
tures and to investigate molecular assemblies on 

Bene et al used both energy transfer and anisotropy 
measurements in a study of receptor c lus te r ing .  Energy 
transfer between different lipid membrane labels has also 
been used to identify and sort cell  hybrid^'^". 

General principles and methodology have been reviewed 
by Szollosi et a1783’ 2347 and by M i t y ~ s ” ~ ~ ;  two recent papers 
discuss the use of phycoerythrin and allophycocyanin as an 
energy transfer pair for FRET 

1508.1 1.2549-50 

Quenching and Energy Transfer 
Quenching of fluorescence (p. 1 15) occurs when energy 

is transferred from a fluorescent donor to a nonfluorescent 
acceptor. It can occur via the Forster mechanism or other 
mechanisms. Such quenching can be undesirable; for exam- 
ple, as one labels an antibody molecule with an increasing 
number of molecules of a fluorescent dye, each additional 
molecule adds less and less additional fluorescence because 
of quenching due to intramolecular interactions. 

Parenthetically, while it is true that, if we were able to 
put dozens of molecules of a covalently bound label on an 
antibody, we would run the risk of changing the reactivity 
by getting one of the label molecules into the binding re- 
gion, it is the quenching effect that prevents us from simply 
putting a lot of fluorescent dye on some other macromole- 
cule and conjugating that to an antibody. 

Quenching can be also desirable; when one is trying to 
distinguish between fluorescent particles in a cell and those 
bound to the surface, adding a spectrally appropriate cell- 
impermeant, nonfluorescent dye to the sample will quench 
the fluorescence of the extracellular, but not of the intracel- 
lular particles. 

Matko et a12”’ used quenching by a long range electron 
transfer (LRET) mechanism to study protein clustering at 
cell surfaces. Packard and K o ~ n o r i y a ~ ~ ~ ~ . ~  have synthesized 

fluorescent indicators of protease activity in which two dye 
molecules attached to a peptide quench one another by an 
exciton transfer mechanism rather than a Forster mecha- 
nism; cleavage of the peptide by a protease renders the indi- 
cator molecule many times more fluorescent. 

Measuring Fluorescence Spectra in Flow 
Measurement of fluorescence emission spectra in flow 

was mentioned on pp. 152-3. Since current commercial 
instruments from BD Biosciences, DakoCytomation, and 
Partec permit measurement of fluorescence excited by a sin- 
gle laser (usually at 488 nm) in as many as 7 different spec- 
tral bands, using only dichroics and filters for spectral sepa- 
ration, one might say that low-resolution spectral measure- 
ment capability is now available off the shelf. 

~ ~ l i ~ ~  efforts122.649.1 13940 and more ambitious later projects 
have used polychromatic detection. Asbury et alzss8 measured 
spectra of cells and chromosomes in flow using a mono- 
chromator that changed the wavelength detected by a PMT 
during the course of a run; the overall run yielded spectra of 
DNA dyes in the cells or chromosomes, although only a 
single wavelength was detected from any individual particle. 

Fuller and SweedlerZSS9 built a slow-flow system in which 
a grating dispersed collected fluorescence emission to a 
CCD, so that different pixel regions on the CCD responded 
to different wavelengths. This system was used to discrimi- 
nate and size submicron synthetic lipid vesicles. 

Gauci et a12’@’ used a dispersing prism and an image- 
intensified diode array detector to capture fluorescence spec- 
tra of individual Dictyosteliurn spores stained with fluores- 
cent antibodies bearing a variety of labels. 

Two-Photon Fluorescence Excitation in Flow 
It’s not easy, and may not be all that’s useful, but it’s 

been done2442. See pp. 1 18-9. 

Bioluminescence Detection in Flow? 
People ask about this on the Purdue Cytometry Mailing 

List every now and then. Bioluminescence assays generally 
involve a very long observation time (some of them use pho- 
tographic film as a detector), because you don’t get a very 
high photon flux from most luminescent probes. It therefore 
seems unlikely that you’d collect a lot of photons from a cell 
bearing luminescent material if you ran it through the flow 
cytometer for a few microseconds with the laser turned off. 

reported detection of luminescence 
from insect cells transfected with luciferase genes and ex- 
posed to luciferin; they did, however, use a 488 nm laser to 
illuminate the cells, and their paper does not make clear 
whether the measurements would work with the laser turned 
O f f  

So the bottom line of this little section (and of every 
paragraph in it) is that, when you ask me how I feel about 
the prospect of doing bioluminescence measurements in 
flow, I will tell you: turned OK 

Lindqvist et 
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7.2 INTRINSIC CELLULAR PARAMETERS 

I have called cellular parameters that can be measured 
without reagents intrinsic, and those that require reagents, 
or probes, for their measurement extrinsic. The contents 
and physical states of chemically defined entities in cells and 
organelles are structural parameters; functional parameters 
include biological properties and activities as well as a few 
specific chemical entities, such as intracellular pH and 
[Ca”], which undergo rapid physiologic changes in living 
cells. The distinction between structural and functional pa- 
rameters is more arbitrary than the distinction between in- 
trinsic and extrinsic parameters; obviously, structural pa- 
rameters such as DNA content provide considerable infor- 
mation about cell function. However, the classification I 
have used seems agreeable to most people’s sensibilities. 

Depending upon the composition of a cellular sample 
and upon the experimenter’s goals, the same parameter can 
sometimes be used both to differentiate one cell type from 
others in a mixed population and to provide information 
about the cell’s biological state. For example, tumor cells 
with near haploid DNA content are readily distinguished 
from normal host cells or stroma in the same sample, and 
can also be classified as being in the GJG, or in the S phase 
of the cell cycle, based solely upon a single measurement of 
DNA content. Note, however, that, in this instance, tumor 
cell G ,  and M phase and stromal cell GJG, phase DNA con- 
tents will overlap; distinguishing these populations will 
therefore require multiparameter measurements. 

I will turn now to intrinsic cellular parameters, after 
which I will introduce probes and extrinsic cellular parame- 
ters. The list of measurable cellular parameters that ap- 
peared as Table 1-1 on p. 3 is reproduced as Table 7-1 on 
the next page for convenience. 

Cell Size 
From the preceding sections of this chapter, I hope you 

have concluded that DC impedance (Coulter volume) 
measurement is a reasonably good physical parameter to use 
for measuring cell or particle size (volume, in this case), that 
forward light scattering is an unreasonably bad one, and that 
extinction might be useful. It would, however, help if we 
had a “gold standard” for at least some form of size meas- 
urement; there is one, but it is not cytometric, or at least not 
totally cytometric. 

Mean Cell Volume: The Cellocrit as Cold Standard 
The Coulter orifice itself does not provide an absolute 

measurement of cell volume; this is best obtained, at least in 
terms of a mean value for a cell population, by first deter- 
mining the cellocrit. The cellocrit is analogous to the famil- 
iar hernatocrit measurement of clinical hematology, which 
determines the fraction of total blood volume occupied by 
red cells. The cellocrit is obtained by centrifuging a suspen- 
sion containing a known number of cells per unit volume in 
a tube or capillary with a uniform cross-section along its 

length, and measuring the heights of the column of packed 
cells and of the entire column of fluid (i.e., the packed cells 
plus the supernatant). The cellocrit, expressed as a decimal 
fraction, is the ratio of the first of these to the second. If the 
cellocrit is to be reported as a percentage, the value is 100 
times this ratio. 

For cellocrit measurements to be accurate, the cells must 
occupy a fairly high fraction of the fluid volume; red cells are 
present at very high concentrations (about 5,00O,OOO/pL) in 
blood, and the normal range of hematocrits runs from about 
35% to about 50%. The best way to make cellocrit meas- 
urements on cells other than red blood cells is to pellet the 
cells and make the measurement afier the pellet is resus- 
pended in a very small volume of fluid. For critical work, 
isotope-labeled macromolecules can be added to the suspen- 
sion to allow correction of cellocrit values for the volume of 
suspending medium trapped in the packed cell column. 

In order to derive a measure of mean cell volume from 
the cellocrit, an accurate count of cells per unit volume must 
be obtained from another aliquot of the sample used for 
cellocrit measurements. You should know by now that you 
won’t get an accurate or precise cell count using a micro- 
scope and a hemacytometer; the cell count will have to be 
done by a cytometer of one sort or another. The mean cell 
volume is then computed by dividing the cellocrit (as a frac- 
tion) by the cell count. Measurements of cell volume made 
in this fashion provide a primary standard for calibration of 
apparatus that is used for routine optical and/or electronic 
measurement of cell size. 

Cell Volume, Area, and Diameter 
Different cell size measurements may be needed for dif- 

ferent applications. For example, if one wants to determine 
the concentration of a dye in cells, a value for cell volume is 
needed, while in calculations of antigen density, surface 
area is the desired quantity. The relationships between these 
are nonlinear; radius or diameter varies as the cube root of 
volume, cross-sectional area and surface area as the square of 
radius or diameter or the two-thirds power of volume. 
Schwartz et al described a simple method of using log ampli- 
fiers to derive cell diameter and surface area from electronic 
volume rneasurement~’~~; ratio circuits have also been used 
by others for analog computation of receptor or antigen den- 
sity from volume and presumptive cross-sectional area meas- 
urements 31 1.657-8 . These days, we’d use digital computers. 

Cell Sizing: Slit Scans and Pulse Widths 
A somewhat more practical general method of cell size 

measurement, available in some commercial flow cytome- 
ters, relies on the principle of slit-scanning (see pp. 183-4). 
The durations or widths of pulses produced at the detectors 
by particles passing through the illuminating beam will al- 
ways vary with the size of the particles; particles with larger 
diameters or cross-sections will produce wider pulses. How- 
ever, differences in pulse width between particles of different 
sizes become most apparent when the illuminating beam is 
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Table 7-1. Some cellular parameters measurable by cytometry. 
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focused to a spot that has at least one axis (that parallel with 
the flow) no larger than, and, ideally, smaller than, the di- 
ameter of the particles to be measured, producing a slit- scan 

The major drawback of typical slit-scanning systems lies 
in their use of a small focal spot size; the smaller the spot to 
which a laser beam is focused, the more rapidly the beam 
converges to and diverges from a focus (pp. 137-8). A beam 
focused to a height of 2 pm maintains that height over a very 
small distance; one would have to use a core diameter of 4 
pm or less to minimize variations in pulse width due to 
beam divergence. If the beam height is 5 pm, it is possible to 
work with a more practical core diameter, 20 pm. 

Small beam heights also affect the range of angles over 
which forward scatter can be measured. A classical forward 
scatter “size” measurement collects light from angles smaller 
than 2”, using a beam stop to block the axial illuminating 
beam from reaching the scatter detector. For this to work, 
the illuminating beam must be diverging at an angle well 
below 2”, which can generally be arranged when relatively 
large focal spots are used. When the spot becomes only a few 
pm high, the illuminating beam diverges at larger angles, 
and the angle over which the “forward” scatter signals are 
collected is correspondingly increased, thus increasing the 
influence on the scatter signal of internal and surface struc- 
ture relative to cell size. In a slit-scanning flow cytometer in 
which observation is done in a cuvette, the forward scatter 
measurement can be done around a vertical blocker bar; 
since the width of the illuminating beam is much larger than 
its height, its divergence in the horizontal plane is smaller 
than its divergence in the vertical plane, and it is possible to 
make forward scatter measurements at smaller angles than 
would be possible with a stream-in-air system, in which a 
horizontal blocker bar must typically be used in forward 
scatter measurements to prevent light scattered from the 
stream itself from reaching the scatter detector. My inclina- 
tion would be to get rid of this problem by getting rid of 
forward scatter measurements, but, while I will lay out my 
rationale over the next few paragraphs, I don’t expect the 
manufacturers to jump on this particular bandwagon any 
time soon. 

I have already mentioned that slit-scanning, i.e., using a 
small beam height, increases the effect of differences in par- 
ticle diameter on pulse width. However, Hammond et a11248 

have pointed out that one can, at least up to a point, get 
reasonable size measurements of particles as small as 1 pm in 
diameter from a beam with a 20 pm height, simply by sub- 
tracting an offset corresponding to the signal component 
due to beam width. They applied this transformation to 
pulse width signals from endosomes, and displayed the resul- 
tant values on an expanded scale, allowing better visualiza- 
tion of differences between signals from these small particles. 

Pulse width measurements have been shown to be 
useful for cell sizing by several groups of investiga- 
tors , extinction and side scatter as well as 
forward scatter signals may be used. Accuracy and precision 

(pp. 50-1). 

97,98,I04,160,168-9,617-7,2561~ 

may be increased by using a dual-beam system to monitor 
flow velocities of individual particles and malung corrections 
to raw pulse width However, how pulse width is 
measured is critical. One can measure the width between 
two points at a constant threshold level on the rising and 
falling edges of the pulse, which is referred to as constant- 
threshold pulse width. However, this has the effect of de- 
creasing the pulse width value for lower-amplitude pulses. 
Hamrnond et allz4’ used the constant-fraction pulse width 
measurement advocated by Leary et allo4, in which the width 
is measured between points on the leading and trailing edges 
of the pulse at signal levels equal to a constant fraction of the 
pulse peak height. 

There is a substantial difference between constant- 
threshold and constant-fraction pulse width for Gaussian 
pulses of different heights. However, as the rise and fall 
times of a pulse become shorter, the difference between con- 
stant-threshold and constant-fraction measurements de- 
creases. If one has square rather than Gaussian pulses, there 
should be no practical difference between the two methods 
of width measurement. 

We ordinarily prefer not to get square pulses out of our 
cytometers, because we are typically interested in the infor- 
mation contained in the area and/or the peak height of 
pulses as well as in pulse width information. However, if we 
split off some of the signal, and put it through a logarithmic 
amplifier and/or a fairly high-gain linear amplifier before 
going to a pulse width measurement circuit, we end up with 
a signal that will give us acceptable pulse width measure- 
ments using a constant threshold. 

For particles at least several pm in diameter, using an ex- 
tinction signal for pulse sizing makes a lot of sense. I have 
already (p. 282) mentioned that extinction is not particularly 
useful for quantifying amounts of cell-associated material, 
meaning that we won’t usually need the peak height or area 
of an extinction pulse. A cheap diode laser can be made 
quiet enough to do precise extinction measurements, and we 
only need a photodiode detector. The drawback is that the 
background noise level catches up to us pretty quickly when 
we try to look at submicron particles. We can’t readily limit 
the view of the optics, because we inevitably have a limited 
N.A. to work with on the axis of the illuminating beam, 
where we have to make our extinction measurements, due to 
the presence of a high-N.A. lens in the fluorescence collec- 
tion system, and we won’t get good enough spatial resolu- 
tion from a low N.A. lens to look at a really small area of the 
core. 

My proposed solution to the problems of on-axis and 
near on-axis measurements is to do away with them. The 
orthogonal collection optics in a flow cytometer are typically 
high-N.A. optics, meaning they have high spatial resolution. 
If, instead of focusing the beam to a 5 pm height, one uses a 
more tractable 10 or 20 pm beam height, and places a slit 
over the side scatter detector, it is possible to collect a side 
scatter signal from a region of the beam only a few pm high. 
If, for example, the orthogonal collection optics have 20 x 
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magnification, the image of the intersection of a 20 pm 
beam with the core stream is 400 pm high, and a 40 pm 
high slit, readily obtainable from optics supply houses, will 
restrict the region of side scatter detection to 2 pm. I have 
already noted that it is impractical to use a 2 pm beam 
height because of problems with rapid beam divergence; the 
approach of slit-scanning using a real slit eliminates those 
problems. And, as usual, there's nothing much new in cy- 
tometry; Leon Wheeless told me he made width measure- 
ments using slits in the 1970's. 

If orthogonal scatter is needed as a trigger signal, it is 
simple enough to use a beamsplitter to divert the full beam 
height side scatter signal to one PMT and the slit-height side 
scatter signal for pulse width sizing to another. Log and/or 
high-gain amplification produce the near-square pulses we 
need for the quick-and-dirty width measurement. And, best 
of all, we have a much better signal-to-noise ratio in side 
scatter measurement than we do in either forward scatter or 
extinction measurement. 

Size Measurements in the Submicron Range 
Scatter measurements for sizing, without benefit of pulse 

width, are actually more respectable when we're dealing with 
small stuff like bacteria, endosomes, and viruses, than when 
we're dealing with eukaryotic cells. Among other things, 
many bacteria are either spherical or ellipsoidal, or close 
enough so that they behave according to Mie theory. Malt- 
sev's group will at least concede that they can find angles at 
which bacteria could be properly characterized by scattering 
in a standard flow ~ y t o m e t e r ~ ~ ~ ~ .  Koch, Robertson, and But- 
t ~ n ~ ~ ~ ~ - ~  have developed a method for estimating bacterial cell 
volume and mass from forward scatter signals, using 
Rayleigh and Rayleigh-Gans theory (applicable to smaller 
particles than Mie theory) as well as Mie theory. 

People who work routinely with bacteria and smaller 
particles tend to use smaller focal spot sizes than people who 
work with eukaryotes, although the beam divergence prob- 
lem previously mentioned limits how small one can practi- 
cally make the focal spot. Decreasing spot size concentrates 
the energy in the input laser beam in a smaller volume, in- 
creasing signal amplitude from particles in the sample. Noise 
due to light scattering by particulate contaminants in the 
sample and sheath fluids may not change appreciably, since, 
although a smaller volume is illuminated, the intensity of 
illumination increases. Thus, a substantial increase in signal- 
to-noise can only be achieved if the amount of stray light 
collected is decreased. 

When cells are measured in a stream in air, decreasing 
spot diameter to less than half stream diameter greatly re- 
duces stray scatter from the stream; changing to a larger 
stream or capillary further reduces stray scatter, and substi- 
tuting a square cuvette makes an additional improvement. 
The increased beam intensity results in more photons being 
scattered from particles, which decreases variance of meas- 
urements due to photon statistics; however, unless a Gaus- 
sian beam is at least 5 times the core stream width, the in- 

tensity profile will itself will keep the theoretical minimum 
CV of measurements above 5 percenP5. When you start 
with a square cuvette, making the beam smaller helps, up to 
a point686 but, in practice, the decreased spot size starts to 
catch up with you as the increasing beam divergence causes 
light to spill around the beam stop. Small marine bacteri?', 
small beadS687, and large viruses (F. Elliott and H. Shapiro, 
unpublished) have been detected using forward scatter in 
laser source systems using flat-sided cuvettes for observation; 
the practical particle size limit for detection seems to be 
about 150 nm. 

In the submicron size range, scattering from particles is 
predominantly Rayleigh scattering, varying in intensity, all 
other things being equal, as the inverse sixth power of parti- 
cle diamete?4. While such scattering remains more intense in 
the forward direction than at 90°, the relative influences of 
size, internal and surface structure, and particle asymmetry 
and orientation no longer vary markedly with scattering 
angle. It may thus be more practical to use a 90" or large 
angle scattering measurement than a forward scatter meas- 
urement for detection and sizing of submicron particle?, 
because, when observation is done in a square cuvette or a 
water-immersed and field stops are appropriately 
used in the detection optics, there is much less background 
noise from large angle scatter measurements than from for- 
ward scatter measurements. 

Figure 7-5. Side scatter signals from T2 bacteriophages. 

Figure 7-5 shows a distribution of side scatter signals ob- 
served from T2 bacteriophages using the water-immersed 
flow system built at Block94; the bimodal distribution, which 
is well separated from background noise, may reflect the 
presence of virions with and without DNA. The sample was 
illuminated by a 100 mW, 488 nm argon laser beam. While 
the distribution shown is wide, extrapolating backward from 
the 6th power (Rayleigh) dependence of scattering intensity 
on particle diameter indicates that the C V  of the corre- 
sponding diameter measurement should be no more 
than a few percent. The phages could still be resolved well 
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above background using the same optics with an air-cooled 
argon laser source emitting 10 m W  at 488 nm; since the 
limiting noise source in such scatter measurements is stray 
light, this is not surprising. Steen and Lindmo measured 
large angle scatter signals from large viruses in their arc 
source system , clearly establishing that, in scattering 
measurements, problems are generally not solved by throw- 
ing more photons at them; Steen (personal communication) 
has also recently measured scatter signals from viruses in 
prototype instruments built by Apogee (see Chapter 8). 

688,1246 

Other Size Measurement Techniques 
Terstappen et a l l z4 ’  modified the angle of forward scatter 

collection and used a nonlinear transformation of the side 
scatter signal to improve resolution of peripheral blood leu- 
kocytes. In principle, improving signal-to-noise could h r -  
ther increase the sensitivity of scatter measurements. 

Zarrin, Bornhop and Dovichi described an apparatu?’ 
in which laser Doppler velocimetry was used with a square 
cuvette-based flow cytometer to measure particles as small as 
90 nm. In laser Doppler velocimetry, the scatter signal from 
moving particles is modulated, while the background noise 
is not; the signal is detected at the modulation frequency, 
increasing signal-to-noise. 

A less radical sizing method was suggested by Gray, 
Hoffman, and H a n ~ e n ’ ~ ~ ;  samples were prepared in a solu- 
tion containing a fluorescent compound of high molecular 
weight, which did not get into the cells. The core diameter 
was kept constant, resulting in a decrease in the baseline 
fluorescence signal when a cell passed the observation point. 
One disadvantage of this approach is that it reduces the 
number of fluorescence measurements of extrinsic parame- 
ters that could be made concomitantly with the cell size 
measurement. Another is that, when the core size is small, 
redistribution of dye in the core around cells produces in- 
creases in fluorescence over baseline. This “dye exclusion 
artifact” has recently been further investigated by Steen and 
S t ~ k k e ” ~ ~ ,  who note its possible adverse effects on fluores- 
cence measurements under some conditions. 

In concluding the discussion of cell size measurements, I 
should mention an interesting paper by Bator et aII7”, who 
used high speed photography of cells passing through an 
electronic volume measurement orifice to correlate differ- 
ences in cell shape with differences in measured volume. 

Cell Shape and Doublet Discrimination 
The most elegant flow cytometric apparatus for deter- 

mining cell shapes was, without doubt, the multidimen- 
sional high-resolution slit-scanning system developed for 
cancer cytology studies by Leon Wheeless and his colleagues 
at the University of Ro~hes t eP“~’~~’~’~ ,  beginning in the 
1970’s. In this instrument, profiles of cells were obtained in 
the direction of flow and in two orthogonal directions, using 
the fluorescence of acridine orange excited by a sharply fo- 
cused 488 nm laser beam. Rapid digitization allowed several 
dozen points on each pulse profile to be measured and cap- 

tured in a dedicated minicomputer system. As I mentioned 
on p. 212, Wheeless’ slit-scanning work represented the first 
application of digital pulse processing in flow cytometry; 
while the low resolution of available converters limited the 
dynamic range of measurements, the large number of points 
measured per pulse allowed fairly detailed morphologic in- 
formation to be captured. 

Slightly less fancy scanning flow cytometers were built 
and used for analysis of chromo~omeS69~~* and phytoplank- 

and for two-dimensional imaging of cells in f l o ~ ~ ’ ) ~ ’ ~ * ~ ’ .  
The analytical procedures used in high-resolution slit- 
scanning and imaging flow cytometers require optical and 
electronic hardware and software rather different from, and 
more complex than, that which is used in commercial and 
most laboratory-built flow cytometers. Progress in electron- 
ics has gradually made it easier and more affordable to do 
multiple point pulse profile processing on both laboratory- 
built and modified commercial instruments 6’7’231‘’2565 , and to 
incorporate imaging capability into flow systems. Commer- 
cial instruments which offer one or both of these features 
include Fluid Imaging Technologies’ F ~ O W C A M ~ ~ ~ ~  (p. 
168; also see Chapter 8) and CytoBuoy b.v.’s Cyto- 
Buo$566(see Chapter 8), both designed for aquatic applica- 
tions, the Union Biometrica COPAS systems for large par- 
ticle sorting (p. 265; also see Chapter 8), and clinical urine 
analyzers from International Remote Imaging Systems 
and Sysmex   TO^)"^' (Chapter 8). Amnis is developing a 
flow cytometer with hyperspectral imaging see 
Chapter 11 for contact information. 

David Galbraith and his colleagues, at the University of 
used high-speed digitization to collect multiple 

point pulse profiles of cells, and found that the skewness and 
kurtosis (these are higher moments of statistical distribu- 
tions; see p. 234) of pulses provided useful information for 
discriminating among cell types. 

More information about asymmetric cells than is avail- 
able in conventional flow cytometers can be derived from 
making measurements of the same parameter at two differ- 
ent angles; this technique is used in sperm sorting, where the 
fluorescence of Hoechst 33342 is measured in both forward 
and orthogonal directions to improve resolution of X- and 
Y-chromosome bearing cellsG5’.2322,2569 . Sperm sorting will be 
discussed further in Chapter 10. 

Zucker, Perreault, and E l ~ t e i n l ~ ~ ~  used a combination of 
forward scatter and extinction signals to identify sperm of 
different refractive indices and orientations in an unmodified 
Ortho flow cytometer; the instrument is no longer available, 
and current research flow cytometers do not include extinc- 
tion measurement capability. 

However, some information about cell shape and orien- 
tation is available even to users of conventional flow cytome- 
ters, which have low-resolution slit-scan capability by virtue 
of using relatively small beam heights. Relationships between 
extinction pulse widths, peak heights, and integrals, tend to 
be different for symmetric and asymmetric cells, and for 
single particles and doublets or multiplets. Some shape in- 
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formation can also be obtained from the relationship be- 
tween forward and large angle (orthogonal or 90°) light scat- 
ter signals; cells of different shapes will generally cluster in 
different regions of a two-dimensional distribution of these 
parameters, although the locations of these clusters may not 
always be predictable a priori. 

Wolfgang Gohde, Sr., was one of the first to consider the 
problem of doublet discrimination. Flow cytometer manu- 
facturers acknowledged his contribution by licensing his 
patent when they began to promote the use of a combina- 
tion of pulse height and pulse area as a means of eliminating 
most doublets from DNA content analyses. 

The same amount of fluorescence (i.e., the same value of 
the pulse integral) will be recorded when a single G, or M 
phase cell passes through the measurement system or when 
two Go or GI phase cells pass through in close proximity. 
However, the height of the fluorescence pulse will, in gen- 
eral, be lower for the doublets than for the singlets; while, in 
principle, two Go or G ,  cells passing through “side by side” 
should generate a pulse approximately as high as that pro- 
duced by a single G, or M cell, this orientation of doublets is 
rare because the hydrodynamics of flow favor them being 
oriented along the axis of flow. 

c 
I 

W 
I 
W 

3 

s! 

3 
n 

GP/M - 

. . . . . . . ...... 

Go/G1 DOUBLETS 

PULSE INTEGRAL 

Figure 7-6. The principle of doublet discrimination 
using pulse height and pulse integral measurements. 

Figure 7-6 illustrates the principle of doublet discrimina- 
tion based on pulse height and integral measurements; the 
quadrilateral gate shown on the figure would remove most, 
but not all, Go /GI doublets. Modern DNA histogram analy- 
ses procedures employ somewhat more sophisticated meth- 
ods for doublet and multiplet discrimination, but the pulse 
height-vs.-pulse integral method is still better than nothing. 
It might be used more often for immunofluorescence analy- 
sis, in which unrecognized doublets may push experimenters 
to invalid conclusions. 

If you go back to high school geometry, and recall that 
the areas (integrals) of plane figures such as rectangles and 
triangles are proportional to the product of base (width) 
times height, you will appreciate that dividing a pulse inte- 
gral by a pulse height should give a quantity representative of 

pulse width, meaning that it is possible to obtain pulse 
width information even in instruments that do not have 
pulse width measurement circuitry or capability, as long as 
the beam is small enough so that pulse height and pulse in- 
tegral do not contain identical information (see pp. 183-4). 

Pulse width itself is useful for doublet discrimination”; 
in the context of DNA analysis, Go /GI doublets will have 
larger pulse widths than single G, or M cells. Wersto et a12466 
provide a good recent reference on the topic. The Luminex 
100 instrument (see Chapter 8), designed for doing multi- 
plexed ligand binding assays on color coded plastic beads, 
uses a pulse width measurement obtained by low-resolution 
digital pulse processing to eliminate doublets from analyses. 

Measurement of Intrinsic Parameters Using Absorption 
o r  Extinction Signals 

Microspectrophotometric absorption measurements of 
cells on slides can be used for quantitative analysis of sub- 
stances with weak absorption, e.g., pararosaniline, used in 
the Feulgen staining procedure, as well as for measurements 
of substances with high extinction coefficients, e.g. nucleic 
acids (measured at 260 nm) and hemoglobin (measured in 
the Soret band around 415 nm). When static specimens are 
analyzed on slides, it is possible to select mounting and im- 
mersion media with refractive indices matched to those of 
the specimens, thus minimizing artifacts due to light scatter- 
ing. The spatial resolution and the numerical apertures of 
illumination and collection optics are typically higher in 
microspectrophotometers than in flow cytometers, which 
makes it possible to do better absorption measurements in 
the f~rme?~’~’ .  

There has been some application of flow cytometers to 
measurement of nucleic acids and hemoglobin; Kamentsky‘s 
original in~t rument6~’~~’~’  and the Cytoscreener‘6 were both 
equipped for measurement of nucleic acid absorption at 260 
nm, while the Block arc source instrument88 measured nu- 
cleic acid absorption at 260 nm and hemoglobin absorption 
at 420 nm. The nucleic acid measurements did not appear 
to be as precise as those obtained by microspectrophotome- 
try; the hemoglobin measurements were adequate for dis- 
crimination of erythroid cells from leukocytes and produced 
estimates of hemoglobin content in reasonable agreement 
with those obtained by conventional hemoglobinometry. 

Stewart, Stewart and HabbersettlZ5*, using the multi- 
parameter sorter at Los Alamos, demonstrated that dead 
cells, i.e., cells with membranes permeable to propidium 
iodide, could be differentiated from other cells in leukocyte 
suspensions on the basis of lower extinction signals. 

Fluorescence Measurements of Intrinsic Parameters 

Autofluorescence: Pyridine and Flavin Nucleotides 
The autofluorescence of most mammalian cells appears 

to be due primarily to the presence of pyridine (NAD, 
NADP) and flavin (FMN, FAD) nucleotides which, re- 
spectively, impart W-excited blue and blue-excited green 
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fluorescence to cells1s1’183. Fluorescence spectra of these mate- 
rials are shown in Figure 7-7. 

from eosinophils when using green (532 nm) excitation; I 
would not expect this to come from flavins (see Figure 7-7). 
Havenith et all”’ have sorted alveolar macrophages from 
dendritic cells based on the high autofluorescence of the 
former; Njoroge et a12570 have isolated autofluorescent macro- 
phages from blood cell cultures. 

Pyridine and Flavin Nucleotides and Redox State 

Pyridine and flavin nucleotide fluorescence vary with the 
oxidation-reduction or redox state of cells, and NADH 
(and NADPH) fluorescence measurements have been used 
to monitor redox states of cells, tissues, and organs since the 
technique was described by Britton Chance and Bo Thorell 
in the late 1 9 5 0 ’ ~ ~ ~ ~ ~ ’ ~ .  In 1979, Thorell described flow cy- 
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Figure 7-7. Fluorescence spectra of some materials 
implicated in mammalian cell autofluorescence. 

Many investigators have been concerned with autofluo- 
rescence solely as a source of interference with measurement 
of weak fluorescence signals, e.g. fluorescein immunofluores- 
cence. The fluorescence emission from unstained murine 
lymphocytes, excited at 488 nm and measured through the 
long pass filter combination used for single parameter meas- 
urements of fluorescein immunofluorescence, was originally 
reported to have an average intensity equal to that which 
would be measured from 10,000 molecules of antibody- 
bound fluorescein (reference 184; D. Parks, personal com- 
munication). The 10,000 molecule figure was obtained in 
the days when the FACS measured fluorescence between 
520 and about 650 nm, using a long pass color glass filter, 
and was probably affected by filter fluorescence, Raman scat- 
ter, and other factors. Today’s instruments use narrower 
band filters for green fluorescence emission, eliminating the 
Raman scatter contribution; improved filter design has es- 
sentially eliminated filter fluorescence. 

Surveys conducted in 1989-90 by Abe Schwartz and his 
colleagues1161 found a mean value of 657 fluorescein MESF 
for lymphocyte autofluorescence; Hoffman and 
K~h l rnann~**~  reported somewhat lower values, but, even at 
the level of a few hundred MESF, it is autofluorescence that 
limits the sensitivity of immunofluorescence measurements 
using fluorescein-labeled antibodies. Autofluorescence of 
lymphocytes in the region normally used for phycoerythrin 
measurement is only 50 MESF. 

O n  the plus side, the high autofluorescence of blood 
neutrophils“’ and the higher autofluorescence of eosino- 
phils’62 have, in conjunction with forward and side scatter 
measurements, been used for identification and sorting of 
these cells. The spectrum of eosinophil autofluorescence is 
nearly identical to that of riboflavin; Mayeno, Hamann, and 
Gle i~h’”~  have shown by chemical analysis of extracts that 
granule-associated flavin adenine dinucleotide (FAD) ac- 
counts for about 85% of eosinophil autofluorescence. In my 
experience, eosinophil autofluorescence is equivalent to a 
few thousand fluorescein MESF. However, I have also noted 
yellow autofluorescence (in the 575 nm spectral region) 

tometric measurements of the redox state of liver cells based 
on NADH fluorescence1”; by the time of his death in 1982, 
he had added the capacity to measure endogenous fluoro- 
chromes and flavin nucleotides to his apparatus as  ell'^^''^^. 
Hafeman et used flow cytometry of NADH fluorescence 
in blood neutrophils to demonstrate that the respiratory 
burst induced in these cells by chemotactic stimuli and 
phorbol esters is an all-or-none event; Van De Winkel and 
Pipeleers’z61 sorted insulin-containing pancreatic cells based 
on changes in redox state following exposure to glucose. 

Pyridine and Flavin Nucleotides and Cancer 

Several g r ~ ~ p ~ ’ ~ ~ ~ ~ ~ ~ ~ ~ ~ ‘ ~ ~  have described characteristic 
changes of the ratio of pyridine to flavin nucleotide fluores- 
cence in bulk in tissue specimens from tumors and precan- 
cerous states and in tumors in vivo; this work has not pro- 
vided a new diagnostic application for flow cytometry but 
has, instead, led to the development of devices for detection 
of tissue ischemiaz5’’ and for endoscopic cancer diagno~is’~’~. 
Xillix, a company in Richmond, British Columbia, Canada 
<http://www.xillix.com> sells instruments for autofluores- 
cence bronchoscopy and other endoscopic applications. 

Bacterial Autofluorescence Measurements 

Jim Ho, of the Canadian Defence Research Establish- 
ment, has developed insrruments that measure UV-excited 
bacterial autofluorescence and particle size in aerosols; these 
parameters may help distinguish among species. Like 
Gucker’s original aerosol particle counter (p. 74), Ho’s 
FLAPS (Fluorescence Aerodynamic Particle  size^)'"^ is de- 
signed to detect biowarfare agents. A second-generation in- 
strument (J Ho, personal communication; N. Dovichi, per- 
sonal communication) resulted from collaboration between 
Jim and Norm Dovichi, then at the University of Alberta 
and now at the University of Washington. Norm passed 
through Los Alamos and played with chemical and 
nonchemical applications of flow c y t ~ m e t r y ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  before 
he put his experience to use in developing the capillary elec- 
trophoresis-based gene ~equenceTZ~’~-’ and hit the big time. 
The improved bacterial aerosol analyzer measures fluores- 
cence emission in 16 spectral regions and sizes bacteria by 
laser Doppler velocimetry685; particles are detected and sized 
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in a red laser beam, and fluorescence is excited by a pulsed 
tripled YAG laser downstream. Mixed populations are re- 
solved with the aid of principal component analysis (p. 252). 

Porphyrin Fluorescence in Erythroid Cells 
In the early development of erythroid cells in the bone 

marrow, porphyrins may accumulate in cells in amounts 
that outstrip the cells’ capacity to synthesize heme from 
porphyrin and iron. Heme is nonfluorescent due to the 
quenching of the intrinsic fluorescence of porphyrin by iron, 
but both the porphyrin precursors of heme and the zinc 
protoporphyrin formed when iron incorporation is im- 
paired, as occurs in iron deficiency and lead intoxication, 
fluoresce . The Stokes shifts for porphyrin fluorescence are 
large; excitation maxima are in the violet (Soret band) and 
emission maxima in the orange or red (see Figure 7-7). The 
fluorescence of red cells in bulk has been used for diagnostic 
purposes and that of red cell precursors in marrow is detect- 
able in a flow cytometer using excitation from the violet 
(406-422 nm) lines from a krypton laser (C. Stewart, per- 
sonal communication). Zinc protoporphyrin has been meas- 
ured in single cells using image cy t~met ry~~~ . ’ ;  I have been 
able to measure its fluorescence in a flow cytometer using 
100 m W  excitation at 441 nm from a He-Cd laser (Figure 
7-8), but only by taking great pains to reduce stray light and 
fluorescence from optical components. Using flow or image 
cytometry to follow the disappearance of fluorescent red cells 
from the circulation may be helpful in monitoring treatment 
of lead poisoning, which is a common clinical condition. 
Violet laser diodes could provide useful, and, ultimately, 
inexpensive light sources for clinical instruments intended 
for such measurements. 
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Figure 7-8. Zinc protoporphyrin fluorescence in hu- 
man red cells; orange fluorescence (>570 nm) was 
excited with a 100 m W  He-Cd laser at 441 nm. 

Red cell porphyrin fluorescence is also encountered in 
erythropoieric protoporphyria, a relatively rare hereditary 
disorder, in which the bones and teeth are colored red by 
excess porphyrin deposition, and in which the effects of por- 
phyrins on the nervous system lead to bizarre behavior. King 
George I11 of England is believed to have been a victim; 
other sufferers were persecuted as werewolves. Brun, Steen, 
and Sandberg”“ have made flow cytometric measurements 

of porphyrin in patients with this disease, presumably not 
when the moon was full. 

A potential clinical application of porphyrin metabolism 
in lymphocytes, rather than erythrocytes, is suggested by the 
fact that activated T cells accumulate substantial amounts of 
intracellular protoporphyrin D( in the presence of exogenous 
delta-aminolevulinic acid (ALA)2578-p. This may allow patho- 
logical proliferation of T cells to be at least partially arrested 
by photodynamic therapy. 

Other Pigments 
Autofluorescent pigments such as the UV-excited, blue 

fluorescent lipofuscins accumulate within mammalian cells 
as a function of age. Jongkind et a1175’196 used autofluores- 
cence to sort cells of presumptively different ages for subse- 
quent biochemical analysis. Hunt et a11267-74 examined the 
accumulation of ceroid, a fluorescent pigment produced by 
oxidation of lipid/protein complexes, and found in the lipid- 
laden macrophages, or foam cells, which infiltrate atheroscle- 
rotic lesions. They found that a 424 nm bandpass filter was 
more selective than a 490 nm long pass filter for detection of 
the W-excited fluorescence of ceroid in macrophages. Pup- 
pels et all*” measured carotenoids in single cells, but by 
Raman microspectroscopy rather than fluorescence flow 
cytometry. 

The Jovins, in Gottingen, made flow cytometric meas- 
urements of the fluorescence of aromatic amino acids in 
proteins in differentiating cells, using a frequency-doubled 
argon laser operating in the UV at 257 nm for excitati~n~’~. 

Chlorophyll and Phycobiliproteins 
Plant photosynthetic pigments, including chlorophyll, 

which contains a magnesium-porphyrin complex, and the 
phycobiliproteins present in algae, have a characteristic 
autofluorescence that has been studied in vivo by Trask et 
all9’ and Olson et allp8, among others. Chlorophyll itself has 
absorption regions in the ultraviolet and violet (below about 
450 nm) and the far red (about 680 nm), and emits in the 
near infrared. Since most of the light penetrating past the 
surface layers of the ocean is in the blue and green regions of 
the spectrum, most algae contain relatively large amounts of 
phycoerythrin, phycocyanin, and allophycocyanin, which 
absorb blue-green, yellow-orange, and red light, respectively, 
and which, in concert, allow nonradiative transfer of inci- 
dent light energy to chlorophyll. The phycobiliproteins 
have, to say the least, been exploited as fluorescent labeling 
reagents1I4 and will be discussed fbrther in this context. 

Since different algal species contain different amounts of 
the various pigments, and since the spectra of the same types 
of phycobiliproteins (e.g., phycoerythrin) from different 
species may also differ, it is possible to use multistation flow 
cytornetric measurements of fluorescence excited at different 
wavelengths to classify and count phytoplankton popula- 
tions’”. This has been pursued as an approach to environ- 
mental monitoring. 
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Flow cytometry and flow cytometric measurements of 
intrinsic pigment fluorescence in phytoplankton and marine 
bacteria have become widely used in ~ceanography’~~I-~; 
among other things, this led to the discovery of extremely 
abundant, but previously overlooked, chlorophyll-bearing 
marine 

Xu, Auger, and G ~ v i n d j e e ’ ~ ~ ~  used a flow cytometer to 
measure chlorophyll fluorescence in isolated spinach 
thylakoids. The cytometer does measure the variable (light- 
dependent) component of fluorescence, although the high 
excitation intensity may perturb measurements under some 
circumstances. 

Infrared Spectra and Cancer Diagnosis 

Benedetti et a11277-82 and Wong and Rigas and their col- 
l a b o r a t o r ~ ~ ~ ~ ~ ~ ~ ,  using Fourier transform infrared (FT-IR) 
spectroscopy, described differences between normal cells 
and cells from leukemias and several solid tumor types. Dif- 
ferences were most consistently found in the nucleic acid 
phosphate stretch bands at 1080 cm-’ and in a protein band 
at I540 cm”. Most of these studies involved bulk measure- 
ments, although leukemic cells have been examined by FT- 
IR microscopy . 

This work, like the work on pyridine and flavin nucleo- 
tide fluorescence mentioned previously, raises an important 
question. Since, in many cases, e.g., analyses of cervical 
specimens, actual malignant cells represent a very small frac- 
tion of the cells present in an abnormal specimen, the rneas- 
ured differences between specimens are more likely to reflect 
some alteration or premalignant state in a large fraction of 
the cells in a specimen than to represent signals from the 
malignant cells themselves. It is not clear that flow cytometry 
can contribute to the resolution of this issue. 

1281-2 

7.3 PROBES, LABELS, AND [NOT] PROTOCOLS FOR 
EXTRINSIC PARAMETER MEASUREMENTS 

As I said way back in Chapter 1, most of the measure- 
ments of extrinsic parameters done in most flow cytometers 
use fluorescent reagents. The discussion that follows will 
deal primarily with fluorescent staining and fluorescence 
measurements, covering other staining techniques when they 
are applicable in conventional flow cytometers or should be 
considered as part of an alternative approach to flow cytome- 

try. 
I have to introduce some ground rules here, for a num- 

ber of reasons. There are a lot of probes now; some of them 
are dyes, and some of them are natural products, and big 
ones at that, e.g., the fluorescent proteins and the phyco- 
biliproteins. I know a lot about some probes and not much 
about others, so I will only cover probes with which I have 
been fairly intimately involved in much detail. 

If you need more details, there are two excellent sources. 
For the classicists, there is the new 10th Edition of Conni 
Biological Stains, edited by Richard Horobin and John Kier- 
nan . Conni went 25 years (1977-2002) between the 9th 
and 10th Editions, so I don’t feel too bad about the 8-year 
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(1995-2003) gestation period for this 4th Edition of Practi- 
cal Flow Cytomeq. 

But I digress. If you want the last word on fluorescent 
probes, their structure, their spectra, their uses, thousands of 
references, and (on the web), price and delivery information, 
you want to look at the 9th Edition of Molecular Probes’ 
Handbook of Fluorescent Probes and Research Product?32, 
edited by Dick Haugland. There’s not much point in dupli- 
cating what’s in there, especially since you can get the book 
for nothing (at least if you hurry), or pull up a regularly up- 
dated version online at <http://www.probes.com>. 

As to protocols, Practical Flow Cytometry has always been 
more of a “why-to’’ book than a “how-to” book in terms of 
its discussions of which probes and parameters may be most 
useful for which applications. I cover how the probes work, 
just as I cover how the instruments work, but, in the major- 
ity of cases, I can’t and don’t provide the protocols, i.e., de- 
tailed information on the exact concentrations of reagents, 
compositions of buffers, incubation times and temperatures, 
etc., that you need to make the probes work in your lab with 
your instrument and your samples. 

Although you can’t just run out to The Heme Depot 
and get such information, there are sources. I mentioned 
several on pp. 62-5. I would turn first to Current Protocols in 
C y t o r n e ~ y ~ ~ ~ ~ ,  which is available in looseleaf and/or CD- 
ROM versions, both frequently updated. When a significant 
methodological advance in flow or image cytometry is re- 
ported in the literature, it’s a good bet that the editors of 
Current Protocok will hound one or more of the authors into 
producing a writeup of the procedure including all of the 
technical details that were omitted from the “Materials and 
Methods” section of the journal article. The various volumes 

also be helphl. 
Most people who publish good new methodology are 

anxious to proselytize; you can usually get experimental de- 
tails from them via snail mail or e-mail, or from their lab or 
personal web sites. The Purdue Cytometry Mailing list is 
also a good place to go for help; you’ll get more and better 
answers from the experts if your inquiries about procedures 
indicate that you’ve done your homework. 

At this point, having told you what I don’t do, I’ll get 
back to what I do do before I get into deep.. .never mind. 

of Method in Cell Biology devoted to cytometry1034~2385~8 may 

Probes, Labels, and Dyes 
I introduced a distinction between probes and labels on 

pp. 42-3, and I will now say a bit more about that subject. 
We use reagents to measure extrinsic cellular parameters 
because there aren’t ways, or because we haven’t found the 
ways, to estimate or measure all of the attributes of cells in 
which we might be interested. 

There is a hierarchy of specificity, or of selectivity, of re- 
agents, and we can appreciate it by considering the history of 
staining, some of which is covered in C ~ n n i ~ ~ ” ,  and some of 
which is in older b o ~ k s ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  . If we look at stains classically 
used for blood cells, which date back to Paul Ehrlich’s work 
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in the 1880’s3’, we find they are mixtures of an acid dye 
(typically eosin), which binds to basic elements within cells, 
meaning mostly proteins, and a basic dye(s) (typically one or 
more of the azure dyes, all thiazines), which bind(s) to acidic 
elements, notably nucleic acids, but also sulfonated glycosa- 
minoglycans. We don’t expect eosin to bind to acidic ele- 
ments or azure dyes to bind to basic elements, but that’s as 
specific as those dyes get. However, we can legitimately call 
those dyes probes, even if they are probes of some relatively 
nonspecific characteristics or constituents of cells. 

At the other end of the hierarchy, we have antibodies 
and gene probes, large, or relatively large, molecules them- 
selves, which, respectively, are exquisitely specific for mac- 
romolecular structure and sequence, at least when used un- 
der appropriate conditions. They, too, are probes, but, in 
order to detect them using an optical flow cytometer, we 
have to attach a label. Until the 1980’s, almost all the labels 
we had were relatively low molecular weight dyes; since 
then, it has become increasingly likely that the label used for 
an antibody will be a macromolecule, specifically, a phyco- 
biliprotein, which may also have small dye molecules cova- 
lently attached to it to modify its spectral characteristics. 

Some of the dye probes we use are sensitive to changes in 
their chemical environment, and would be useless if they 
weren’t. Measurements of intracellular pH are usually done 
using dyes that change their spectral characteristics as pH 
changes. That’s an essential characteristic for a probe, but an 
undesirable one for a label, which we would like to be able 
to attach to a specific probe molecule without altering either 
the spectral characteristics of the label or the specificity of 
the probe, and which we would like to behave (i.e., fluo- 
resce) pretty much the same way regardless of the environ- 
ment in which it finds itself. Well, that’s not the way the 
world works; just to cite one example, fluorescein, one of the 
all-time favorite fluorescent labels, is environmentally sensi- 
tive; its fluorescence increases with pH, enough so that de- 
rivatives of fluorescein are routinely used as pH probes. 

I will start getting down to the specifics by discussing 
dyes and staining mechanisms in general, and the prepara- 
tive techniques, such as fixation and permeabilization, 
which may be needed to get dyes into cells, and then cover 
the reagents used to measure the parameters in Table 7-1, 
starting with nucleic acid dyes and with labels. 

Dyes and Quality Control: Gorillas in the NlST 
In previous editions of this book, I said that if there were 

a Shapiro’s Third Law of Flow Cytometry, it would 
probably be this: 

Shpiro’s Zliird Luw of yhw Cytometry: 
Wht’s in the !Bottl;! 

Isn’t NecRcsariLj 
Wht’s on the LaGeL? 

This was particularly apt to be true for older bottles con- 
taining less common dyes; the Biological Stain Commission, 

which was set up to provide some degree of quality control 
over stains used routinely in research and clinical laborato- 
ries, has never gotten very far into the business of certifying 
fluorescent dyes, and even certified lots of dye may contain 
impurities. The problem of dye purity is hardly a new one in 
histochemistry and cytochemistry; Scott’s piece on “Lies, 
damned lies - and biological stains”’*’ and related corre- 
spondenc?* and Horobin’s review723 provide some historical 
background. 

Spectroscopy does not provide much assistance when 
you’re trying to find out whether your reagents are pure. 
You can only compare spectra of your lot with published 
spectra when you’re working with relatively well-known 
stains; when what you’ve got definitely isn’t the stain you 
wanted, the spectrum is likely to tell you, but, when what 
you’ve got is 45% what you wanted and 55% other junk, or 
when you‘re working up new compounds, spectra won’t 
necessarily help. 

A widely applicable, and perhaps the most useful, 
method for determining dye purity is thin layer chroma- 
tography, which can quickly tell you when you’ve got a 
mixture of compounds in the bottle. Most of the companies 
that specialize in dyes for analytical cytology will give you 
some idea of the purity of their products if you ask. If you’re 
looking for something that isn’t in their catalogs, try to find 
it in laser grade; laser grade dyes are apt to be reasonably 
clean. I know a lot of people who are happy that they didn’t 
publish results that were obtainable only from a single bottle 
of dye, and a few who are unhappy that they did. I include 
myself in the former category. 

When measuring fluorescence spectra of dyes, it is a 
good idea to make sure that the photodetector in your in- 
strument will respond over the spectral range of emissions 
you intend to measure. Ideally, the fluorescence spectrum 
should be corrected for variations with wavelength in source 
emission intensity and detector response. Most spectro- 
fluorometers use photomultiplier tubes with minimal re- 
sponse above 600 nm and negligible response above 650 
nm; no amount of electronic “correction” can produce an 
accurate spectrum at longer wavelengths from such detec- 
tors. The Hamamatsu R928 and R1477 will respond to 
wavelengths as long as 800 nm; beyond that, you need an 
R3896 or a gallium arsenide tubes uch as an R636. It 
doesn’t matter if the source and excitation monochromator 
in the instrument will provide excitation and select emission 
out to 900 nm if the tube won’t respond past 650. When in 
doubt, look at the PMT. 

In recent years, the manufacturers and distributors of 
dyes used in flow cytometry seem to have taken it upon 
themselves to supply high-quality products. You still need to 
be careful if you play the kinds of games I play, i.e., buying 
laser dyes, drugs, and other interesting chemical structures 
and trying to find out whether they are of any use in flow 
cytometry. 

Since the last edition of this book emerged, several or- 
ganizations, including the Centers for Disease Control, Food 
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and Drug Administration, Health Canada, National Insti- 
tutes of Health, and NCCLS have pursued the standardiza- 
tion of fluorescent reagents. The 800-pound gorilla of stan- 
dardization, at least in the U.S., is the National Institute of 
Standards and Technology (NIST) (formerly the National 
Bureau of Standards), which has been recruited into produc- 
ing some standardized fluorescent reference materials, start- 
ing with a certified fluorescein solution and expected to pro- 
gress to fluorescein-labeled beads and to solutions and beads 
containing other fluorescent materials. Several publications 
have already emerged from NIST’s collaborative eff~rt:~”-~. 

The Dyes are Cast: An Overview 
The spectral characteristics of a representative sample of 

fluorescent dyes, probes, and labels, and the excitation wave- 
lengths available from various light sources, are shown in 
Figure 7-9, on the next page. Although there are thousands 
of compounds in Molecular Probes’ catalog (the indispensa- 
ble and there are at least a few labels that are 
available conjugated to hundreds of different monoclonal 
antibodies, I’d guess that at least three-quarters of the sam- 
ples run through flow cytometers contain at least one of the 
dyes/probes/labels shown in the figure. 

A few selected parameters and applicable fluorescent 
probes are found in Table 7-2, on the page opposite the 
spectral chart. I’ve narrowed down the range of light sources 
in the chart to include four excitation wavelength ranges 
likely to be found in fluorescence flow cytometers, i.e., blue- 
green (488 nm), red (633-640 nm), UV (325-365 nm), and 
violet (395-415 nm). Probe emission maxima are indicated 
next to probe names. 

Consideration of Figure 7-9 and Table 7-2 makes appar- 
ent the rationale for the use of multiple, spatially separated 
fluorescence excitation beams in multiparameter flow cy- 
tometry. Even when one can choose from a number of 
probes to select those with desired spectral characteristics, 
the use of several separated beams generally facilitates resolu- 
tion of fluorescence signals from multiple probes. When a 
choice of probes is not available, multistation flow cytometry 
may provide the only means of making correlated measure- 
ments of two or more parameters of interest. 

I’ve been beating this drum for over twenty years now; as 
I write this, I am looking at an article’ called “Multistation 
multiparameter flow cytometry: A critical review and ration- 
ale,” which I published in Cytometry (3:227-43) in January 
1983. That article, which was adapted from a grant applica- 
tion (not funded the first time around), turned out to be the 
foundation for Practical Flow Cytometry and for this chapter. 
It included spectra of six nucleic acid dyes, five labels (no 
phycobiliproteins), six cyanine dyes (used as membrane po- 
tential probes; the reactive Cy2, Cy3, Cy5, etc. not having 
been developed at the time), and chlorotetracycline, a mar- 
ginally useful probe of membrane-bound calcium. There 
were no usable diode lasers then, and He-Ne lasers only 
came in red, but, more to the point, there were no more 
than a few dozen multibeam flow cytometers in operation, 

and I’d guess that most of them used argon and krypton or 
dye lasers to excite fluorescein- and Texas red-labeled mono- 
clonal antibodies. Today, it’s hard not to do multiparameter 
flow cytometry, and getting harder not to do multistation 
multiparameter flow cytometry; we’ve got better hardware, 
better sobare,  and, to get back to the topic immediately at 
hand, more and better reagents. 

The first nineteen spectra shown in Figure 7-9 are those 
of labels, almost all widely used and readily available conju- 
gated to antibodies and/or nucleic acid probes. The next 
twelve spectra are of nucleic acid dyes, including all five dyes 
(ethidium, Hoechst 33342, DAPI, mithramycin, and ac- 
ridine orange) shown in my 1983 version of the figure. Then 
come four spectra of fluorescent reporter proteins, none of 
which had been described (although the original GFP had) 
when the last edition of this book was written. And, wrap- 
ping up, there are spectra of indo-1, a reliable and widely 
used calcium probe, in the presence and absence of calcium 
ions. To get 37 spectra onto one page, I had to change my 
spectrum display format slightly, but it is still essentially a 
streamlined version of the “box-and whiskers” plot shown in 
Figure 5-6 (p. 236). 

The list of light sources in Figure 7-9 now includes 
Nd:YAG and semiconductor (diode) lasers as well as argon 
and krypton ion lasers, He-Cd and He-Ne lasers, and the 
HG arc lamp. I have drawn long vertical lines corresponding 
to the popular 488 and 633-635 nm excitation wavelengths 
through the spectra to facilitate orientation. If you look care- 
fully, you’ll notice that phycoerythrin and its tandem conju- 
gates are excited much more efficiently by green light (dou- 
bled Nd:YAG lasers at 532 nm, green He-Ne lasers at 543 
nm, or the Hg arc line at 546 nm) than by 488 nm light 
from an argon or semiconductor laser. However, since the 
use of a green source in place of a 488 nm source precludes 
excitation of fluorescein and its derivatives, and the use of a 
green source with a 488 nm source potentially puts stray 
green light into the fluorescein detector, green sources have 
not been widely used to date. That may change. 

Table 7-2 differs from its predecessors in the article* and 
in previous editions of this book in two respects. They cov- 
ered many more excitation wavelengths, and they listed dyes 
that had been used once or twice and weren’t widely avail- 
able. This time around, it made more sense to me to concen- 
trate on materials that were widely used and widely available; 
there are, for example, UV-excited pH probes, but I didn’t 
list them because they are relatively hard to find and not 
extensively described. Note that only one of the labels in 
Figure 7-9 did not make it into Table 7-2; the label is Texas 
red, which is not particularly well excited by 488 nm or red 
light, although I have heard claims that it can be excited in 
the UV and/or violet. 

You won’t find quantum efficiencies or relative fluores- 
cence intensities of the dyes and labels in either Figure 7-9 
or Table 7-2; those details will be covered in subsequent 
discussions of the individual materials. For now, we’ll move 
on to a consideration of staining mechanisms. 
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Figure 7-9. Probe fluorescence spectra and source emission wavelengths. 
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Hoechst dyes (440) 
DAPI (455) 

DNA-SELECTIVE DYES 

REPORTER PROTEINS 

7-amin04-chloro- 
methylcoumarin (470) 

MEMBRANE I POTENTIAL PROBES 1 

indo-l (405) 
indo-l (480) Cat+ PROBES c 

Cascade Blue (420) 

Cascade Yellow (520) Fluorescein, Cy2 (520) 
Cy3 (565) 

PE (575) 
PE-Texas Red (610) 

PE-Cy5 (660) 
PerCP (670) 
PerCP-Cy5.5, 

PE-Cy5.5 (700) 
PE-Cy7 (780) 

Hoechst Dyes (440), 
DAPI (455) 

Chromom ycin, 
Mithramycin (560) 

?7-AAD (660) 

A 0  (520) 

7-AAD (660) 
DRAQ5 (700) 

TO-PRO-I, etc. (530) 
Pyronin Y (575) 
Ethidium (600) 
Propidium (615) 

A 0  (650) 

I 
ECFP (470) 

ECFP (510) 
EYFP (535) 

dsRED (575) 

3-cyano-7- 
hydroxycoumarin (450) 

Fluorescein, 
rhodamine 110 (520) 

resorufin (585) 

DiBAC,(3), DiOC,(3), JC-I, 
Rhodamine 123 (520) 

DiOCJ3) (610) 
JC-I (585) 

I 

BCECF (520) 
Carboxy SNARF-1 (580) 

BCECF (620) 
Carboxy SNARF-I (640) 

fluo-3 (520) 
Fura Red (660) 

I 

APC, Cy5 (660) 

APC-Cy5.5, Cy5.5 (700) 
APC-Cy7 (780) 

DRAQ5 (700) 

TO-PRO-3, etc. (660) 

DilC,(5) (660) 

Table 7-2. Fluorescence spectral properties of a selection of reagents usable for common cytometric tasks. Emission maxima 
are indicated next to names of probes; probes for which two maxima are listed may be usable for ratiometric measurements. 
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Mechanisms of Staining by Fluorescent Dyes 

The selective staining of different cellular constituents by 
fluorescent dyes is largely accounted for by two mechanisms. 

The first of these is involved in staining by fluorescent 
and nonfluorescent dyes, and involves the development of 
contrast due to differences in concentration of dye from 
one region of the cell to another, which result from differ- 
ences in the affinities of various cellular constituents for the 
dye. Thus, basic dyes are bound in relatively high concentra- 
tions to acidic materials such as nucleic acids and glycosami- 
noglycans, while dyes with high lipid solubility stain mem- 
branes and fat droplets, and so on. 

The second mechanism of fluorochroming involves an 
increase in the quantum efficiency of a fluorescent dye when 
it is bound to a particular substance or in a particular envi- 
ronment (e.g., nonpolar vs. polar). The binding of the 
Hoechst dyes and DAPI to the outer groove of the DNA 
molecule results in approximately a hundredfold increase in 
fluorescence, as does the intercalative binding of ethidium 
and propidium; cyanine dyes such as rhiazole orange (TO in 
Figure 7-9) and TO-PRO- 1 increase fluorescence several 
thousandfold on intercalative binding to nucleic acid. How- 
ever, acridine orange (AO), which also intercalates into 
DNA, exhibits slightly lower quantum efficiency when 
bound than when free in solution, i.e., the fluorescence is 
slightly quenched; thus, the bright nuclear staining produced 
by this dye must result almost exclusively from increased 
concentration of the dye in the nucleus. Fluorescent nuclear 
staining with A 0  or with dyes such as neutral red or sa- 
franin, which also decrease quantum efficiency on binding 
to DNA, improves on microscopic observation as the cell is 
left illuminated for a few seconds; the free dye, which ini- 
tially produces high background fluorescence, is bleached 
more rapidly than the DNA-bound dye. It is hard to observe 
fluorescence from thiazole orange-stained nuclei under the 
microscope; there is little or no background fluorescence, 
and the dye in nuclei bleaches rapidly. 

Binding of acid dyes to proteins usually is not associated 
with an increase in quantum efficiency, and background 
fluorescence from free dye tends to be relatively high as a 
result. For this reason, many investigators prefer to use reac- 
tive derivatives of dyes, e.g., fluorescein isothiocyanate 
(FITC), for protein staining. After incubation with FITC 
leaves some fluorescein covalently bound to protein, the 
unreacted dye is removed by washing, resulting in very low 
background fluorescence. 

Even “specific” stains such as the Hoechst dyes and ethi- 
dium may bind nonspecifically to some materials in cells, 
particularly when the dye and/or the interfering material are 
present at high concentrations. Nonspecific staining may 
also occur when environmental factors such as salt concen- 
tration or pH are outside the range in which specific staining 
has been reported. 

Environmental Sensitivity 

Environmentally sensitive dyes are not dyes that recycle 
their garbage, but, rather, dyes that exhibit changes in quan- 
tum efficiency andlor spectral shifts upon binding to mac- 
romolecules or ions, changing ionization state, or moving 
from polar environments, i.e., ionic solutions such as the 
cytosol, to nonpolar environments, such as membrane lipid 
bilayers. 

Environmental sensitivity is desirable, if not absolutely 
essential, for DNA stains, for example. You want the dye to 
fluoresce when bound to DNA and not otherwise. Envi- 
ronmental sensitivity is, in general, undesirable in dyes that 
you want to use to label antibodies or other ligands. Fluo- 
rescein, as I mentioned previously, is sensitive to the pH of 
its environment; as the pH drops, so does the quantum effi- 
ciency. As a result, if you have the same amount of fluo- 
rescein antibody bound to a tube of cells at pH 6.5 and to 
another tube of cells at pH 7, it will appear that there is 
more antibody bound to the cells at higher pH. Propidium 
fluorescence varies with salt concentrationz2’; if you use a 
water sheath with a saline sample, you may find that your 
peak locations are unstable and/or your CVs are high. 

Metachromasia 
The term metachromasia is used to describe pro- 

nounced changes in color and/or fluorescence emission (and 
absorption) wavelength that occur when dyes such as tolu- 
idine blue or acridine orange bind to RNA or glycosami- 
noglycans. While the precise mechanisms of metachromasia 
have been debated since Paul Ehrlich coined the t e ~ r n ~ ” ~ ’ ~ ~ ~ ,  it 
is accepted that the effect results from interactions between 
dye molecules themselves, typically involving the formation 
of dimers, oligomers, or polymers, in which rc orbitals of 
individual molecules interact one another with a resultant 
shift in the positions of electronic energy levels, rather than 
from effects of the environment or other molecular species 
on the electronic structure of the dye molecules. 

The altered spectrum of the metachromatic molecular 
complex is contrasted with the normal orthochromatic 
spectrum of the dye in conditions under which complex 
formation does not occur. When acridine orange is used for 
differential staining of DNA and RNA (introduced on pp. 
96-7 and discussed further on pp. 312 and 320-2), individ- 
ual molecules of dye intercalated into the double helix of 
native DNA are normally far enough from one another to 
prevent complex formation, and therefore retain their ortho- 
chromatic green fluorescence. Dye molecules bound to de- 
natured DNA or single-stranded RNA are free to form meta- 
chromatic aggregates. 

A metachromatic shift of absorption, excitation or emis- 
sion maxima to longer wavelengths is described as a batho- 
chromic shift, or red shift; a shift to shorter wavelengths is 
described as a hypsochromic shift, or blue shift. If the ab- 
sorptivity (i.e., the molar extinction coefficient) of the mate- 
rial increases, it is said to undergo a hyperchromic shift; a 
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decrease in absorptivity is described as a hypochromic shift. 
In fluorescence metachromasia, it is relatively common for 
the excitation spectrum to shift to shorter wavelengths (hyp- 
sochromic shift) while the emission spectrum shifts to longer 
wavelengths (bathochromic shift). This is what happens in 
the case of acridine orange; the excitation maximum of the 
metachromatic red (>650 nm) fluorescence is near 460 nm, 
while the excitation maximum of the orthochromatic green 
(520 nm) fluorescence is near 490 nm . 

In general, more careful control of dye (and cell) con- 
centrations and staining conditions is needed to get reliable 
and reproducible metachromatic staining than might be 
necessary otherwise. Staining of DNA and RNA with ac- 
ridine orange, for example, can be tricky; stabler staining 
patterns may be obtained by continuous addition of stain to 
the running sample734. 

Many dyes change their fluorescence spectra to some ex- 
tent with changes in the polarity of the solvent; small 
changes are usually not described as metachromatic, al- 
though the underlying mechanism may be the same. 

Spectral Changes and Ratiometric Measurements 
In order to make ratiometric measurements of cytoplas- 

mic [Ca*+] (introduced on p. 47) or pH, we need there to be 
substantial spectral shifts in the probes used. As can be seen 
from Figure 7-9, the excitation and emission spectra of indo- 
1 change substantially when Ca++ ions are bound to the 
probe, allowing the ratio of W-excited 405 nm and 480 nm 
emission intensities to be used as an indicator of cytoplasmic 
[Ca*+] . Similarly, ratiometric pH measurement typically de- 
pends on differences in excitation and/or emission spectra of 
different protonation states of the same dye. 

Ratiometric measurement of membrane potentials, 
which will be discussed further on, is more complex; a 
method described from my lab by Novo et a12357 takes advan- 
tage of what is likely to be metachromasia resulting from 
formation of dye aggregates at high concentrations, but 
some other techniques may depend more on environmental 
sensitivity of probes. 

Internal Energy Transfer in Probes and Labels 
The phycobiliproteins, which nature has designed for ef- 

ficient intramolecular energy transfer, and their tandem con- 
jugates, representing early attempts to improve on nature in 
this regard, remind us that energy transfer may be intimately 
involved in determining the spectral characteristics of fluo- 
rescent reagents. Both phycobiliproteins and tandem conju- 
gates are used almost exclusively as labels; we would prefer 
that their fluorescence not exhibit pronounced environ- 
mental sensitivity, and, in general, it does not. 

Newer synthetic probes may use changes in intramolecu- 
lar energy transfer characteristics to advantage; I have already 
mentioned probes for protease activity in which fluorescence 
of a fluorophore quenched by energy transfer in the intact 
probe molecule is markedly increased when the distance 
between fluorophore and quencher is changed by enzyme 

action on the 
cussed in subsequent sections. 

Some other examples will be dis- 

“Vital” Staining 
The availability of flow sorters stimulated interest in the 

development and application of stains that could permit 
viable cells with selected characteristics to be isolated for 
biochemical analysis or for further short- or long-term ob- 
servation in culture. The stains used for such studies should, 
ideally, neither perturb the parameters measured nor com- 
promise the viability of the cells being observed. Many of the 
probes now in use fall short of this ideal; this does not neces- 
sarily preclude their use but does require additional caution 
on the part of experimenters. In essence, we are now forced 
to reexamine the phenomenon of vital staining. 

Staining and “Viability” 
Dyes that can enter and stain living cells have long been 

described as vital stains even though most such dyes known 
to classical cytology are also known to be toxic to cells at the 
concentrations used for so-called vital staining. The semantic 
problems get worse as we go along; there is considerable 
disagreement about the definition of “viability” as it applies 
at the cellular level. People concerned with growing cells in 
culture generally take donogenicity or reproductive viabil- 
ity as a criterion; this has two notable disadvantages. First, 
the definition of viability in terms of reproductive capacity 
excludes fully functional differentiated cells such as nerve 
and muscle cells, blood granulocytes, etc., and preservation 
of some specific cell function therefore seems to be a more 
suitable criterion of viability for such cells. Second, while 
reproduction of cells in culture providts unequivocal evi- 
dence of viability, failure to reproduce may be due to defi- 
ciencies in the medium and/or the experimenter rather than 
to cell damage. 

If reproductive capacity is too stringent a criterion of vi- 
ability, it is clear that some other criteria are not stringent 
enough, e.g. the capacity of the cell to exclude dyes such as 
trypan blue, eosin, and ethidium bromide. Cells that have 
been so damaged as to be incapable of performing their typi- 
cal differentiated functions, e.g., chemotaxis and phagocyto- 
sis in the case of granulocytes, may still be classified as “vi- 
able” by a dye exclusion test. 

“Intact” versus “Live” Cells 
I find it convenient to use the term intact cells to de- 

scribe cells that have not been treated with fixatives or lysing 
agents, and that do not show obvious morphologic damage 
or functional impairment. This avoids the issue of reproduc- 
tive viability, but does preserve most of the distinction be- 
tween cells in which studies of functional parameters are and 
are not appropriate. Among the extrinsic parameters listed in 
Table 7-1, membrane-bound and cytoplasmic [Ca”], mem- 
brane integrity and permeability, endocytosis, membrane 
fluidity, structuredness of cytoplasmic matrix, membrane 
potential and pH are meaningful only as characteristics of 
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intact cells. The validity of studies of responses of these pa- 
rameters to biologic stimuli is best established by the inclu- 
sion of controls that demonstrate known responses to stan- 
dard stimuli, e.g., changes in calcium distribution in cells 
treated with calcium ionophores. 

Getting Dyes Into - and Out of - Intact Cells 
In order to stain constituents not located on the surfaces 

of intact cells, a dye must be capable of crossing the cell 
membrane, either by diffusion or by some form of active 
transport or carrier-mediated transport (endocytosis can 
be considered as falling in the latter category). Most dyes 
that have been described as vital stains are small molecules 
that are relatively lipid soluble and are either positively 
charged or electrically neutral at physiologic pH. High lipid 
solubility favors partitioning of dyes from aqueous media 
into the lipid bilayer phase of the cell membrane and into 
membranous or lipid-containing intracellular structures. 
Positively charged dye molecules are attracted to negatively 
charged cell constituents such as glycosaminoglycans and 
nucleic acids; in addition, in living cells, positively charged 
molecules are concentrated from the medium into the cyto- 
sol and from the cytosol into mitochondria because there are 
interior-negative electrical potential gradients across both the 
cytoplasmic and the mitochondrial membranes. 

Active and carrier-mediated transport both giveth and 
taketh away; there are a number of efflux mechanisms that 
may be active in cells. Perhaps the most notable is the glyco- 
protein efflux pump responsible for multiple drug resistance, 
which efficiently clears a wide variety of molecules from 
cells. Microorganisms exhibit an even broader range of 
transport mechanisms than do mammalian cells, making it 

risky to assume that dyes will interact in the same ways with 
prokaryotes and eukaryotes. 

The cytoplasmic membranes of bacterial, fungal, and 
plant cells are surrounded by cell walls, which may offer 
barriers to dye entry not encountered in animal cells, which 
lack cell walls. Of particular note is the outer membrane 
found in Gram-negative bacteria, which, in its native state, 
prevents most lipophilic materials from entering the organ- 

Permeancy and Permeability 
Cytometry has picked up words from the lexicon of his- 

tology and histochemistry that describe the propensities of 
dyes and other chemicals for entering cells and the propensi- 
ties of cells for taking up dyes and other chemicals. To  re- 
peat what I said when I introduced this topic on p. 43, ma- 
terials that can readily cross the intact cytoplasmic mem- 
branes of cells are said to be membrane-permeant, or, more 
simply, permeant; materials that are excluded by intact cy- 
toplasmic membranes are described as membrane- 
impermeant, or just impermeant. In order to stain living 
cells, i.e., to act as a vital stain, a dye must be permeant. 

Cells that can take up a dye or other chemical are said to 
be permeable to the material; cells that cannot take up a 

material are said to be impermeable to it. The terms “per- 
meability” and “impermeability” are used to characterize cell 
membranes in particular as well as cells in general. 

A look at the structures of some nucleic acid dyes, shown 
in Figure 7-10, on the next page, may provide some help in 
understanding permeancy and impermeancy. Organic com- 
pounds bearing at least two positive charges, exemplified by 
fluorescent nucleic acid binding dyes such as DAPI, 
propidium iodide (PI) and TO-PRO-1, are impermeant. 

Ethidium bromide (EB), not shown in the figure, shares 
the heterocyclic ring structure of PI, but carries only a single, 
delocalized positive charge; the ring nitrogen bears an ethyl 
(C,H,) group instead of the n-propyltrialkyl quaternary 
ammonium group (the “pro” in propidium) found on the 
ring nitrogen in PI. 

Both dyes form complexes with DNA and RNA, and are 
toxic to cells once taken up. However, EB normally enters 
cells, albeit slowly, and is known to be pumped out of at 
least some ba~teria’”~, while PI is normally excluded by its 
additional charge. Although EB is often used in lieu of PI for 
dye exclusion tests, it should not be because it is not truly 
impermeant. One can generalize from this; one should not 
assume that a dye is impermeant without determining 
whether or not it is being transported out of cells. 

TO-PRO-I, a dye developed by Molecular Probes, has a 
delocalized positive charge on the heterocyclic ring structure 
and a propyltrialkyl (quaternary) ammonium on one ring 
nitrogen; it is, as was noted on the previous page, imper- 
meant. Its parent compound, thiazole orange, has two N- 
methyl groups and lacks the quaternary ammonium sub- 
stituent; it carries a single delocalized positive charge and is 
highly permeant. Thiazole orange was originally synthesized 
by Lee et a176’ at B-D as a stain for blood reticulocytes, mak- 
ing it highly desirable that it be permeant. Molecular Probes 
has produced a number of variants of the molecule, both 
permeant (the S I T 0  dyes) and impermeant (TO-PRO-I 
and its homologues and some of the SYTOX dyes). The 
fluorescent properties of all of these dyes, which enhance 
fluorescence as much as several thousand times on binding 
to DNA or RNA, derive from the heterocyclic ring struc- 
ture; the permeancy properties derive from the nature of 
various ring substituents, which have only minor influence 
on the fluorescence spectrum. Appropriate modification of 
ring substituents can influence not only whether or  not a 
dye is permeant, but how rapidly it will enter, or leave, cells. 

You might want to take some guesses as to the per- 
meancy or impermeancy of the other dyes shown in Figure 
7- 10; the answers will appear in the subsequent discussion of 
nucleic acid stains. 

There are two basic strategies for introducing imper- 
meant dye molecules into living cells. The first, permeabili- 
zation, basically involves malung holes in the membrane. 
This can be done physically, as in microinjection or mem- 
brane permeabilization by electrical breakdown (electropora- 
tion) or mechanical manipulation. Alternatively, membranes 
can be permeabilized by treatment with fixatives, or with 
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Figure 7-10. A “rogues’ gallery” of nucleic acid dyes. The chromomycin structure shown is the chromomycin nucleus; 
chromomycin 4, mithramycin, and olivomycin each have different oligosaccharides as RI and R2. Ethidium is similar to 
propidium, but with a ring N-ethyl group; thiazole orange (TO) is similar to TO-PRO-I, but has N-methyl groups on 
both rings. All structures except chromomycin were provided by Molecular Probes, Inc. 

milder chemical agents such as lysolecithin. In either case, 
one can expect that solutes other than dye molecules will 
pass from cell to medium and vice versa during the time in 
which the membrane is permeable to dye. This in itself can 
produce alterations in cell physiology2”; e.g., membrane 
potential drops to zero for a time. It then falls to the inves- 
tigator to show that permeabilization didn’t perturb the cells 
sufficiently to cast doubt on the validity of results obtained 
after staining and cytometry. I have been permeabilized by a 
15 gauge hypodermic needle without ill effects; I would not 
expect to survive permeabilization by a 12 gauge shotgun. 

The second strategy for getting dyes across membranes of 
living cells involves chemical modification of the dye mole- 
cules themselves. Acid dyes such as fluorescein do not cross 
cell membranes, but their electroneutral esters do. Diace- 
tylfluorescein, which will forever be improperly called fluo- 
rescein diacetate (FDA), also called is uncharged and lipid 
soluble, and thus permeant; once inside the cell, ester mole- 
cules are readily and rapidly hydrolyzed to free fluorescein by 
nonspecific esterases, which are present in almost all cells. 
This effect serves as the basis for a test of cell “viability,” or, 
more accurately, of membrane integrity; the ester is not 
fluorescent, while the free fluorescein anion, which is re- 
tained by intact cells, renders them highly fluorescent. 

If one makes chromogenic or fluorogenic esters that re- 
quire less ubiquitous enzymes than nonspecific esterases for 

hydrolysis, the accumulation of color or fluorescence in in- 
tact cells can be used to provide an indication of the pres- 
ence and relative activity of various enzymes in those cells. 
Chemical modifications other than esterification, e.g., oxida- 
tion or reduction, may also be made to render dye molecules 
capable of crossing the cell membrane, and may also intro- 
duce a requirement for intracellular enzyme action to restore 
the staining characteristics of the unmodified molecule. 

Vital Dye Toxicity and Photosensitization of Cells 

It is important to remember that a permeant “vital” stain 
may eventually damage or kill cells; in this context, as in 
others, it is wise to establish that measurement conditions do 
not themselves perturb what one is attempting to measure. 

Deleterious effects on cells other than those due to direct 
chemical toxicity of dyes may occur due to photosensitiza- 
tion when stained cells are exposed to high-intensity laser 
light. Many fluorescent dyes sensitize cells to photodynamic 
damage, although dyes that bind to DNA, such as the 
Hoechst dyes and the acridines, are probably best known in 
this regard. The probability of damage to cells stained with 
such dyes increases with the laser power used for analysis as 
well as with dye concentration. 

When analyzing possible toxicity due to photosensitizing 
dyes, one should also bear in mind that a few hours’ expo- 
sure of stained cells to fluorescent lighting in the laboratory 
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may produce photodynamic damage equal to or greater than 
that resulting from a few microseconds in a low-power laser 
beam. To  verify that cells are indeed being damaged by the 
dye and/or the laser, it is usually necessary to compare 
treated cells with cells kept in the dark. 

Fixation - Why and How 
Permeabilization can be, but is not always, accomplished 

in the context of fixation of cells. Most staining procedures 
in histology and histopathology, and many histochemical 
and cytochemical procedures, were originally developed us- 
ing fixed specimens. The term “fixation” itself reminds us 
that one of the several original purposes of fixation was to 
make cells and tissues physically rigid enough to survive em- 
bedding and sectioning. Fixation was also necessary to make 
cells permeable to dye, thus allowing optimal staining, and 
to preserve specimens by inhibition of autolysis and micro- 
bial action. Bake?* provides an excellent discussion of fixa- 
tion mechanisms and of the classical fixatives; among these, 
ethanol and formaldehyde (and paraformaldehyde) are 
widely used for flow cytometry. More modern work on fixa- 
tives and mechanisms, with emphasis on the actions and use 
of glutaraldehyde, was summarized by HopwoodZn8 and in a 
volume edited by StowardZn9; H o p ~ o o d ” ~  provides a some- 
what more recent large review. 

Fixation is not an option when an experimenter’s pri- 
mary objective is to sort and retrieve living cells. However, 
when the objective is the demonstration and/or quantifica- 
tion of chemical constituents in cells, and there is no need 
for the cells to be kept alive during or after the process, it 
makes sense to work with fixed cells. 

Fixation for Biohazard Control 
Until the HIV epidemic emerged in the 1980’s, most 

people who made flow cytometric measurements of unfixed 
cells preferred to work with unfixed material, which was at 
least perceived as being freer of cell aggregates, debris, etc., 
and exhibiting less autofluorescence than fixed specimens. 
While, statistically speaking, experimenters were far more 
likely to be exposed to such pathogens as the hepatitis B 
virus than to H N ,  the perceived threat from the latter agent 
was what changed behavior, inside and outside the labora- 
tory. Fixation with the objective of killing HIV and other 
viruses that may be present in specimens has now become 
routine in most flow cytometry involving cells or body fluids 
of human origin, and appropriate precautions against infec- 
tion are widely, if not universally, observed when unfixed 
specimens must be analyzed. 

The effects of faatives on the infectivity of cells carrying 
HIV were examined by Cory, Rapp, and Ohlsson- 
Wilhelm”03, who found that 30 min exposure to 0.5% para- 
formaldehyde, 1.85% formaldehyde, absolute methanol, or 
1 : 1 methanol-acetone reduced infectivity by more than 
99.9 9 Yo. 

Ericson et allsn4 studied the effects of commercial proprie- 
tary red cell lysing and fxing solutions on the HTLV-1 ret- 

rovirus. Coulter ImmunoPrep/QPrep and Immuno-lyse 
(Coulter Immunology, Hialeah, FL), FACS Lyse (B-D Im- 
munocytometry Systems, San Jose, CA), and GenTrak 
whole blood lyse and fix solution (GenTrak, Plymouth 
Meeting, PA) all substantially reduced infectivity of infected 
cells seeded into blood and cultured after 5 min exposure. 
Ortho-lyse (Ortho Diagnostic Systems, Raritan, NJ), which 
had no added fixative, and ammonium chloride lysing solu- 
tion, with 0.1 or 1.0 Yo paraformaldehyde added, did not 
reduce infectivity after 5 min but did after 60 min; other 
solntions worked better after 60 min than after 5 min. 

This is good news and bad news; good news, because 
most people who do flow cytometry use commercial fixing 
and lysing solutions containing agents that are known to 
inactivate at least the two retroviruses studied in the refer- 
ences just cited, and bad news, because the development of 
new fixation techniques must now entail determining 
whether or not they inactivate various pathogens, a task for 
which most experimenters do not have much enthusiasm. If 
you remain undaunted, read on. 

Fixation Mechanisms 
Most of the effects of fixatives result from their action on 

proteins, which are denatured, precipitated, and/or cross- 
linked by fixatives at appropriate concentrations. The classi- 
fication of fixatives as coagulant (e.g., acetone, ethanol, and 
methanol) or non-coagulant (e.g., acetic acid and formalde- 
hyde) is based upon visual observation of their effects on 
solutions of albumin. However, both the coagulant alcohol 
and the non-coagulant aldehyde fixatives polymerize pro- 
teins. While the formation of protein aggregates is generally 
useful in stabilizing tissue specimens for embedding and 
sectioning, it is obviously only desirable up to a point when 
one wants to prepare suspensions of unclumped single cells 
for flow cytometric analysis. For many applications, it has 
been found useful to combine fixatives with detergents, 
which improve the speed and uniformity of reagent penetra- 
tion into cells and tissuezZ5. 

Permeabilization versus Fixation 
Since specimens are usually not kept after they have been 

analyzed by flow cytometry, the preservative action of fixa- 
tives is generally unnecessary. In some cases, it may actually 
be desirable to remove portions of cells, as when flow cy- 
tometric measurements of DNA content are made on iso- 
lated nuclei from which the surrounding cytoplasm and 
extracellular matrix have been stripped by a combination of 
mechanical means, enzymes, hypotonic media, and non- 
ionic detergents such as Nonidet P-40 or Triton X-100. In 
the strictest sense of the term, specimens so treated can be 
said to consist of “unfixed cells,” but they certainly cannot 
properly be described as “vitally stained.” From a practical 
point of view, it makes sense to consider such cells as fixed; 
bear in mind, however, that while the cells are dead, accom- 
panying pathogens may well not be. 
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Cells can be permeabilized without being fixed. Tran- 
sient permeabilization with lysolecithin or electroporation, 
or addition of pore-forming peptide antibiotics such as 

will allow cells to take up normally impermeant 
dyes such as propidium; at least some such treatments won’t 
even kill the cells, much less fix them. Even the detergent 
treatment mentioned above, which makes the cells so per- 
meable that everything but the nucleus washes away, doesn’t 
do many of the things we expect fixation to do. 

And cells can be fixed without being permeabilized, or at 
least exposed to fixatives without being perrneabilized. The 
kicker here is that both “permeabilization” and “fixation” are 
terms covering a multitude of sins. As I wrote a quarter- 
century 

nisin25S6-i, 

“Though I’m no linguist, I have heard 
that every Eskimo 

Learns sixteen different words describing 
different kinds of snow. 

I find it hard to understand how 
histochemists live 

And work with but a solitary word for fixative.” 

If we look at an intact cell as a plastic bag, we can envi- 
sion permeabilization as turning it into a mesh bag. The 
problem is that it takes a finer mesh bag to hold marbles 
than to hold golf balls, and a finer mesh bag to hold golf 
balls than to hold baseballs. The antibiotic gramicidin A 
forms a 4.7 A pore in cell membranes2588; this makes the 
membranes of cells exposed to gramicidin A permeable to 
most inorganic ions, with the result that the transmembrane 
electrical potential gradient is reduced to zero. However, the 
cells do not take up propidium. Nisin, which, as mentioned 
above, does make cells permeable to propidium, forms an 8 
A pore in membranes; bigger impermeant molecules need 
bigger holes to get through membranes. If you’re trying to 
stain an intracellular antigen with a fluorescein-labeled IgG 
monoclonal antibody (MW 160,000), you’ll probably need 
a much bigger hole than nisin makes, and, if you’re working 
with a phycoerythrin-labeled monoclonal antibody (MW 
400,000), you’ll need a bigger hole than that. 

If you need to expose large molecules or supramolecular 
structures in cells to antibodies or gene probes, but you want 
to keep at least some smaller molecules in or associated with 
the cells, you’ll have to resort to fixation, and, in particular, 
to fixation with a cross-linking agent, which you will proba- 
bly need to use in combination with a detergent or other 
permeabilizing agent. The cross-linking fixative will attach 
the small stuff you want to bigger stuff, which will keep it 
from getting through the big holes you made in the mem- 
brane. 

Fixative Effects on Scatter Signals 
The effects of alcohol and aldehyde fixation on proteins 

result in a marked increase in the refractive index of the 
cytoplasm, which rises from the value of approximately 1.35 

observed in living cells to about 1.54. The refractive index of 
an isotonic saline solution is about 1.335. Since the amount 
of light scattered by cells is a function of the difference in 
refractive index between cells and the suspending medium, 
the amplitudes of light scattering signals are considerably 
higher for alcohol- or aldehyde-fixed than for unfixed cells. 
This may improve discrimination between cell types based 
on light scattering measurements. However, increased scat- 
tering may also affect the precision of fluorescence measure- 
ments because the effective amplitudes of both the excitation 
beam and the emitted fluorescence may be altered due to 
scattering by cytoplasmic structures. Scattering data may be 
difficult to interpret because various fixatives and postfixa- 
tion treatments may in themselves change cell sizes, some- 
times exerting different effects on different cells or on cells in 
different states. This topic was discussed in detail by Pent- 
tila, McDowell, and Trump2”, who also used flow cyro- 
metric measurements of light scattering and extinction to get 
a clearer description of cell volume changes during cell in- 
jury and fixation”’. 

Carulli et a12589 found that 10 minutes’ exposure to BD 
FACS Lysing Solution, which contains a fixative as well as a 
lysing agent, allowed eosinophils in whole blood samples to 

be discriminated from other granulocytes on the basis of 
forward and side scatter signals. 

Fixation for Surface Antigen Measurements 
While some protein structures and enzyme activities re- 

main unaltered after fixation, it is unwise to assume that the 
structure that particularly interests you will survive intact. 
For this reason, it has become common practice to stain cell 
surface antigens with fluorescent antibodies before fixing the 
cells to allow fluorescent staining of other constituents, e.g., 
DNA. 

There are several reasons for doing immunofluorescence 
analyses on fixed cells. One is that appropriate fixation kills 
pathogens, but there are others. If, for example, you want to 
do simultaneous analyses of DNA content and surface anti- 
gens, using fluorescent antibodies and propidium’20-’, you’ll 
need to fix the cells to permit RNAse treatment and nuclear 
staining while preserving the antigen-antibody complexes 
bound to the cell membrane. If you have only occasional 
access to a flow cytometer, and/or you collect samples over a 
period of days, you can’t have everything stained fresh. And, 
of course, when you walk into the flow cytometer room with 
100 freshly stained samples and the technician tells you the 
machine is down for two days, fixation is your only salva- 
tion. 

Before you fix cells, it’s a good idea to run them over a 
Percoll gradient, or do whatever else you like to do, to get 
rid of dead cells and debris. It’s essential to wash the cells 
several times to get rid of any protein that may be in the 
medium; otherwise, you will end up with cell clumps at best 
and fluorescent-labeled aspic at worst. 

Years ago, I used a modified version of Raul Braylan’s 
time-honored procedure”’ for ethanol fixation of im- 
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munofluorescent stained cells. Washed cells, at a concentra- 
tion of 2 x 106/ml or less, in phosphate buffered saline, pH 
7.3, at 4 “C, are placed on a vortex mixer, and an equal 
amount of cold absolute ethanol is added slowly while vor- 
texing. Cells fixed according to this procedure can be kept 
for at least several days, and often considerably longer, at 4 
“C. 

A frontal approach to fixation for immunofluorescent 
staining was taken by Van Ewijk et a1726, who compared im- 
munofluorescence signals from fresh mouse and human 
lymphoid cells and from similar cells fixed before im- 
munofluorescent staining. Paraformaldehyde, glutaralde- 
hyde, acrolein, and osmium tetroxide at various concentra- 
tions were tested as fixatives; staining of Thy-1, T-2090, 
Lyt-1, Lyt-2, and Th-B antigens on murine and of B1, B2, 
P,-microglobulin, HLA-DR, CALLA, OKT-3, and Leu-4 
on human cells was quantified by flow cytometry. Fixation 
with 0.5% paraformaldehyde prior to immunofluorescent 
staining was found to preserve all mouse and human anti- 
gens studied; cells so fixed were stable and could be stored 
for at least one week prior to immunofluorescent staining 
without adverse effects. 

Fixatives: Coming Out of Aldehyding Places 
At present, formaldehyde and its supposedly less evil 

twin, paraformaldehyde, are probably the most popular 
fixative for immunofluorescent stained cells; ethanol, glu- 
taraldehyde, and methanol have also been used. One might 
expect that alcohols would be preferable to aldehydes for 
fixing cells prior to immunofluorescence measurements, 
because aldehyde fixatives react with a variety of amines 
found in cells to produce fluorescent materials. Gluta- 
raldehyde is notably worse than formaldehyde in this regard; 
on the positive side, this led to widespread use of chicken 
erythrocytes fixed in glutaraldehyde as low-intensity fluores- 
cent particle   standard^"'^^ in the early days of immunofluo- 
rescence measurements. So-so standards are better than no 
standards at all. 

Formaldehyde itself tends to polymerize in aqueous solu- 
tion, making it difficult to control the effective concentra- 
tion of fixative (at some point, the solution should become 
informaldehyde); methanol is added to many formaldehyde 
solutions to retard polymerization. Methanol-free formalde- 
hyde is generally regarded as preferable for fixation. Rela- 
tively stable, methanol-free formaldehyde solutions are avail- 
able; however, many people prefer to use paraformaldehyde, 
which is polymerized formaldehyde, available in solid form, 
to make up solutions containing a well-controlled concentra- 
tion of formaldehyde. It is relatively common practice to 
heat solutions prepared from paraformaldehyde, ostensibly 
to facilitate depolymerization, to add buffer to prevent the 
formation of formic acid, and to make up fresh solutions 
frequently. However, Helander has that depoly- 
merization occurs at room temperature, that only very small 
amounts of formic acid actually do occur in paraformalde- 

hyde solutions, and that solutions are stable for at least a 
week. It may take considerably longer than that to dispel the 
urban legends. 

We can certainly put the knock knock on formaldehyde; 
it’s toxic, mutagenic, and potentially carcinogenic. Since 
detecting the slightest whiff of it in your house is likely to 
put you on the phone to a trial lawyer, why put up with it in 
your lab? Bostwick et alzSs4 found they could switch to a mix- 
ture of 56% ethanol and 20% ethylene glycol and establish a 
“formalin-free surgical pathology lab.” I guess we all have 
our pet causes. 

It may be desirable to use non-aldehyde, cross-linking 
fixatives such as dimethylsuberimidate”’, l-Ethyl-3-(3-Dim- 
ethylarninopropy1)-Carbodiimide Hydrochloride (EDC)’”’-’, 
N-Succinimidyl-3-(2-Pyridyldithio) Propionate (SPDP)””, 
or dimethyl 3,3’dithiobispropionimadate (DTBP)2”3 to 
minimize fluorescence induced by fixation, although these 
materials may be more expensive and less stable than more 
commonly used fixatives. Alternatively, Tagliaferro et a12”* 
have described a procedure that uses Schiff base formation 
with fuchsin to quench fluorescence in glutaraldehyde-fixed 
material. 

Over the years, a fair amount of effort has been devoted 
to producing stabilized blood cell controls for cytometry, 
which necessarily involves accomplishing at least some of the 
goals of fixation. Jani et a12576 have tested the “TransFix” so- 
lution, developed by Barnett et al to prepare one such con- 
t r~ l ’~~’ ,  as a fixative and transport medium for blood speci- 
mens intended for CD4+ cell counts. They found that 
counts remained stable in fixed specimens kept for 7 days 
under simulated tropical conditions expected to be found in 
resource-poor settings with a high prevalence of HIV infec- 
tion. TransFix preserves most common surface antigens, and 
could find a wide range of applications; if it does, it is almost 
certain that flow cytometer manufacturers and third parties 
now producing fixing and lysing solutions will work toward 
producing their own improved products to permit longer 
specimen storage times under wider ranges of environmental 
conditions. 

There are applications for which existing commercial 
fixatives are less than ideal; one of them is counting CD34+ 
stem cells in blood, which are consistently lower in speci- 
mens subjected to red cell lysis and fixation than in those 
subjected to lysis It has been observed that different 
commercial fixing and lysing solutions have different effects 
on the forward and side scatter signals from leukocyte popu- 
lations and on levels of expression of some  antigen^^^^^^^^^"; 
Macey et a12600 advocate making immunophenotyping meas- 
urements on unfixed, unlysed whole blood using a permeant 
nuclear stain to identify nucleated cells. This approach can 
provide a good reference method for analyzing selective cell 
loss due to lysing reagents and fixatives; more studies in this 
area are badly needed. Manufacturers’ tendency to keep the 
compositions of their preparative solutions secret does not 
facilitate evaluation of these products. 
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Fixation for lntracellular Antigen Measurements 

When you're after intracellular antigens, with or with- 
out surface antigens, the cells have to be fLvd before you can 
finish your immunofluorescent staining. Jacobberger et a1727 
and Levitt and King728 recommended methanol fixation for 
such purposes; 900 p1 of ice-cold or colder 100% methanol 
are layered over 100 pl phosphate buffered saline (PBS), pH 
7.4, containing lo6 washed cells. Cells so fixed can also be 
stained with propidium iodide for simultaneous flow cy- 
tometry of intracellular immunofluorescence and DNA con- 
tent. Clevenger, Bauer, and Ep~tein'*~' fixed cells at 4 "C 
with 0.5% paraformaldehyde and then permeabilized them 
with 0.1% Triton X-100 in PBS. 

For staining both surface and intracellular antigens, one 
can either stain the surface antigen and then fix and perme- 
abilize the cells129o, or fix the cells in such a way that surface 
antigens are preserved. Other fixatives that have been used 
include buffered formaldehyde-acet~ne'~'', periodate-lysine- 
f~rmaldehyde'~'~, and paraformaldehyde followed by metha- 
nol, which was found in careful comparative evaluations by 
Pollice et and Schimenti and Jac~bberger"'~ to mini- 
mize loss of signal from antigens and to provide good DNA 
staining characteristics in terms of G1 peak location and C V  
and relative lack of clumps and debris. Schmid, Uitten- 
bogaart, and G i ~ r g i ' ~ ' ~  reported good results with fixation for 
1 hr at 4 "C in 0.25% buffered paraformaldehyde followed 
by permeabilization for 15 min at 37 "C with 0.2% Tween 
20; this treatment preserves relationships between leukocyte 
clusters on displays of forward vs. side scatter. Other perme- 
abilizing agents that have been used for staining nuclear an- 
tigens include n-octyl-beta-D-gluc~pyranoside'~'~, digi- 
t ~ n i n ' ~ ~ ? ,  ~apon in '~ '~ ,  and lysolecithin260'. 

There is no "one-size-fits-all" solution to the problem of 
preparing cells for such analyses; Koester and Bolton2602 offer 
some guidelines and recommendations. However, there are 
fixative solutions available from numerous manufacturers 
that can be used for flow cytometric analysis of a variety of 
the more widely studied intracellular antigens. 

Fixation for DNA Content Determination; Getting 
DNA (and Antigens) Out of a Tight Fix 
DNA content analyses may be done on cells that have 

been liberated from tissues and tumors by mechanical and/or 
chemical treatment rough enough to render them perme- 
able, in which case fixation is not necessary to permit stain- 
ing with impermeant dyes. Fixation remains useful, how- 
ever, when material needs to be transported before analysis, 
in which case the fixative serves the classical purpose of pre- 
serving the specimen. Howell et al'299 found the very classical 
fixative mixture of 2O:I methano1:acetic acid usefil in pre- 
paring cells from urine and bladder washing for both cy- 
tologic examination and DNA content analysis. Rouselle et 
a l Z 6 O 3  evaluated fixation with a variety of commonly used 
mixtures and found DNA content distributions with the 

lowest CVs were obtained using 68% ethanol and 85% 
methanol. 

DNA content analysis may also be done on cells released 
from paraffin, which may have been fixed before the experi- 
menter was born and which, in hindsight, may have been 
fixed a little more thoroughly than may be desirable for 
DNA analysis. Fixation is known to decrease accessibility of 
DNA stains to DNA, probably as a result of extensive cross- 
linking of histones to DNA"". Luckily, cross-linking can be 
reversed; Overton and McCoy26o5 report that resuspending 
formalin-fixed cells in saline and heating them at 75 "C for 
at least an hour prior to staining restores the accessibility of 
the DNA to propidium. 

The same general trick may be useful in restoring anti- 
gens in fixed tissue to enough of a semblance of their native 
state to permit or improve immunofluorescent staining. 
Boenischz606 examined heat-induced antigen retrieval of a 
number of tissue antigens using two popular techniques. 

Catch the Wave: Fixation by the (Cook) Book 

A lot of histologists and pathologists now seem to be us- 
ing heat, with or without added chemical agents, for fixa- 
tion. This isn't a completely new idea; in the 1970's, the 
Block group found that, when warmed to 40 "C, a glutaral- 
dehyde fixative took less than 20 seconds to render red 
blood cells impervious to lysis by distilled water. 

We didn't use a microwave oven back then, but that's 
what people are doing now. It has been established that the 
microwaves don't accomplish anything more subtle than 
heating the specimen, which decreases fixation time when 
the oven is used in conjunction with a chemical 
And, for those of you who have noticed warm and cold spots 
in different regions of the same microwaved entree, I will 
point out that Login et alZ6O8 have devised methods for cali- 
brating and standardizing microwave ovens for various fixa- 
tion procedures. I'll have to find out whether they work for 
day-old Hunan pan-fried noodles. 

Microwave fixation does not seem to have been used 
much for flow cytometry, but a provocative paper by Grutz- 
kau et a12609 suggests that quantitative flow cytometry to de- 
termine optimal conditions for microwave and chemical 
fixation and for permeabilization could be useful in prepar- 
ing samples for immunoelectron microscopy, and that mi- 
crowave fixation might be usehl for flow cytometric analysis 
of intracellular antigens. 

Fixation Artifacts 
If you are trying to reproduce a staining technique de- 

scribed in the literature, it's a good idea to use the fixation 
procedure employed by the author(s) of the paper in ques- 
tion. Even then, particularly if you're trying to do quantita- 
tive analyses, you may need to find out whether, and to what 
extent, variations in fixative composition and conditions 
affect staining. Holtfreter and Cohen13'" noted that 50% 
ethanol fixation yielded the same DNA fluorescence from 
nucleated frog erythrocytes and leukocytes, while higher 
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concentrations gave bimodal distributions, presumably due 
to the different density of chromatin in the two cell types. 
Haynes, Moynihan, and Coheni3” found that binding of an 
anti-human CD25 antibody to paraformaldehyde-fixed frog 
cells was artifactual, there being no evidence of reactive epi- 
topes on unfixed cells. Jumping to humans, Cahill, Macey, 
and N e ~ l a n d ’ ~ ~ ~  reported that formaldehyde fixation of 
platelets can result in artifactual expression of antigens in- 
dicative of activation. The best way to avoid artifacts and 
other troubles with fixation is, of course, to work with un- 
fixed cells. 

Red Blood Cell Lysis: The Distilled Essence 
O n  those occasions when you can get away without fix- 

ing, and want to make immunofluorescence measurements 
of leukocytes from blood or bone marrow without accom- 
panying red cells, you resort to lysing agents, which are often 
either proprietary mixtures or ammonium chloride solutions 
(the two are not mutually exclusive). I have always preferred 
hypotonic lysis; I dilute the blood 1:lO with distilled water, 
wait for a few seconds until it clears, and bring the osmotic 
strength back to normal with concentrated saline. I was thus 
pleased to see that Terstappen, Meiners, and L~kenl’~’, who 
contributed quite a bit to the analysis of leukocyte antigens, 
found that hypotonic lysis preserves cellular immunofluores- 
cence and scatter signals, and avoids cell loss encountered 
with ammonium chloride. This method also requires no 
washes, something else I favor in my lab, where flow cy- 
tometers outnumber people. 

7.4 NUCLEIC ACID DYES AND THEIR USES 
Fluorescent nucleic acid-binding dyes can used to meas- 

ure a number of the extrinsic parameters shown in Table 7-1 
(p. 286), including DNA content, DNA base ratio, single- 
and double-stranded RNA content, and also to characterize 
chromatin structure and to detect DNA synthesis. A 
“rogues’ gallery” of nucleic acid stains appears in Figure 7-10 
(back on p. 301). 

DNA Content Measurement 
Many, if not most, users of flow cytometers and sorters 

have at least a passing acquaintance with measurements of 
the DNA content of cells and chromosomes, which can be 
done rapidly and precisely by flow cytometry using a variety 
of fluorescent stains. I introduced DNA content measure- 
ments and some of the dyes used to make them on pp. 21- 

DNA content measurements were shown to be relevant 
to tumor pathology and chemotherapy in the late 1960’s, 
and stimulated interest in fluorescence flow cytometry at a 
time when few, if any, instruments were sensitive enough to 
make immunofluorescence measurements. 

The ideal dye for measurement of DNA content would 
be DNA-specific; that is, it would form a fluorescent com- 
plex with DNA, but not with RNA or with other macromo- 
lecular species. It would also not exhibit any base or se- 

26,43-4, and 96-7. 

quence preference; in other words, the fluorescence from a 
given number of dye molecules bound to another given 
number of base pairs’ worth of DNA would be the same, 
regardless of the proportions of A-T and G-C base pairs in 
the DNA. 

Dick Haugland, of Molecular Probes, has taken me to 
task over the use of the term “DNA-specific’’ to describe real 
DNA dyes; he says there aren’t any really DNA-specific dyes 
and suggests DNA-selective as a more appropriate adjective. 
1’11 go with that from now on, and recommend you do the 
same. Some, but not all, of the improvements in DNA con- 
tent measurement since the 1960’s have resulted from the 
discovery or synthesis and use of dyes with greater DNA 
selectivity. 

Feulgen Staining for DNA Content 
By 1969, Van Dilla et al had used a modified Feulgen 

procedure with fluorescent stains (acriflavine and auramine 
0) and an argon laser source flow cytometer to produce 
DNA content distributions with a coefficient of variation of 
6% for the diploid cell peak7’. Feulgen staining is highly 
DNA-selective, but the procedure is also technically inten- 
sive, and the search for dyes that might be easier to use be- 
gan almost immediately. 

DNA Staining with Ethidium and Propidium 
The first step in this direction was taken in 1969, when 

Dittrich and Gohde published a relatively sharp DNA con- 
tent distribution obtained using their arc source flow cy- 
tometer to measure the fluorescence of fixed cells stained 
with ethidium bromide”. Propidium iodide2I6 was intro- 
duced by Crissman and Steinkamp’” in 1973 as a substitute 
for ethidium bromide in procedures for simultaneous quan- 
titative analysis of DNA and protein content, in which fluo- 
rescein isothiocyanate (FITC) was used as a covalent stain 
for protein. Both fluorescein and propidium were excited at 
488 nm; the rationale for the use of propidium lay in the 
fact that its emission maximum is 10-15 nm farther into the 
red region of the spectrum than that of ethidium, malung it 

easier to separate red and green fluorescence signals from 
propidium and fluorescein using optical filters. It has gener- 
ally been noted since that propidium produces fluorescence 
histograms with somewhat lower coefficients of variation 
(CVs) than are obtained using ethidium; this, rather than 
spectral characteristics, probably accounts for the greater 
popularity of propidium. 

Ethidium and propidium form complexes with double- 
stranded DNA and RNA by intercalating between base 

An intercalated dye molecule finds itself in a hy- 
drophobic environment that results in a shift of its absorp- 
tion spectrum and an increase in its fluorescence quantum 
efficiency. Excitation in the UV (320-360 nm) or blue-green 
(480-550 nm) spectral regions produces 20 to 30 times as 
much fluorescence emission from ethidium or propidium 
molecules bound to nucleic acid as would be emitted by the 
same number of dye molecules in solution. In addition, 
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since binding to nucleic acid itself results in a local increase 
in the concentration of dye molecules, nuclei, chromosomes, 
and other structures containing double-stranded nucleic acid 
(DNA or RNA) are brightly stained by ethidium or 
propidium, provided cells are either fixed or permeabilized 
to allow the dye to enter. 

Since ethidium does not rapidly cross the membranes of 
intact cells, and is likely to be pumped out when it does, it 
has widely, but erroneously, been regarded as impermeant, 
and used in dye exclusion tests; as I mentioned on p. 300, 
this is not a good idea. Propidium, which, by virtue of its 
double positive charge (see pp. 299-300) is impermeant, is a 
suitable alternative. The double charge also gives propidium 
a higher binding affinity for double-stranded nucleic acid 
than ethidium; the former dye will displace the latter from 
cells permeable to 

Neither ethidium nor propidium is DNA-selective; the 
dyes were originally used to stain fixed cells, and specimens 
were treated with RNAse to eliminate artifactual broadening 
of DNA content distributions that would otherwise result 
from the fluorescence of dye bound to double-stranded 
RNA. In 1975, Krishan described a simplified staining 
method that eliminated the steps of fixation and RNAse 
treatment; cells were suspended in a solution containing 
0.1% sodium citrate and 50 pg/ml propidium iodide”’. 

The cells first examined by Krishan were predominantly 
hematologic in origin; such cells are readily susceptible to 
lysis in hypotonic media. Substantial amounts of cytoplasm, 
and of cytoplasmic RNA, are lost as a result of hypotonic 
treatment, but only in cell types that undergo osmotic lysis. 
Look et al”’ (also A. T. Look, personal communication) 
found that the CVs of DNA content histograms obtained 
from propidium-stained cells were sharpened by the incuba- 
tion of samples with 0.05 mg/ml ribonuclease (RNAse) for 
30 min at room temperature before analysis; these days, al- 
most everybody uses RNAse. 

Fried, Perez and Clarkson, who studied hypotonic 
propidium staining in some detail”’, added 0.1% Triton X- 
100 to Krishan’s propidium/citrate mixture and reported 
good results in staining cells that had been grown as attached 
mono1ayers220. The addition of the detergent at this relatively 
low concentration allows stained samples to be kept at room 
temperature for at least several days without significant 
change in the fluorescence histograms. 

Neither ethidium nor propidium exhibits a strong base 
preference; this makes the dyes useful in determination of 
total DNA content of cells in such applications as plant tax- 
onomy, which will be discussed in Chapter 10. 

Ethidium and Propidium: Ionic Strength Effects 

The binding affinity of ethidium to DNA is strongly de- 
pendent on the ionic strength of the solution215; fluores- 
cence intensity of a solution of DNA in isotonic saline will 
be less than that of a solution with the same concentration of 
DNA and a lower ionic strength. Propidium has similar 
properties. Martens, van den Engh, and Hagenbeek’” noted 

shifting peaks in propidium fluorescence distributions from 
cell samples in hypotonic solution run in a cell sorter using 
isotonic saline sheath fluid. This drift can be eliminated by 
the use of a sheath fluid with the same ionic strength as the 
sample, i.e., use a distilled water sheath with samples in hy- 
potonic solution, or add salt to taste to the samples if you 
use a saline sheath in your instrument. This problem has 
been described to me by many people; the solution is in the 
solutions. 

DNA Content: Sample Preparation and Standards 

Because abnormalities in DNA content are commonly 
found in cancer, and may be relevant to prognosis, applica- 
tions in clinical oncology motivated much of the work on 
preparation of tissue samples for DNA content determina- 
tion. 

by Vindeleiv and his coworkers summa- 
rized their extensive experience in preparation, storage, and 
analysis of propidium-stained samples; they were also among 
the first to consider the problem of standardization of 
DNA content measurements. Both chicken erythrocytes, 
with a DNA content of 35% of the human diploid value, 
and rainbow trout erythrocytes, with a DNA content of 
80% of the human diploid value, were added to samples224. 
The use of two standards eliminates calibration errors due to 
nonlinearity in the instrument. 

TayloP6 investigated rapid methods for preparation of 
samples for DNA content analysis from cells grown as 
monolayers or in suspension, from solid tissues, and solid 
tumors, using propidium and other stains for DNA. He 
obtained histograms with good precision using an isotonic 
saline solution with approximately 1 .O% Triton X-100 
added. This concentration of detergent lyses cells and solubi- 
lizes cytoplasm; it also, unfortunately, tends to lyse nuclei 
after a few hours. RNAse (1 mg/ml, equivalent to 50-75 
Kunitz unitdml) is used with propidium staining to elimi- 
nate RNA fluorescence artifacts. Staining according to Tay- 
lor generally requires less than 10 min incubation of cells 
with the staining solution; samples are then filtered through 
a 50 pm nylon mesh and analyzed. 

SinghZ6” reports that passage through a tissue press fol- 
lowed by pipetting yields cleaner suspensions of isolated 
nuclei for DNA content analysis in less time than does 
mincing tissue. 

Four 

Chromomycin A,, Mithramycin, and Olivomycin 

In 1974, before rapid DNA staining techniques employ- 
ing propidium had been developed, Crissman and Tobey 
described a rapid DNA staining procedure using the antitu- 
mor antibiotic mithramycinzz*, with argon laser excitation at 
457 nm. These authors had used fluorescent Feulgen stain- 
ing for analysis of drug effects on cell cycle progression229; the 
reduction of sample preparation time to 20 minutes from 
several hours made it feasible to monitor population kinetics 
almost continuously during experiments. Cells were stained 
with mithramycin in a solution containing ethanol, which, 
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while not fully fixing the cells during the short staining time, 
did make them permeable to the drug. 

The use of mithramycin was prompted by the report that 
complexes of the drug and DNA were fluorescent, while the 
drug failed to interact with RNAz3’; thus, no RNAse treat- 
ment was required to achieve selective DNA staining. 
Crissman et al’” did detailed studies of staining with 
mithramycin and with the structurally related antibiotics 
olivomycin and chromomycin A3, all of which are highly 
DNA-selective. They found that optimal staining of cells 
fixed in ethanol or electron microscopy grade glutaraldehyde 
was achieved with 50-100 pg/ml dye, with pH in the range 
5-9, salt (NaCI) concentration 0.15-1.0 M, and with 15-200 
mM added magnesium (Mg’+). Magnesium ion is required 
for formation of the complexes of chromomycin A,, 
mithramycin and olivomycin with DNA, which also involve 
the 2-amino group of guaninez3’; the three dyes have a strong 
base preference, and act as fluorochromes for G-C rich re- 
gions of DNA. All are impermeant, at least in terms of 
short-term staining of intact cells; they would, obviously, be 
ineffective as antitumor antibiotics if they didn’t eventually 
get in, but this is not the place to delve into pharmacology. 

The emission maximum of the olivomycin-DNA com- 
plex is at approximately 545 nm, but there is substantial 
emission benveen 480 and 500 nm. The chromomycin 
complex has an emission maximum at about 555 nm, but its 
emission spectrum does not have the short-wavelength 
shoulder characteristic of the olivomycin complex. The 
mithramycin complex spectrum also lacks the shoulder and 
has an emission maximum at about 575 nm. The excitation 
maxima of the DNA complexes of all three dyes are at ap- 
proximately 440 The quantum efficiency of the dye- 
DNA complex is relatively low; this may limit precision in 
work with chromosomes or bacteria due to photon statistics. 

While chromomycin 4, mithramycin, and olivomycin 
can all be excited by the 457 nm argon ion laser line, shorter 
wavelengths, e.g. the violet lines from a krypton or diode 
laser, 441 nm from a He-Cd laser or the 436 nm line from a 
mercury arc lamp, are preferable. The spectral characteristics 
just mentioned led directly to the development of another 
popular DNA stain. Until 1974, there was little interaction 
between American workers, almost all of who were using 
laser source flow cytometers, and European researchers in 
the field, who were using arc source In mid- 
1974, Barthel Barlogie arrived in Houston, Texas with a 
Phywe ICP system, with which he began studies of tumor 
cell DNA content using ethidium bromide, as was then cus- 
tomary. The blue-violet excitation in the ICP seemed better 
suited to mithramycin than to ethidium, which first 
prompted a trial of DNA staining with mithramycin (B. 
Barlogie and H. Shapiro, unpublished), and next motivated 
the use of a mixture of mithramycin and ethidiurn2j3. 

Mithramycin Plus Ethidium: Do’s and Don’ts 
DNA-bound ethidium is not very efficiently excited by 

blue-violet light; the DNA-mithramycin complex is opti- 

mally excited, and energy transfer occurs between mithramy- 
cin and ethidium provided the molecules are in close prox- 
imity. Thus, in cells stained with the mithramycin-ethidium 
mixture, ethidium fluorescence comes primarily from 
ethidium bound to DNA, and broadening of fluorescence 
distributions due to RNA fluorescence is largely eliminated 
when violet or blue-violet (400-457 nm) excitation is used. I 
have run across people who used a mithramycin-ethidium 
mixture with 488 nm excitation; this makes little or no 
sense, because excitation of mithramycin at this wavelength 
is negligible, while excitation of ethidium is quite good. 
Most of the emitted fluorescence will, therefore, be due to 

direct emission from the ethidium rather than to energy 
transfer from mithramycin, and the DNA selectivity gained 
with blue-violet excitation will be lost. 

Interest in chromomycin and mithramycin DNA stain- 
ing, with or without ethidium, may increase as violet diode 
lasers, emitting near 405 nm, find their way into more 
commercial flow cytometers (see Chapter 8); excitation of 
these dyes at 405 nm is about 80% of maximurn. 

The Hoechst Dyes (33258,33342, 34580?) 
A series of highly DNA-selective, UV-excited, blue fluo- 

rescent bisbenzimidazole dyes, originally synthesized by 
L ~ e w e ~ ~ ~  for Hoechst as antiprotozoal drugs, and designated 
as Hoechst 33258, 33342, 33378, and 33662, were intro- 
duced to the flow cytometry community in 1974 by LattZ35 ’, 
although they were not widely applied until somewhat later. 

Detecting BrUdR by Hoechst Dye Quenching 
The original motivation for studies of the Hoechst dyes 

lay in the fact that complexes of the dyes with DNA 
containing bromodeoxyuridine (variously abbreviated as 
BrdUrd, BUdr, BrUdR, etc.) were quenched, i.e., less fluo- 
rescent than complexes of the dyes with unsubstituted DNA. 
The fluorescence difference was sufficient to allow detection 
of DNA synthesis and of sister chromatid exchanges in cells 
incubated with BrUdR. Flow cytometric methods were sub- 
sequently developed that allow detection of BrUdR incorpo- 
ration by Hoechst dye fluorescence quenching without the 
use of anti-BrUdR antibodies; these will be discussed further 
in the section on DNA synthesis. 

Hoechst Dyes Have an A-T Base Preference 
The Hoechst dyes act as DNA-selective fluorochromes, 

binding to sequences of three A-T base pairs in DNAz6’; this 
strong A-T base preference accounts for the popularity of 
Hoechst 33258 in combination with chromomycin A, for 
staining chromosomes and bacteria, which will be discussed 
further in the section on DNA base composition. The 
Hoechsr dyes bind in the minor groove of the DNA helix 
rather than by intercalation. Their affinity for DNA is suffi- 
ciently strong that they will displace bound molecules of a 
variety of intercalating 
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Hoechst 33342 as a Vital DNA Stain 

Additional interest in Hoechst 33342 was aroused when 
Arndt-Jovin and Jovin showed in 1977 that at least some 
living cells could be stained with this dye, sorted on the basis 
of DNA content, and subsequently grown in culture239. At 
the time, this finding represented a source of frustration to 
most of the (lucky few) investigators who had cell sorters, 
since the argon lasers supplied with most sorters could not 
emit the W lines necessary to excite the Hoechst dyes. 

Fluorescence histograms in early publications on vital 
staining with Hoechst 33342239-42 showed broad peaks (CV 
of 6% or more), which were commonly attributed to cell-to- 
cell differences in dye uptake. Conventional wisdom held 
that it was necessary to use at least 100 m W  of laser power 
in the W to excite Hoechst 33342 to produce acceptable 
histograms. It is now almost certain that the poor precision 
of the measurements was due to a combination of noise in 
the light sources and uneven illumination resulting from the 
laser beam being focused to too small a spot in the apparatus 
used by earlier authors. It now seems clear that, at W power 
levels of 100 m W  or more, dye saturation occurs, eliminat- 
ing the effects of uneven illumination and reducing CVs. 

In 1981, I reported that low-power UV excitation from a 
mercury arc or 10 m W  from an argon or krypton laser could 
be used, with appropriate optics, to produce Hoechst 33342 
fluorescence histograms with low CVs from vitally stained 
cells113. I and have since observed that 1-10 m W  at 
325 nm from a He-Cd laser provides more than adequate 
excitation for cells stained with Hoechst dyes in a flow cy- 
tometer with a properly designed optical system. In fact, the 
precision of DNA measurements I have made using air- 
cooled He-Cd lasers has been better than the precision of 
measurements I made using large, water-cooled argon and 
krypton lasers from several manufacturers. 

While there are a few reports in the l i t e ra t~re '~~ .~  that 
suggested that other dyes could be used for flow cytometric 
determination of DNA content in living cells, Hoechst 
33342 is the only compound that has been extensively used 
for the purpose. It is clear that some cells can survive and 
have survived staining with the dye, passage through a W 
laser beam, sorting, and washing with retention of reproduc- 
tive integrity, and that other cells, under similar conditions, 
have failed to survive239-4z'247~55 . Exposure to high laser power 
levels (over 100 mw) appears to decrease survivalz5'. It seems 
likely that the different toxicity of the dye to different cell 
types is related to differences in uptake and/or retention. 

Hoechst Dyes In - And Out Of - Living Cells: 
The Drug Efflux Pump Discovered 

Stoichiometric vital staining of DNA by Hoechst 33342 
generally requires exposure of cells to 5-10 pM dye for at 
least 30 min. Lower concentrations (1-2 pM) and/or shorter 
incubation periods can be used to demonstrate differences 
between cell types in rates of dye uptake and/or efflux. This 
technique was originally used by Lalande and Miller'4"9' , 

and was later adopted by L~ken '~ ' ,~~O and by me and my co- 
w o r k e r ~ ~ ~ ~  to differentiate resting T lymphocytes (low up- 
take) from resting B cells and activated T cells (high uptake). 
Staining differences among lymphoid cell populations are 
more pronounced in the mouse than in the rat or man 
(makes you wonder, doesn't it). 

The demonstration in 1981 by Lalande, Ling, and 
Miller253 that the staining intensity of living cells exposed to 
Hoechst 33342 is determined by the operation of an efflux 
pump brought flow cytornetry to bear on what has since 
become an active and important area of application, i.e., the 
study of drug transport and distribution in cells and of 
transport-related mechanisms of drug resistance. Work along 
these lines has also provided valuable new insights into the 
nature of vital staining. 

Krishan7" was one of the first to investigate mechanisms 
of Hoechst 33342 uptake and retention. He found that 
some live cells, e.g., cultured leukemic cells resistant to adri- 
amycin, stained poorly, if at all, with Hoechst 33342 be- 
cause the operation of the energy dependent pump produced 
rapid efflux of the dye; isolated nuclei from these cells, as 
expected, stained normally. When the pump was blocked by 
phenothiazines (e.g., 15 pM trifluoperazine added to mouse 
splenocytes incubated with 10 pM Hoechst 33342 for 60 
min at 37 C) or Cat' channel blockers (e.g., verapamil), 
Hoechst 33342 produced stoichiometric staining of live 
cells. 

Baines and Vis~e?~" reported in 1983 that, when mouse 
bone marrow was vitally stained with Hoechst 33342 and 
sorted on the basis of fluorescence intensity, stem cells were 

have found in the lowest-fluorescence fraction. Others 
since noted that both Hoechst 33342 and rhodamine 123 
fluorescence are low in primitive hematopoietic stem cells. 
Goodell et al have defined a side population (SP) of cells, 
in which primitive stem cells are found, on the basis of rela- 
tively low W-excited blue and red fluorescence after 
Hoechst 33342 stainin$". The low Hoechst 33342 and 
rhodamine 123 fluorescence in stem cells result from the 
activity of one or more efflux pumps; the effects of pumps 
on staining with Hoechst dyes will be considered further in 
the discussions on membrane permeability and drug resis- 
tance and on stem cells in this chapter and in Chapter 10. 

1568,2614-5 

Hoechst Dye Staining Mechanisms 
When the Hoechst dyes are used to stain fixed or perme- 

abilized cells for DNA content analysis (see Taylo?' for one 
such staining protocol), lower dye concentrations (3  pM or 
less) than are used for vital stoichiometric staining are man- 
datory to avoid nonspecific fluorescence. 

Additional insight into the binding and staining mecha- 
nisms of the Hoechst dyes came following the report of 
Watson et al"O that the ratios of Hoechst 33342 fluores- 
cences in the 515-560 nm (green) and 390-440 nm (violet) 
bands were different for different subclasses of chicken thy- 
mocytes vitally stained with 5 pM dye. The green fluores- 
cence in one cell type increased over a 2 hour incubation 
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period; a second cell type reached an equilibrium fluores- 
cence intensity in a few minutes. 

Steen and S ~ o k k e ~ ~ ’ ,  using an arc source flow cytometer 
with a grating monochromator fitted to the detector, meas- 
ured emission spectra of fixed rat thymocytes stained with 
varying concentrations of Hoechst 33258, and found the 
emission shifted toward the green at increasing dye concen- 
trations. Stokke and Steen’” characterized two binding 
modes of the dye; at low dyelphosphate ratios, high-affinity 
binding with high quantum yield blue fluorescence is pre- 
dominant; as dye concentration increases, there is lower af- 
finity binding to secondary sites, with quenching, emission 
shifting toward the green, and DNA precipitation. Changes 
in Hoechst dye emission may help probe nuclear chromatin 
structure in different cell types, provided that differences in 
uptake and/or efflux patterns can be controlled. 

Ellwart and Dormer”” exploited the spectral shift of 
Hoechst 33342 as a measure of cell viability, or membrane 
integrity. Live cells exposed to relatively low dye concentra- 
tions in the presence of propidium exclude propidium, but 
retain small amounts of the Hoechst dye, and shorter wave- 
length emission predominates. Cells that have completely 
lost membrane integrity take up propidium. Cells in transi- 
tion exclude propidium, but accumulate higher concentra- 
tions of Hoechst 33342, and fluorescence emission shifts to 
longer wavelengths. 

Stokke et al”” found that the fluorescence of Hoechst 
33258 in fixed erythroid precursor cells was less than that in 
myeloid cells in the same sample; the fluorescence of the dye 
in nuclei from erythroid cells was the same as that in mye- 
loid cells. This effect may be due to quenching and/or reab- 
sorption of fluorescence by hemoglobin in the erythroid 
cells; it is not observed with dyes such as mithramycin. 

Vinogradov and R o s a n ~ v ’ ~ ’ ~  have synthesized analogs of 
the Hoechst dyes lacking the piperazine ring found in the 
compounds made by Loewe; their DNA-binding selectivity 
and A-T preference reportedly exceed those of Hoechst 
33258. 

Hoechst 34580 Violet Time? 
As you will find on perusal of Chapter 8, violet diode la- 

sers are rapidly finding their way into commercial flow cy- 
tometers. While we normally think of the Hoechst dyes (and 
DAPI, discussed next) as “W-excited,” these dyes have 
some excitation cross section left (12% of maximurn excita- 
tion for DAPI, 3% for Hoechst 33342) even at the 405 nm 
nominal emission wavelength of violet When the 
Hoechst dyes or DAPI are used to stain mammalian cell 
nuclei, one can usually expect to find millions of dye mole- 
cules in a cell. Under these circumstances, the variances of 
fluorescence distributions are not greatly broadened by pho- 
toelectron statistics when efficient collection optics and 
PMTs are used, even when only a few m W  of excitation 
power at 405 nm are available. 

Hoechst 34580 becomes interesting in this context be- 
cause, when bound to DNA this dye exhibits an excitation 

maximum near 380 nm, about 30 nm longer than the ab- 
sorption maxima of the other Hoechst dyes and 20 nm 
longer than that of DAPI. Its excitation is 15% of maximum 
at 405 nm, and 50% of maximum at 395 nm, a wavelength 
now available from selected violet diodes. With Nancy 
Perlmutter, I found that Hoechst 34580 was permeant, 
yielding a DNA histogram with a CV less than 5% from 
intact Jurkat cells excited by a 4 mW, 397 nm diode l a ~ e r ’ ~ ~ ~ .  
However, the dye appeared to be unstable in solution; we 
were unable to obtain good histograms from either intact 
cells or isolated nuclei from day-old solutions. The dye is 
now available from Molecular Probes, and probably worth 
some further investigation; 1’11 get to it when I finish writing. 

DAPI (and DIPI): Dyes Known for Precision 
A highly DNA-selective, impermeant dye with properties 

similar to those of the Hoechst dyes, 4’-6-diamidino-2- 
phenylindole, or DAPI, was introduced for flow cytometry 
of DNA content by Stohr et alZ5’. The dye had been previ- 
ously used for visualization of virus and Mycophma infec- 
tion of cultured cellsz59; its high DNA specificity and intense 
fluorescence have allowed visualization of single DAPI- 
stained virus particles under the fluorescence microscopez6o. 
Taylo?‘ and othersz6’ have described nuclear isolation pro- 
tocols for use with DAPI staining. 

DAPI, like the Hoechst dyes, has a strong A-T base 
preference. Many people, myself included, believe that 
DAPI yields DNA histograms with CVs lower than are ob- 
tained using other dyes (I have noted some dramatic differ- 
ences when analyzing cells removed from paraffin-embedded 
material). While well-controlled studies on whole cells or 
nuclei seem to be lacking, Otto and T s o u ~ ~ ~  did compare 
DAPI, the related compound DIPI, and Hoechst 33258 and 
33342 as stains for flow karyotyping of chromosomes from 
CHO cells, using an ICP with arc lamp W excitation at 
366 nm. They found 5 pM to be the optimal concentration 
of DAPI for staining chromosomes. DIPI staining was very 
slightly brighter (103%) than DAPI; the Hoechst dyes were 
only 86% as bright. However, DAPI produced histograms 
with the lowest CVs (2.2% vs. 2.7% for DIPI, 2.8% for 
Hoechst 33258, 2.9% for Hoechst 33342). 

Figure 7-11, on the facing page, illustrates the most 
dramatic example of high-precision DNA analysis of which I 
am aware. Lewalski, Otto, Kranert, and W a ~ s m u t h ’ ~ ’ ~ ,  using 
a Partec PAS-I1 flow cytometer, analyzed enzymatically de- 
condensed, DAPI-stained spermatozoa to confirm the sus- 
pected production of unbalanced spermatozoa in heterozy- 
gous rams carrying a 1; 20 chromosomal translocation. In 
the top panel, X- and Y-chromosome-bearing spermatozoa 
from a cytogenetically normal ram appear as two distinct 
peaks; the difference in DNA fluorescence intensity between 
the gonosomes averaged 4.8%. In the bottom panel, sperm 
samples from a heterozygous 1 ;  20 translocation carrier yield 
a histograms with five major and two minor (arrows) peaks, 
attributed to spermatozoa with a normal, balanced, and un- 
balanced chromosomal status, with CVs of 0.5-0.6%. Be- 
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cause the translocated chromosomal segment represents 
2.4% of the total DNA content, as determined from the 
flow cytometric data, histograms with five instead of the 
expected six peaks are observed. 

Darzynkiewicz and his have found that 
staining with DAPI is less affected by the state of chromatin 
condensation than is staining with other DNA stains; this 
most probably accounts for the lower CVs generally ob- 
served with the dye. 

r 
t- I I  

X- AND Y- SPERM PEAKS 
RESOLVED IN A SAMPLE 

ALLY NORMAL RAM 
FROM A CYTOGENETIC- 

ULTIPLE PEAKS FROM 
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[ 
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Figure 7-11. DNA content distributions in sperm from 
a normal ram and a ram bearing a 1;ZO chromosomal 
translocation, stained with DAPI and analyzed on a 
Partec arc source flow cytometer; peak CV‘s are 0.5- 
0.8%. From H. Lewalski et al, Cytogenetics and Cell 
Genetics 64286, 1993’3’3. The figure was kindly pro- 
vided by Dr. Lewalski and is reprinted with the per- 
mission of S. Karger, publishers. 

Determinants of High Precision in DNA Analysis 
Because DNA content is so well regulated in most cells, 

measurements of DNA content are more likely than meas- 
urements of any other cellular parameter to result in fluores- 
cence distributions with extremely low CVs. Even at that, 
the distributions shown in Figure 7-1 1 are remarkable. The 
level of precision represented in them is not readily achiev- 
able in laser source flow cytometers, for several reasons. Most 
benchtop laser source instruments use air-cooled argon ion 
lasers emitting 15-25 m W  at 488 nm as light sources; the 

RMS optical noise level of such lasers is usually specified as 
1%, and, since the power output is not sufficient to saturate 
the dyes used for DNA measurement, the CV of a fluores- 
cence distribution obtained with such an instrument cannot 
be less than the RMS noise level of the source. 

If the laser power were increased to the level needed for 
photon saturation, and/or the light source noise were re- 
duced to a small fraction of its normal value, there might 
still be problems associated with the nature of the dyes avail- 
able for DNA content analysis using 488 nm excitation. 
Propidium is the most common of these; it is not highly 
DNA-selective, and the RNAse treatment customarily used 
to minimize contributions to the fluorescence signal from 
dye bound to double-stranded RNA may not completely 
eliminate interfering fluorescence. We can therefore attribute 
some of the high precision achieved in DNA content meas- 
urement with DAPI, and, to a slightly lesser extent, with the 
Hoechst dyes, to the relatively high DNA-selectivity of the 
dyes, and to their relative insensitivity (notably that of 
DAPI) to the differences in chromatin condensation. How- 
ever, that still isn’t the whole story. 

I should not need to mention that fluorescence CVs in 
the range of 1% are unlikely to be achieved in any flow cy- 
tometer in which the optics are even slightly misaligned, or 
in which there are any significant sources of turbulence in 
the fluidics. For purposes of the present discussion, however, 
we can assume that the optics and fluidics of whatever cy- 
tometer we use can be put into optimal operating condition. 

At the end of the day, it is the optical design of the in- 
strument, more than anything else, which makes it possible 
to achieve extremely low CVs in fluorescence measurement. 
Most instruments that can do it use arc lamp sources, and 
have relatively high-N.A. illumination optics, as well as rela- 
tively high-N.A. collection optics. As I mentioned on the 
previous page, photoelectron statistics are not a significant 
problem in measurements of the DNA content of eukaryotic 
cells; the relatively low U V  power output of the arc lamp is 
more than adequate for excitation of DAPI or the Hoechst 
dyes. The high-N.A. (epi)illumination insures that excitation 
light reaches the cell from a substantially wider range of an- 
gles than would be the case in a typical laser source system. 
This minimizes effects of cellular asymmetry and orientation 
on illumination and light collection, resulting in lower fluo- 
rescence C V S ~ ~ .  We will revisit this issue in the discussion of 
sperm sorting in Chapter 10. 

7-Aminoactinomycin D (7-AAD) 
7-AAD, a fluorescent analog of the antitumor antibiotic 

actinomycin D, was synthesized for possible application to 
chromosome banding by Modest and Sen G ~ p t a ” ’ ~ ,  and was 
investigated as a cytometric DNA stain by Gill et al”” and, 
more recently, by Zelenin et a1735. The complex of this dye 
with DNA has an absorption maximum at about 550 nm 
and an emission maximum at about 660 nm. 7-AAD is im- 
permeant and highly DNA-selective, exhibiting a G-C base 
preference. 
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The quantum efficiency of 7-AAD is low, as was interest 
in the dye until Rabinovitch et a1736 demonstrated that, be- 
cause of its long emission wavelength, the dye could be used 
in combination with fluorescein- and phycoerythrin-labeled 
antibodies for simultaneous flow cytometry of DNA content 
and two-color immunofluorescence using only a single 488 
nm excitation beam. The DNA content distributions ob- 
tained using 7-AAD in this way have been disappointingly 

probably because binding of the rather large dye 
molecule to DNA is affected by chromatin structure to a 
greater extent than is the case with other DNA stains. Stokke 
and Steen740 utilized this property of 7-AAD for discrimina- 
tion of different leukocyte types based on differences in 
chromatin structure. 

Schmid et a l " I 6  have used 7-AAD to discriminate dead 
cells, i.e., cells that have lost membrane integrity, in unfixed 
samples stained with fluorescein- and phycoerythrin-labeled 
antibodies. Unlike propidium, which has also been used, 7- 
AAD emission is at a sufficiently long wavelength to mini- 
mize interference with phycoerythrin fluorescence. Schmid, 
Uittenbogaart, and Giorgi"" have also reported that 7-AAD 
uptake into cells can be used to demonstrate apoptosis in 
thymocytes also stained with fluorescein- and phycoerythrin- 
labeled antibodies. 

Acridine Orange 

Under carefully controlled conditions, the blue-excited 
green fluorescence of acridine orange (AO) molecules 
intercalated into DNA can be used to provide accurate and 
precise estimates of cellular DNA content. The techniques 
described by Darzynkiewicz and his ~oworkerS2~~~~,  which 
were mentioned on pp. 44 and 96-7, and will be discussed 
more fully in the sections on probes of chromatin structure 
and RNA content, involve detergent treatment to permeabi- 
lize cells, acid denaturation to convert RNA to the single- 
stranded configuration, which forms a red (metachromatic) 
fluorescent complex with the dye, and careful adjustment of 
cell and dye concentrations to prevent formation of meta- 
chromatic fluorescent dye aggregates in association with 
DNA. 

Many people who have tried to use acridine orange have 
been frustrated by the sensitivity of staining to very slight 
changes in operational parameters of the flow cytometer. A 
paper by Pennings et a1734 showed that DNNRNA staining 
with acridine orange could be improved by using a roller 
pump and manifold to introduce dye and cells continuously 
into the flow cytometer sample stream, which stabilized the 
equilibria between free dye, dye intercalated into DNA, and 
dye complexed with RNA. 

Styryl Dyes; LDS-751 

Compounds containing a quinolinium, benzothiazole, or 
other heterocyclic ring system, linked to a substituted ami- 
nostyryl group, have been known as fluorescent nuclear 
stains since 1932, when von J a n ~ s o ~ ~ ' *  described staining of 
intraerythrocytic parasites by styrylquinolin. Perhaps because 

this brief paper is not widely known, Wang and J ~ l l e y ' ~ ' ~ ,  
then at Abbott Laboratories, received a patent on staining 
with styryl dyes in 1985. 

In 1988, Terstappen and Loken and their colleagues''zo~' 
described cell staining by the laser dye LDS-751, which 
predominantly stains DNA, can be excited effectively at 488 
nm, and emits above 640 nm. LDS-751 enters intact cells, 
but stains cells with damaged membranes more intensely, 
and can therefore be used to discriminate these two classes of 
cells, even in fixed samples'3zo. It can also be used in combi- 
nation with another nucleic acid stain and fluorescent anti- 
bodies to perform extended leukocyte differentials, platelet, 
and reticulocyte counts on unlysed, unfixed whole 
LDS-751 was said to be the same dye as the laser dye Styryl- 
8: this is apparently not the case, at least for the LDS-751 
sold by Molecular 

I have had good luck staining mammalian cell nuclei 
with LDS-751, but have not succeeded in getting it to stain 
bacteria, which I find somewhat surprising. I also note a 
recent report by Snyder and Smallz5", to the effect that cul- 
tured murine fibroblasts and monocytes stained with two 
different samples of Molecular Probes' LDS-75 1 and exam- 
ined by confocal microscopy showed membrane potential- 
dependent mitochondrial staining but no nuclear staining. 

Latt et a14'0 described fluorescent staining of DNA by 
three compounds supplied by Eastman Kodak, designated 
EK4, LL585, and VL772. VL772 forms fluorescent com- 
plexes with both DNA and RNA; the DNA complex has an 
absorption maximurn at 5 10 nm and an emission maximum 
at about 565 nm. LL585 was said to be DNA-specific; the 
complex of this dye with DNA has an absorption maximum 
at 569 nm and an emission maximum at about 600 nm. 
Both VL772 and LL585 showed a strong A-T preference. I 
have looked at these dyes: I found that both VL772 and 
LL585 formed fluorescent complexes with RNA. Also, the 
dyes are lipophilic; LL585, in particular, stains mitochondria 
in intact cells. I didn't get very good DNA histograms even 
when I stained isolated nuclei, and the background fluores- 
cence was too high to do good measurements of bacteria 
(and, I would presume, of chromosomes). LL585 is a styryl 
dye; EK4 and v " 2  are cyanines. 

Cyanine Dyes I: Thiazole Orange, etc. 

Cyanine dye?.', many of which were developed by 
Eastman Kodak as sensitizers for photographic film, are 
compounds in which two heterocycles (benzoxazoles, ben- 
zothiazoles, etc.) are joined by a conjugated polymethine 
chain. Symmetric cyanine dyes, in which the heterocycles 
are identical in structure and orientation, are well known as 
probes of membrane potential4". Cyanines have, however, 
been known for some time to act as nuclear stains, a prop- 
erty noted in the parent compound, cyanine (1,l'di-iso- 
amyl-4,4'-quinocyanine iodide) in the late 1800's. Dicya- 
nine A (diethyL2,4'-quinocarbocyanine iodide), an asym- 
metric cyanine, was described as an RNA stain in Kodak 
literature in the mid-1970's. Fluorescent nuclear staining by 
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diethyloxacyanine, used as an optical brightener for textiles, 
was illustrated by Paton and Jones’322 in 1976, and Jacobber- 
ger, Horan, and Hare described fluorescent staining of DNA 
in intraerythrocytic malaria parasites and RNA in blood 
reticulocytes by dimethyloxacarbocyanine (DiOC,(S) in 
the notation of Sims et a1460; see Figure 7-12 below) in 
1 9832’0 and 1 984768, respectively. 

Figure 7-12. Structure of symmetric cyanine dyes 
given the formula “DiYCn+,(2m + I)” by Sims et aIw. 
When Y is 0 or S, the substituent is oxygen or sul- 
fur. When Y is I, the substituent is C(CHJ2. When 
Y is L or Q, the rings are isoquinolines joined at the 
2 or 4 positions, respectively. 

In 1983, Sage, O’Connell, and MercolinoZ8*, then at 
B-D, developed a reticulocyte analysis technique using 
thioflavin T, a basic thiazole dye mentioned as an RNA 
stain by Arndt-JovinZs7. Thioflavin T is a true RNA (and 
DNA) fluorochrome, increasing its quantum efficiency 
many times when bound to nucleic acid. The excitation 
maximum for the dye is at approximately 440 nm, making it 
usable with an Hg arc lamp source emitting at 436 nrn, such 
as was used in B-D’s FACS Analyzer. Thioflavin T can also 
be excited by He-Cd (441 nm) or argon laser (457, but not 
488 nm) sources. Emission is at 490-500 nm. 

Afrer B-D introduced the FACScan, a clinically oriented 
flow cytometer with an excitation wavelength fixed at 488 
nm, it became desirable to find a dye with the characteristics 
of thioflavin T that could be used with that excitation wave- 
length. Lee, Chien, and took a frontal approach 
to this problem, studied the relationship between chemical 
structure and RNA fluorochrome activity in cyanine dyes, 
thioflavin, and ethidium, and, in 1987, described thiazole 
orange (TO), which, chemically, is 1,3’-dimethyl-4,2’- 
quinothiacyanine, as most suited for reticulocyte analysis. 
Thiazole orange, when bound to RNA, has an absorption 
maximum at 509 nm and an emission maximum at 533 nm, 
and its fluorescence quantum efficiency is increased ap- 
proximately 3,000 times over that of the free dye. Like 
thioflavin T ,  thiazole orange also behaves as a DNA fluoro- 
chrome; it and related dyes are useful for reticulocyte count- 
ing only because reticulocytes normally contain no DNA. 
Van Bockstaele and pee term an^'^^^ noted in 1989 that 1,3’- 
diethyl-4,2‘-quinothiacyanine iodide, a dye that had been 
widely available for many years, could be substituted for 
thiazole orange, which was difficult to get in at least some 
markets due to patent issues. 

Lee and her coworkers at B-D also synthesized 1,3’- 
dimethyl-4,2’-quinothiacarbocyanine, which they named 
thiazole blue; this dye also behaves as a DNA and RNA 
fluorochrome and, when bound to nucleic acid, has an exci- 
tation maximum at about 640 nm, making it useful with red 
He-Ne or diode laser sources. As is the case with thiazole 
orange, the diethyl analog of thiazole blue has been commer- 
cially available for some time. 

The ring structure of thiazole orange is the same as that 
of TO-PRO-1 (Figure 7-10, p. 301); the ring structure of 
thiazole blue has a trimethine bridge instead of a monome- 
thine bridge between the heterocycles, and both thiazole 
orange and thiazole blue have methyl groups on both ring 
nitrogens (Molecular Probes’ TO-PRO-3 shares the thiazole 
blue ring structure but has an n-propyltrialkylammonium 
side chain on the quinoline ring nitrogen, as does TO-PRO- 
1). Since thiazole orange and thiazole blue cyanine dyes are 
lipophilic and bear only a single delocalized positive charge; 
they are permeant (the TO-PRO dyes are impermeant), and 
are concentrated inside cells (and intracellular organelles) by 
any inside-negative potential difference across the cytoplas- 
mic and/or organellar membrane. The dyes normally reach 
even higher concentrations in mitochondria than in the cy- 
tosol. Although mitochondrial staining by ocher cyanine 
dyes is pronounced, neither thiazole orange nor thiazole blue 
produces much mitochondrial staining. 

This doesn’t mean the dyes aren’t concentrated in ener- 
gized mitochondria in intact cells; they virtually have to be, 
according to chemical principles. However, the dyes aren’t 
all that fluorescent in aqueous solution, and they aren’t that 
much more fluorescent in nonpolar solvents such as butanol. 
Their fluorescence is enhanced dramatically by intercalation 
into double-stranded nucleic acid, be it DNA or RNA, and 
also, somewhat surprisingly, by binding to single stranded 
nucleic acid. 

Symmetric cyanine dyes, such as DiOC,(3), are fluores- 
cent in aqueous solution; their fluorescence is enhanced, 
typically two- to sixfold, in nonpolar solvents, and enhanced 
by approximately the same factor when they bind to nucleic 
acids. The fluorescence both of symmetric dyes and of 
asymmetric dyes such as thiazole orange and thiazole blue 
requires that all the ring structures in the dye molecule re- 
main in the same plane, and that the probability of loss of 
excitation energy due to transfer to other molecules in the 
environment remain low. 

The great degree of fluorescence enhancement noted 
when thiazole orange or thiazole blue bind to nucleic acid 
should not be taken as an indication that these dyes have 
higher quantum efficiencies than the symmetric cyanine 
dyes; what it does indicate is that thiazole orange and thia- 
zole blue, when not bound to nucleic acid, have very low 
quantum efficiencies. This is probably so because there is 
some freedom for one of the rings in the unbound dye to 
rotate relative to the other; when the rings are not in the 
same plane, no fluorescence can occur. There may also be 
more nonradiative loss of excitation from unbound mole- 
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cules to solvent and other molecules in the environment 
than there is when the dyes are intercalated into double- 
stranded nucleic acid. 

The high quantum efficiency of bound dye makes thia- 
zole orange and its relatives very difficult dye to use in mi- 
croscopy; as was discussed on pp. 115-8, high quantum effi- 
ciency makes for rapid bleaching. It is relatively hard to do a 
reticulocyte count with a flow cytometer using acridine or- 
ange as the RNA stain, because the RNA-bound dye is 
quenched and background fluorescence is high. When you 
look under the microscope, however, the fluorescence of 
background dye bleaches out quickly and that of the 
quenched dye-RNA complexes persists, facilitating counting. 
When you look at thiazole orange-stained cells under a fluo- 
rescence microscope, there is very little fluorescence back- 
ground, but the fluorescence from RNA-bound dye disap- 
pears before you have a chance to count the cells. In a flow 
cytometer, the cell doesn’t get a chance to get bleached until 
it goes through the beam, at which time the detector can 
capture as much fluorescence as is emitted; thiazole orange 
works fine. It and its relatives also work fine in other in- 
struments, for example, high-resolution gel scanners for de- 
tecting small amounts of DNA following e l e c t r o p h o r e ~ i s ~ ~ ~ ~ ~ ~ .  

Cyanine Dyes 11: TOTO and YOYO a GoGo 

The gel scanning project undertaken by Glazer, Peck, 
and Mathiesl”’ in the 1980’s had two goals; the first was 
optimizing methods for detection of very small amounts of 
DNA on gels, and the second was developing dyes that 
could bind so strongly to DNA that dye-labeled fragments 
could be removed from gels and mixed with unlabeled nu- 
cleic acids without dye migrating from the labeled to the 
unlabeled molecules. The strategy adopted in pursuit of the 
second goal was the synthesis of homodimeric dyes, the first 
of which was ethidium homodimer. When DNA-ethidium 
homodimer complex is mixed with a 50-fold excess of unla- 
beled DNA, about 30% of the dye is retained within the 
original complex indefinitely. 

The quantum efficiency of ethidium increases only 20- 
to 30-fold on binding to double-stranded nucleic acid; that 
of thiazole orange, as previously mentioned, increases 3,000- 
fold. The difference, as just discussed, lies in the lower quan- 
tum efficiency of unbound thiazole orange; the use of thia- 
zole orange or a dye with similar fluorescence properties for 
staining DNA or RNA on gels should, therefore, result in 
lowered background fluorescence compared to ethidium 
homodimer. 

In order to achieve the high binding affinity of ethidium 
homodimer and the fluorescence properties of thiazole or- 
ange, Rye et allsz8 synthesized compounds named TOTO-1 
and YOYO-1, in which two molecules of thiazole orange 
(TO), in the first case, and oxazole yellow (YO), its qui- 
nooxacyanine analog, in the second, were joined by a di- 
azaundecamethylene linker. The binding a i n i t y  of these 
dyes for DNA is sufficiently high so that fragments labeled 
with TOTO-1 or YOYO-1 and with ethidium can be mixed 

and separated by electrophoresis. TOTO- 1 has the spectral 
characteristics of thiazole orange; YOYO-1 has those of oxa- 
zole yellow (excitation maximum for nucleic acid-bound 
dye 489 nm; emission maximurn 509 nm), and both are 
over 1,000 times more fluorescent in the nucleic acid-bound 
than in the free form. As little as 4 picograms of DNA- 
bound dye can be detected on a gel by the confocal scanner. 
TOTO-3, which combines two thiazole blue chromophores 
using the same linker as is used in TOTO-1 and YOYO-1, 
is red-excited. All three dyes and some related dimers are 
available from Molecular Probes. 

Benson, Singh, and Glazer‘328 also synthesized het- 
erodimeric DNA-binding dyes designed for energy transfer, 
including TOTAB, a thiazole orange-thiazole blue het- 
erodimer for which the emission maximum of the DNA- 
bound dye lies at 662 nm. Fluorescence at this wavelength is 
enhanced 1 00-fold on binding to double-stranded DNA, 
while fluorescence of the thiazole orange donor chromo- 
phore at 532 nm is quenched by over 90%. The het- 
erodimeric dyes, like the homodimers, are suitable for high- 
sensitivity detection of nucleic acids on gels1329. TOTAB, 
which, at this writing, is not yet commercially available, 
could be used for determination of DNA content using 488 
nm excitation in cells also stained with fluorescein- and PE- 
labeled antibodies and, perhaps, PE-Texas Red tandem- 
labeled antibodies as well. There would, however, also be a 
catch. 

Cyanine Dyes 111: Alphabet Soup 

Staining fixed cells or permanent cell nuclei for DNA 
content analysis tends to be a relatively casual procedure; we 
more or less just throw the dye in and go, without bothering 
to think that it may take more than a few seconds for dye 
and cells to come to equilibrium. When van den Engh, 
Trask, and Gray”” actually checked on this point, they 
found that mouse thymocyte nuclei permeabilized with Tri- 
ton X-100 and stained with dyes at concentrations normally 
used for flow cytometry required about 5 min to come to 
equilibrium with Hoechst 33258, 20 min to equilibrate with 
propidium, and over an hour to reach equilibrium with 
chromomycin A,. These dyes bounce on and off the DNA 
fairly readily, compared to the dimers just discussed, which 
stick like glue, and which therefore should take a longer time 
to equilibrate. I’ve tried staining permeabilized, RNAse- 
treated nuclei with TOTO-1 and YOYO-1 (the RNAse is 
essential because the dyes are not DNA-specific), and found 
that the DNA histogram peak positions and CVs did not 
stabilize even after several hours’ incubation with the dyes; 
the monomeric dyes reach equilibrium much faster. 

Hirons, Fawcett, and Crissman13’l described use of 
TOTO-1 and YOYO-1 for flow cytometric DNA analysis, 
precipitating a brief stampede in that direction. In my view, 
however, it is important to separate the desirable spectral 
characteristics of the dyes from what are likely to be undesir- 
able binding characteristics. Using thiazole orange or its 
cheaper diethyl analog instead of TOTO-1 to do DNA his- 
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tograms should, in principle, realize the same advantages 
while requiring less incubation time. 

Richard Haugland, Victoria Singer, Stephen Yue, and 
others at Molecular Probes have developed additional 
monomeric and dimeric cyanine DNA and RNA stains with 
some interesting p r ~ p e r t i e < ~ ~ ~ . ~ ~ ’ ~ .  The TO-PRO” family of 
impermeant monomeric dyes contains BO-PRO-1 and -3, 
JO-PRO-1, LO-PRO-1, PO-PRO-1, and -3, TO-PRO-1, 
-3, and -5, and YO-PRO-1 and -3, with excitation maxima 
ranging from 435 to 745 nm and emission maxima ranging 
from 455 to 770 nm. All TO-PRO series dyes have two 
positive charges and one intercalating moiety. The TOTO 
family of impermeant dimeric dyes contains corresponding 
BOBO, JOJO, LOLO, POPO, TOTO, and YOYO dyes, 
except that there is no TOTO-5; all TOTO series dyes have 
four positive charges and are bis-intercalators; that is, each 
has two intercalating moieties, which bind between nearby 
base pairs of a double-stranded nucleic acid helix, while the 
linker interacts with the minor groove. The nature of the 
strong interactions of TO-PRO and TOTO dyes with sin- 
gle-stranded nucleic acids remains less clear. 

Molecular Probes’ SYTO series of dyes are cell permeant 
relatives of the TO-PRO dyes. Their permeancy indicates 
that, like their parent thiazole orange (the TO in TO-PRO, 
TOTO, and SYTO), they lack the quaternary ammonium 
groups present in TO-PRO and TOTO dyes. The fact that 
their structures have not been revealed, at least in the Mo- 
lecular Probes Handbook233*, suggests that the dyes have extra 
ring side chains that improve their permeancy, and that the 
company does not want to make it easy for other people to 
learn its tricks. Some of the structures may be found in Mo- 
lecular Probes’ patents. The SYTO- dyes stain both DNA 
and RNA; some of them also stain other cellular structures, 
e.g., mitochondria. 

The SYTOX dyes, are really, really impermeant, suggest- 
ing that they bear at least three positive charges (structures 
have not been published); they are promoted as viability 
indicators, but SYTOX Orange was found to be an optimal 
stain for DNA fragment sizing in a slow flow instrument 
with a green YAG laser source built at Los AlamoS2333-4. 

Then there are PicoGreen, designed for quantitative 
fluorescence assay of double-stranded DNA in solution, and 
SYBR Green I and I1 and SYBR Gold, designed for demon- 
stration and quantification of nucleic acids on gels. Pi- 
coGreen is reasonably selective for double-stranded DNA, 
increasing its fluorescence over 1,000 times on binding, 
while exhibiting a much smaller degree of fluorescence en- 
hancement on binding to double-stranded RNA or to single- 
stranded nucleic acid. PicoGreen and the SYBR dyes have 
been used for DNA fragment sizing at Los A l a m ~ s * ~ ~ ~  and for 
detection of viruses in conventional flow ~ytometers~~~~~’ .  

Base Preference in Cyanine and Styryl Dyes 
I have observed (unpublished) that the fluorescence of 

TOTO- 1, YOYO-1, TOTO-3, related monomeric cyanine 
dyes, and LDS-751 in solutions of a deoxyadeno- 

sineldeoxythymidine polymer (polydA-dT) is severalfold 
higher than the fluorescence of the same dyes in solutions of 
a deoxyguanosine/deoxycytosine polymer (polydG-dC) at 
the same dye and polymer concentrations, suggesting that 
the dyes have an A-T preference. Excitation and emission 
maxima are slightly different for dye in polydA-dT and in 
polydG-dC. Stephen Yue of Molecular Probes (personal 
communication, 1994) has made similar observations. How- 
ever, it has also been established (R. A. Keller, personal 
communication, 1994; A. N. Glazer, personal communica- 
tion, 1994, and references 1144 and 1325-9) that the inten- 
sity of TOTO-1, YOYO-1, and TOTAB fluorescence is 
proportional to the mass of DNA to which the dye is bound, 
regardless of the base composition of the dye. In this con- 
text, at least, the dimeric dyes do not show a base preference; 
the lack of one is critical for use of dimeric dyes in quantita- 
tive analysis of DNA in flow systems, in solution, or on gels. 

The issue of base preference of cyanine dyes is hrther 
clouded by evidence from my lab (unpublished results and 
reference 1133), Frey et and Hirons, Fawcett and 
C r i ~ s m a n ’ ~ ~ ~  that TOTO-1 and YOYO-1, thiazole orange, 
and thiazole blue produce differential staining of chromo- 
somes with similar DNA content, in much the same way as 
do dyes with strong base preferences such as Hoechst 33258 
and chromomycin A,. In fact, something approximating the 
bivariate flow karyotype obtained from chromosomes 
stained with Hoechst 33258 and chromomycin (see the sec- 
tion on DNA base composition) can be produced by dual 
beam (W and visible) excitation of chromosomes stained 
with TOTO-1 It would certainly be useful to have 
a greater variety of dyes available for bivariate chromosome 
analysis, particularly dyes that could be excited at 488 nm; it 
is likely, based on studies of the existing cyanine and styryl 
dyes, that such molecules could be engineered, but there 
doesn’t seem to be enough of a market to get Molecular 
Probes or other companies to make the effort. 

Seeing Red: LD700, Oxazine 750, Rhodamine 800, 
TO-PRO-3, and DRAQS as DNA Stains 
In the mid-1980’s, while examining a number of dyes 

suitable for excitation by red (633 nm) helium-neon lasers, 
Sandra Stephens and I ran across three that stained DNA 
stoichiometricallF. They are LD700, oxazine 750 
(OX750), and rhodamine 800 (R800), all developed as laser 
dyes. The dye-DNA complexes of these three dyes have ab- 
sorption maxima at 660, 690, and 705 nm and emission 
maxima at 670, 700, and 715 nm. OX750 appears not to 
have a base preference; LD700 and R800 have a G-C prefer- 
ence. OX750 and R800 are usable with cheap 670 nrn diode 
lasers. 

Red-excited DNA stains aren’t all that useful unless you 
can stain cells simultaneously with them and something else; 
it would be nice to do DNNimmunofluorescence measure- 
ments in a system with a diode laser using R800 and allo- 
phycocyanin or Cy5. However, at the concentrations (-25 
pM) at which OX750 and R800 have to be used to produce 
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good staining, they quench the fluorescence of allophy- 
cocyanin considerably. 

Any of the TO-PRO or SYTOX dyes, and at least some 
of the SYTO and SYBR series and PicoGreen, should be 
usable for DNA content analysis in permeabilized or fixed 
cells treated with R N h e .  It has been shown that TO-PRO- 
3 works well in this context when used with red excita- 

propidium in systems with only a single 488 nm laser, as 
energy transfer from propidium, which excites well at 488 
nm, to TO-PRO-3, which does not, is fairly efficien<620.1. 

I mentioned DRAQ5233”9 on p. 44; this is a permeant 
anthraquinone dye which, when bound to DNA, has an 
excitation maximum near 650 nm and an emission maxi- 
mum near 700 nm. DRAQ5 appears to be reasonably DNA- 
selective, and the combination of DNA selectivity and per- 
meancy allows it to be used to produce reasonably good 
DNA content histograms when it is used as a vital stain, 
malung it the only dye other than Hoechst 33342 usable for 
that purpose. 

The fluorescence of DRAQ5 is not significantly in- 
creased when the dye is bound to DNA, and some manipu- 
lation of the relative concentrations of dye and cells may be 
necessary to obtain the best quality DNA content measure- 
ments. O n  the plus side, it is possible to excite the dye at 
488 nm. DRAQ5 is available from Biostatus, Limited. This 
company also sells the somewhat less permeant 
DRAQ5N02622, also developed by Paul Smith’s group, and 
said to be useful in discriminating cells in various stages of 
apoptosis, as APOPTRAK~~. 

tion*6’9. , this dye can also be used in combination with 

Miscellaneous DNA-Selective Dyes 

The diamidines M&B 938’6’3 and hydroxystil- 
are structurally similar to DAPI; they are 

W-excited, impermeant, and relatively highly DNA- 
selective, with an A-T base preference. M&B 938 was inves- 
tigated as a drug by Rh8ne-Poulenc Rorer, now part of 
Aventis. Hydroxystilbamidine, now available from Molecu- 
lar Probes, has been used as a viability indicator2624; since 
complexes of the dye with DNA exhibit an excitation maxi- 
mum at 390 it should be better excited by violet di- 
ode lasers than DAPI or the Hoechst dyes. 

3-amino-6-methoxy-9-(2-hydroxyethylamine) acri- 
dine (AMHA) is maximally excited at 375 and emits maxi- 
mally at 510 nm; it is permeant and somewhat DNA- 
selective, probably with an A-T base preference. It is not 
commercially available 

bmidine2332,2624 

What Do DNA Stains Stain? 
DNA content measurements demand high precision be- 

cause DNA content is so nearly constant for substantial 
numbers of cells in a sample and because minute variations 
in DNA content may have considerable biologic signifi- 
cance. 

All of the DNA stains just discussed can be used, on ap- 
propriately prepared samples and in properly aligned in- 

struments, to give precise estimates of the total DNA con- 
tent of cells that accurately reflect DNA content differences 
between different cells and cell types from the same organ- 
ism, e.g., sperm cells, which are haploid, and somatic cells, 
which are predominantly diploid, or tumor cells and accom- 
panying normal stromal cells, which may have different mo- 
dal values of DNA content. This is really quite remarkable 
in light of the fact that different dyes bind in different fash- 
ions and, in some cases, to different chemical components of 
DNA molecules. 

A little more care is required when attempts are made to 
determine the actual mass of DNA1332-3, or genome s i ~ e ’ ~ ’ ~ . ~ ,  
in cells from different species. Dyes with different base pref- 
erences will give different results in cells with different base 
compositions; in analyzing cells from 80 species of 
Tetrapoda, Vinogradov and B o r k ~ n ” ~ ~  found that ratios of 
DNA content values determined with different dyes were as 
high as 1.8 for this reason. 

Darzynkiewicz and his  colleague^^^^^^ examined the acces- 
sibility to different dyes of DNA in nuclei under various 
conditions. During chemically induced differentiation of 
Friend erythroleukemia cells, and during spermatogenesis, 
chromatin condenses, and nuclear staining intensity with 
some DNA stains decreases; accessibility of DNA to differ- 
ent dyes is increased to different extents by acid extraction of 
nuclear histones. The increase in accessibility is lowest 
(45%) for DAPI, highest (1200%) for 7-AAD. 

It seems logical that the dye least affected by chromatin 
structure, i.e., DAPI, would give the DNA histograms with 
the lowest CVs, since the effects of slight cell-to-cell differ- 
ences in chromatin structure would be minimized, and 
DAPI indeed seems to produce the lowest CVs (Fig. 7- 1 1, p 
311). By contrast, it is hard to get even fair stoichiometric 
staining with 7-AAD, which has been shown to produce 
differential staining of different types of leukocytes based on 
chromatin structure  difference^'^'. 

If DAPI is the dye that gives best CVs, mithramycin may 
be the most DNA-selective dye; DAPI and the Hoechst 
dyes, while DNA-selective in mammalian cells, may stain 
other materials in plants and bacteria, often showing some 
spectral shift when they do. 

R u n d q ~ i s t ’ ~ ~ ’  studied binding of DAPI and 7-AAD to 

fibroblast nuclei, and found that DAPI binding, but not 7- 
AAD binding, was increased following detergent treatment. 
7-AAD binding was decreased by fixation with formalde- 
hyde, but not with ethanol, following detergent extraction. 
Removal of basic protein with HCI resulted in an increase of 
about 100% in both DAPI and 7-AAD binding. Scatchard 
analysis suggested the existence of at least two classes of 
binding sites for both dyes; Bertuzzi et a11338, analyzing 
propidium binding to fixed lymphocyte nuclei, also found 
evidence for two classes of binding sites with different afini- 
ties. 

Beisker and E i ~ e r t ’ ~ ~ ’  used fluorescence depolarization of 
ethidium and propidium to study denaturation of DNA in 
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situ by acridine orange, which transfers energy nonradiatively 
to both of the former. 

DNA Ploidy and Aneuploidy: The DNA Index 
When DNA staining is stoichiometric, we tend to refer 

interchangeably to cells DNA content and ploidy, a practice 
that was discouraged by the Society for Analytical Cytology’s 
Committee on N~mencla ture~~’ .  It was recommended that 
measurements of DNA content in abnormal or putatively 
abnormal “test” cells be made in conjunction with meas- 
urements of DNA content in normal diploid “reference” 
cells from the same individual, and that differences in DNA 
content from normal be expressed in terms of the DNA 
index, which is the ratio of the mean or modal channel 
numbers of Go/G, peaks in the distributions from the test 
and reference cells. The term DNA aneuploidy can be used 
to describe a sample containing a stem line with abnormal 
DNA content; aneuploidy without the qualifier is a term 
reserved for describing samples with abnormal karyotypes. 

Comparisons between karyotype and DNA content as 
measured by flow cytometry have been done in human tu- 
mors and tumor-derived cell lines by Tribukait et a1742, Peter- 
sen and Friedri~h~~’,  and Bigner et al’44. In general, there is 
good agreement between measured DNA content and 
chromosome number; discrepancies tend to occur in cases 
with very high (hypertriploid or more) chromosome num- 
bers, and these tend to have higher DNA content than 
would be expected from chromosome number. It has been 
suggested that some abnormal chromosomes may contain 
increased amounts of DNA. 

Sample Preparation for DNA Content Analysis 
The “garbage in, garbage out” aspect of flow cytometry 

affects DNA content measurements in several ways. One 
typically wants to measure nuclear DNA content in a good 
representative sample of a cell population. This is easiest 
when the cell population is a homogeneous line growing in 
suspension culture. Even when a minimal complicating fac- 
tor, such as the cells growing attached to a dish, is thrown 
in, the potential for differential loss during preparation 
arises. When the sample is from real tissue, or a real tumor, 
it is necessary to make sure the cells, or nuclei, that are 
measured come from the part of the specimen that is of in- 
terest, and that the method used to prepare a single cell sus- 
pension does not selectively destroy some cell Debris 
interferes with measurements; if a piece of tissue is minced 
too well, or if a paraffin block is cut too the real cells 
may get lost in the debris. 

It is customary, and acceptable, to use mathematical 
 model^'^'^-^ to determine fractions of cells in different cell 
cycle phases and to reduce the contributions of clumps and 
debris to a DNA histogram (Figure 1-10, pp. 25-6); it is 
unacceptable, although far from unheard of, to use rnathe- 
matical models to attempt to derive the fraction of cells in S 
phase from a histogram with barely recognizable peaks. We 

will get back to this issue when we talk about applications of 
DNA content analysis in Chapter 10. 

DNA Base Composition 
The base-paired structure of double-stranded DNA 

places constraints on the base composition of properly as- 
sembled molecules; the number of adenine residues must be 
the same as the number of thymine residues, and the num- 
ber of guanine residues must be the same as the number of 
cytosine residues. The ratio of A + T (adenine + thymine) 
to G + C (guanine + cytosine) is not similarly constrained. 
In human cells, this ratio happens to be close to one; in bac- 
teria, the G + C content of DNA varies from less than 25% 
to more than 85%264. Less dramatic variations in DNA base 
composition are observable in human chromosomes. 

If a fluorescent dye binds with different affinities to A-T 
and to G-C pairs (or sequences) in DNA, dye molecules will 
be concentrated in regions of the DNA molecule containing 
the bases for which the dye has higher affinity. O n  the other 
hand, if binding to A-T and binding to G-C pairs or se- 
quences have different effects on the fluorescence yield of a 
dye, even if the same amount of dye is bound to A-T and to 
G-C, there will be differences in the amounts of fluorescence 
emitted by A-T and G-C bound dye. Both of these mecha- 
nisms have been observed in the interactions of fluorescent 
dyes with DNAZ30’265’8. 

The first practical application of differential fluorescent 
staining of DNA came in the late 1960’s with the develop- 
ment of chromosome banding techniques by Caspersson 
et a1269-72. Before this, it was often impossible to obtain accu- 
rate karyotypes by visual observation; attempts at automa- 
tion of karyotyping by analysis of microscope images had 
reached a dead end because size and shape were the only 
parameters that were measured. Using quinacrine and other 
dyes, it became possible to produce banding patterns along 
chromosomes that facilitated discrimination between chro- 
mosomes of similar sizes and shapes. Studies of the mecha- 
nisms involved in producing banding led to the develop- 
ment of improved staining techniques that have been ap- 
plied to flow cytometry as well as to microscopy and image 
analysis of chromosomes. 

Quinacrine binds with similar affinities to A-T and G-C; 
however, the fluorescence of DNA-quinacrine complexes 
increases with A + T  ont tent*^^.'^'. Hoechst 33258, which 
binds preferentially to A-T2“, does not produce a banding 
pattern when it is used as a single dye to stain chromosomes. 
However, when a G-C binding molecule such as actinomy- 
cin D, which can serve as an acceptor for nonradiative en- 
ergy transfer, is added in combination with the Hoechst dye, 
a banding pattern similar to that obtained with quinacrine 
appears. The fluorescence of Hoechst dye bound to A-T in 
close proximity to actinomycin bound to G-C is quenched 
due to energy transfer; the fluorescence of Hoechst dye in 
regions containing relatively long sequences of A-T pairs is 
not The fluorescence of DNA stains is also 
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affected by interactions between DNA and chromosomal 
 protein^"^. 

Since differential staining of chromosomes by combina- 
tions of fluorescent dyes typically involves energy transfer 
from molecules of one dye to molecules of the other, dyes 
that work well in combination almost always have excitation 
maxima in different spectral regions, because for energy 
transfer to occur, the absorption spectrum of the acceptor 
species must overlap the emission spectrum of the donor 
species. The difference in spectral characteristics makes it 
necessary to use a flow cytometer with two excitation beams 
at different wavelengths to fully characterize specimens 
stained with pairs of DNA fluorochrornes. 

The combination of Hoechst 33258 and chromomycin 
A,, developed for chromosome analysis by the Livermore 
g r o ~ p * ' ~ ~ ~ ,  provides a good example of a dye pair. Separated 
W (351/364 nrn) and blue (458 nm) beams from argon 
lasers are used to excite the blue fluorescence of the A-T 
bound Hoechst dye and the yellow fluorescence of the G-C 
bound chromomycin. Figure 7-13 gives an example of the 
results obtained from dual laser flow cytometric analysis of 
chromosomes stained with the combination of dyes. 
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CHROMOMYCIN AS FLUORESCENCE 

Figure 7-13. Flow karyotype of human chromosomes 
stained with Hoechst 33258 and chromomycin A,. 
Provided by Ger van den Engh. 

If the dyes had no base preference, the ratio of chromo- 
mycin fluorescence to Hoechst fluorescence would be the 
same for all chromosomes, and all of the data points would 
cluster along a straight line at 45" to the x and y axes, mak- 
ing it difficult to resolve chromosomes (e.g., 14-17) with 
similar DNA content. The differential staining gives greatly 
improved resolution in the two-dimensional space, because 
ratios of chromomycin fluorescence (G + C )  to Hoechst 

fluorescence (A + T) do vary substantially among chromo- 
somes of similar DNA content. This is true for humans; it is 
not for some other species. 

Van Dilla et a1279 used the combination of Hoechst 
33258 and chromomycin A, to differentiate bacterial species 
with different fractions of G + C; the principle is illustrated 
in Figure 7-14. The ratios of chromomycin fluorescence to 
Hoechst dye fluorescence for Staphylococcus aureus, Es- 
cherichia coli, and Pseudomonas aeruginosa reflect the marked 
differences in base composition (% G + C approximately 3 1, 
50, and 67, respectively) among the three species. It is easy 
to separate the species, either by partitioning the two- 
dimensional space defined by the chromomycin and 
Hoechst dye fluorescence intensities, or by partitioning a 
histogram of fluorescence ratios. 
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CHROMOMYCIN A3 FLUORESCENCE 

Figure 7-14. Hoechst Ichromomycin fluorescence 
signatures of bacterial species with different DNA 
base compositions. 

Sanders et found a linear relationship (r = 0.99) be- 
tween the log of the ratio of chromomycin A3 to Hoechst 
33258 fluorescence and the log of Yo G + C over the range 
of 28-67% G + C; two cell populations could be identified 
in mixtures of two species that differed in base composition 
by as little as 4% G + C .  This is a good example of the util- 
ity of a ratio as a single parameter in cases in which there are 
large variances in the absolute intensities of the two signals 
from which the ratio is derived; note that the clusters are 
markedly elongated, indicating that the ratio of chromomy- 
cin fluorescence to Hoechst dye fluorescence remains nearly 
constant for each of the bacterial species. In another paper, 
Sanders et used changes in base composition to detect 
bacteriophage infection of E. coli. 

It has been suggested that Hoechst/chromomycin stain- 
ing could be useful in clinical laboratories for identification 
of bacteria in urine specimens. This might be so, provided 
the clinical instrument did not require the two 12-watt ar- 
gon lasers used as light sources by van Dilla et al. In previous 
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editions, I suggested that 5-10 mW at 325 nm and 20-40 
mW at 441 nm from air-cooled He-Cd lasers might be ade- 
quate, when used with efficient optics, for flow cytometry of 
bacteria and chromosomes. I have already mentioned (p. 
142; references 1133-5 and 1242) that He-Cd lasers have 
been used for bivariate analysis of chromosomes stained with 
Hoechst dyes and chromomycin. As for bacteria, Figure 7- 
14 was obtained using an instrument with a single He-Cd 
laser emitting 325 and 441 nm beams. Although the simpler 
instrumentation makes flow cytometry of bacterial base 
composition easier to do, the time required for fixation and 
staining and the relative lack of specificity of base composi- 
tion for identification of bacterial species remain major ob- 
stacles to clinical use of the procedure. 

In the past, I have used DAPI, which is A-T specific, in 
combination with olivomycin, which is G-C specific, to 
stain ethanol-fixed bacteria, choosing this dye pair because 
the absorption maxima of DAPI and olivomycin are closer 
to the 325 and 441 nm excitation wavelengths available 
from He-Cd lasers than are the absorption maxima of 
Hoechst 33258 and chromomycin 4, which were used by 
Van Dilla et al”’. I have also used mithramycin in place of 
chromomycin. When stained with DAPI/olivomycin or 
DAPUmithramycin, S. aureus, E. coli, and Ps. aeruginosa are 
well resolved in a dual-beam flow cytometer with He-Cd 
laser excitation; however, the Hoechst dyes appear to give 
somewhat better separation than DAN. Differences in 
Hoechst dye and DAPI staining of chromosomes have also 
been noted; Bernheim and Miglierina134z find that chromo- 
somes 1 and Y stain more brightly with DAPI than with 
Hoechst 33258, presumably on the basis of different hetero- 
chromatin content. 

As I mentioned on p. 315, dyes such as TOTO-1, 
YOYO-1, thiazole orange, and styryl-8, all excitable at 488 
nm, appear to exhibit some sensitivity to base composition 
when used to stain  chromosome^^^^^^^'^^^^. Since flow cytome- 
ters with 488 nm sources outnumber those with W sources, 
many more laboratories would be able to do bivariate chro- 
mosome analysis and sorting if dye combinations were 
found that could be excited by a single 488 nm beam. Fur- 
ther work on cyanine and styryl dyes may provide the right 
dyes, at least for chromosome analysis; since these dyes also 
stain RNA, and since it is relatively difficult to get rid of 
RNA in bacteria, it may be harder to find alternatives to 
DAPI or Hoechst dyes and the chromomycins for determi- 
nation of bacterial base composition. Structure-activity stud- 
ies to improve the DNA specificity of cyanine and styryl 
dyes might help here. 

Chromatin Structure; Identifying Cells in Mitosis 

Differences in the staining and structure of nuclear 
chromatin in different cell types from the same organism 
were described by microscopists during the 1800’s, well be- 
fore the nature and roles of nucleic acids and nucleoproteins 
were understood. Such differences in chromatin structure 
are routinely used by hematologists and pathologists as aids 

in the identification and characterization of normal and ab- 
normal cells, and it seems obvious that objective, quantita- 
tive, reproducible flow cytometric measures of chromatin 
structure should provide information of equivalent value. 

The general approach to flow cytometry of chromatin 
structure is antithetical to the approach used in DNA con- 
tent analysis. For determination of cellular DNA content 
with maximum accuracy and precision, it is necessary for the 
DNA in all cells examined to be equally accessible to the 
fluorochrome used, a condition best achieved by removal of 
most of the histones and other proteins that might interfere 
with staininp738. For analyses of chromatin structure, it is 
essential that the conformation of nuclear material either be 
maintained or be modified in a predictable way. 

The most extensive work on flow cytometry of chroma- 
tin structure is without doubt that done by Darzynkiewicz 
and his  colleague^^^^^^^^^^^. They have employed a technique of 
partial denaturation of DNA by acid or heat treatment to 
demonstrate differences between different cell types and 
between cells in different phases of the cell cycle. Fixed cells 
are treated with RNAse to remove RNA, leaving DNA as the 
only nucleic acid present. Cells are then subjected to condi- 
tions that partially denature DNA, e.g., exposure to pH 1.5 
for 30 seconds, and are then stained with acridine orange 
(AO). The denatured DNA assumes a single-stranded con- 
formation, and forms a polymeric complex with AO, shift- 
ing the absorption maximum of the dye to shorter wave- 
lengths and the emission maximum to longer wavelengths, 
i.e., from the green (530 nm) spectral region to the red 
(>600 nm). A 0  monomers bind by intercalation to the re- 
maining native helical DNA, retaining their normal absorp- 
tion and fluorescence characteristics. When the stained cells 
are measured in a flow cytometer with blue or blue-green 
excitation (e.g., at 488 nm), the green fluorescence (5 15-575 
nm) provides an estimate of the amount of DNA remaining 
in the native configuration, while the red fluorescence (600- 
700 nm) gives an estimate of the amount of denatured 
DNA. 

Stokke and Steen740 characterized the chromatin struc- 
ture dependence of 7-aminoactinomycin D binding to 
leukocytes. The level of 7-AAD binding is related to tran- 
scriptional activity, as indicated by DNA susceptibility to 
DNAse 1 digestion and by RNA synthesis. Stokke, Holte 
and S t e e ~ ~ ” ~ ~  analyzed stimulated lymphocytes, and found 
that cells in GI bound almost twice as much 7-AAD as cells 
in Go ; dye binding increased almost linearly during the Go 
to G, transition, and correlated with expression of the early 
activation antigen 4F2 (now CD98). In diploid cells from 
non-Hodgkin’s lymphomas, GJG, cell size, as measured by 
light scattering, was strongly correlated with 7-AAD bind- 
ing. Using a dual-beam (W and 488 nm) instrument, 
Stokke et were able to identify Go, GI, S, and G, phase 
cells on a bivariate display of Hoechst dye vs. 7-AAD fluo- 
rescence and to discriminate live from dead cells; the mixture 
of Hoechst dye and 7-AAD can also be combined with fluo- 
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rescein- and phycoerythrin-labeled antibodies for measure- 
ments of two cellular antigens. 

Although it seems likely that some of the differences in 
chromatin structure between different cells could produce 
different patterns of staining by combinations of DNA 
fluorochromes, there is very little on this topic in the litera- 
ture. Cowden and Curtis280 compared staining of mouse 
thyrnocytes (condensed chromatin) and hepatocytes (more 
loosely organized chromatin) by various dyes, and noted 
different fluorescence intensities in the two types of nuclei 
when mithramycin and 7-aminoactinomycin D, among 
other dyes, were applied following RNAse treatment. Criss- 
man (H. Crissrnan, personal communication, also reference 
1347) has examined the use of combinations of DNA stains 
in combination with three-beam illumination to demon- 
strate differences in chromatin conformation by differences 
in DNA accessibility to different dyes; unfortunately, very 
few people have access to the three-beam flow cytometers 
needed to do this kind of work. 

Chromatin Structure Identifies Mitotic Cells 
The AO/acid denaturation technique provides more in- 

formation about cells’ progress through the cell cycle than 
can be obtained from DNA content measurements alone; it 
is particularly usefil for discriminating mitotic (M) cells 
from cells in the G, phase, which have the same (4C) DNA 
content. As shown in Figure 7-15, cells in M phase (the 
identification of clusters was confirmed by flow cytometry of 
cultures in metaphase arrest) show a much higher red fluo- 
rescence, i.e., their DNA is less resistant to denaturation. 
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Figure 7-15. Flow cytometry of chromatin structure: 
A 0  staining patterns of an exponentially growing 
culture of Friend mouse erythroleukemia cells follow- 
ing partial DNA denaturation by acid (after 
Darzynkiewia et aim). 

Larsen et a1748 have developed an alternative procedure 
for mitotic cell discrimination; they report that, if nuclei 
isolated using nonionic detergents are fixed with formalde- 
hyde, their fluorescence intensity following staining with 

ethidium, mithramycin, or propidium is quenched relative 
to unfixed isolated nuclei. Quenching is significantly less in 
the case of mitotic cells, causing these to form a separate 
cluster in a two-dimensional forward scatter vs. fluorescence 
measurement space. 

It was previously mentioned (p. 277) that changes in 
side scatter of nuclei may reflect changes in chromatin 

and can be used to identify mitotic  cell^^^^^^^. 
Mitotic cells can also be identified by demonstration of cer- 
tain nuclear antigens: this will be discussed further in subse- 
quent sections. 

RNA Content 
The presence of relatively large amounts of RNA in 

growing cells was demonstrated many years ago. RNA is 
largely responsible for the cytoplasmic basophilia, or ten- 
dency of cytoplasm to stain intensely with basic dyes, which 
characterizes most immature and some leukemic blood cells. 
Histochemical demonstration and differentiation of RNA 
and DNA is largely based on the work of BracheC6, who 
showed that a mixture of the basic dyes methyl green and 
pyronin Y stained nuclear DNA green and cytoplasmic 
FWA red. Pyronin Y, like methylene blue, is a basic, tricyclic 
heteroaromatic dye; both ate homologues of acridine or- 
ange, which is employed in the best known flow cytometric 
technique for RNA content measurement, that described by 
Darzynkiewicz et a1262-3 and discussed on pp. 44 and 96-7. In 
this procedure, A 0  is used to stain both RNA and DNA. 
with results illustrated in Figures 3-10 (p. 97) and 7-16 (p. 
321). 

RNAIDNA Staining with Acridine Orange (AO) 
In order to achieve good quantitation of DNA and 

RNAi348-7, cells are first permeabilized with Triton X-100, 
and then stained with A 0  at a relatively low pH in the pres- 
ence of EDTA. Under these conditions, DNA remains in- 
tact, i.e., in its native, double-stranded, helical form, while 
virtually all of the RNA present is converted to the single- 
stranded form. The low pH preserves the cytoplasm, which 
would otherwise be solubilized by the Triton X-100. 

The A 0  concentration, which is critical, is adjusted so 
that DNA-bound dye is exclusively in the monomeric, inter- 
calatively bound form, which fluoresces green. The A 0  
bound to RNA is present in the form of a complex of RNA 
and dye polymers, and exhibits metachromatic red fluores- 
cence. When the proper staining conditions are maintained, 
DNA content distributions estimated from A 0  green fluo- 
rescence show high precision (CVs less than 3%), while A 0  
red fluorescence comes almost entirely from RNA, as shown 
by the loss of over 85% of red fluorescence following RNAse 
treatment. 

Cell Cycle Compartments Defined on the Basis of 
RNA and DNA Content 
Darzynkiewicz et al have used RNA and DNA content 

to define cell cycle compartmentszG2 on the basis of analysis 
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Figure 7-16. DNA and RNA content analysis of mitogen-stimulated lymphocytes. Left: typical results using the 
combination of Hoechst 33342 and pyronin Y described by the a~thor”~.  Right: Typical results with acridine or- 
ange as described by Darzynkiewicz et al%’, showing cell cycle compartments defined on the basis of DNA and RNA 
content. 

of such systems as mitogen-stimulated lymphocytes and leu- 
kemic cells undergoing chemical-induced partial differentia- 
tion in vitro. Typical DNNRNA staining patterns of stimu- 
lated and unstimulated lymphocytes are shown in Figure 7- 
16, which also shows that other stains for DNA and RNA, 
in addition to AO, can be used to demonstrate the same cell 
cycle compartments. 

The quiescent state, described as Go or GI,, in which 
cells such as peripheral blood lymphocytes normally remain, 
is characterized by a “diploid” (2C) DNA content and a low 
RNA content. Within 12 hours or so following exposure to 
mitogens, lymphocytes enter the GI phase and begin to syn- 
thesize RNA. RNA content continues to increase during the 
S phase, beginning about 30 hours after stimulation, in 
which DNA synthesis occurs. 

Analysis of DNA content alone cannot discriminate cells 
in Go (GI,) from cells in the proliferative GI state, because 
the DNA content remains at 2C until the S phase begins. 
Measurements of RNA content can be used to make this 
distinction and, in addition, to define different stages within 
GI. Cells pass from GI, through a brief transitional phase 
called G,,, in which RNA content is slightly increased, and 
then into GI,, during which RNA content increases further, 
but remains lower than the RNA content of any S phase cell. 
They then enter GI,, in which RNA content is at or above 
the lowest value seen in S phase cells. RNA content increases 
approximately linearly during S and G,. 

In exponentially growing cultures, which lack cells in 
GI,, cells appear to pass from S through G, and M back into 
GIA. Normal cells, such as stimulated lymphocytes, when 
maintained in long-term culture, tend to revert back to a 
GI, state, although quiescent, low-RNA “S,” and “G,Q)) 
populations can appear transiently in cells deprived of nutri- 

ents or exposed to cold or to inhibitors of protein synthesis. 
Transition to quiescent (Q) states during S and G, appears 
to be somewhat more common in transformed and malig- 
nant cells. 

The pattern just described, in which RNA content in- 
creases during proliferation and decreases during quiescence, 
has been observed in human and animal blood, connective 
tissue, and epithelial cells of normal and malignant origin, 
and thus appears to be reasonably general. In many of the 
cell types examined, e.g., blood cells and leukemic cell lines, 
RNA content decreases with differentiation or maturation 
of cells. In other cell types, particularly those in which ma- 
ture, nonproliferating cells are actively involved in protein 
synthesis, differentiated cells may contain more RNA than is 
found in their less mature progenitors, and high RNA con- 
tent may not identify proliferative states. 

As is illustrated in the left portion of Figure 7-16, the 
patterns of cellular DNA and RNA content observed using 
A 0  staining can also be demonstrated when other dyes, in 
this instance Hoechst 33342 and pyronin Y, are employed 
to stain DNA and RNA. Other parameters can substitute for 
RNA content for the definition of cell cycle compartments; 
it is possible, for example, to use DNA and nuclear protein 
content to identify proliferative and quiescent cell subpopu- 
I a t i ~ n s ’ ~ ~ . ~ ~ .  

AO. Problems and Some Solutions 

I mentioned previously that, when staining conditions 
are properly adjusted, the red and green fluorescence of A 0  
provide good estimates of RNA and DNA content. It has 
not been easy for many people, myself included, to duplicate 
the results obtained by Darzynkiewicz et a1262-3 using AO. 
This is due to the fact that the staining depends on a rather 
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complex chemical equilibrium between A 0  bound to DNA, 
A 0  bound to RNA (and to other A 0  molecules), A 0  in 
solution in the sample (core) stream, and A 0  diffused into 
the sheath stream. The staining is therefore dependent, not 
only upon the concentration of dye and the concentration of 
cells used, but also upon the dimensions and flow rates of 
core and sheath fluid streams. 

Most of the earlier work reported by Darzynkiewicz and 
his colleagues was done on Ortho Cytofluorograf flow cy- 
tometers. It was fairly easy to achieve similar results using 
these instruments, while adaptation of the A 0  staining pro- 
cedures to other flow cytometers generally required some 
modifications of the staining protocol. As mentioned on p. 
312, Pennings et a1734 reported that the stability and quality 
of staining were greatly improved when reagent was added 
continuously to the sample stream using a manifold and 

pump. 
There are, however, other notable disadvantages associ- 

ated with A 0  staining. The procedure used for DNNRNA 
analysis requires membrane permeabilization by Triton X- 
100, and cannot, therefore, be used on living or intact cells. 
The orthochromatic (green) and metachromatic (red) fluo- 
rescence emissions of AO, between them, overlap the emis- 
sion regions of fluorescein and almost every other material 
that can be used as a fluorescent antibody label with excita- 
tion near 488 nm. This makes it difficult to employ A 0  
staining for DNNRNA content analysis in conjunction 
with immunofluorescent staining to identify cells by pheno- 
type or demonstrate expression of growth- or differentiation- 
related antigens. While UV-excited, blue fluorescent anti- 
body labels could, in principle, be used in conjunction with 
AO, the antigens detected would have to retain their con- 
formation at low pH following Triton X-100 treatment; this 
seems unlikely. 

Finally, A 0  itself tends to adhere to the tubing and flow 
system components of flow cytometers and, unless great care 
is taken to remove residual dye from the instrument follow- 
ing analysis of AO-stained samples (e.g., by flushing with 
Clorox or another bleach), unstained or weakly stained cells 
(e.g., samples for immunofluorescence analysis) that are run 
thereafter will take up the dye and exhibit fluorescence, 
which may lead to misinterpretation of the data obtained. 

Pyronin Y, Oxazine I, and Other Tricyclic Het- 
eroaromatic Dyes as RNA Stains 
In attempting to develop alternative methods for flow 

cytometry of DNA and RNA content that could overcome 
the disadvantages associated with AO”’, I examined the 
properties of a number of tricyclic heteroaromatic dyes that 
are similar in structure to A 0  and that had been reported to 
stain DNA and/or RNA. These are summarized in Table 7- 
3. Among the dyes described in this table are pyronin Y and 
methylene blue, the xanthene and thiazine homologs, re- 
spectively, of AO, both of which are well known as RNA 
stains. Also included are the thiazine dye new methylene 
blue and the oxazine dye brilliant cresyl blue, both widely 

used in laboratory hematology to demonstrate the RNA in 
blood reticulocytes. Some of the dyes produce metachro- 
matic staining; these tend to have higher dimerization con- 
stants than the dyes that do not exhibit metachromasia. 
However, dye binding to and staining of RNA can occur 
without metachromasia. All of the dyes bind to DNA, and 
were found by Miiller et al to exhibit varying degrees of 
preference for G-C regionsza-’. 

In the methyl green-pyronin technique for DNNRNA 
staining, nuclei are stained green, while the cytoplasm is 
red, suggesting that DNA is stained predominantly by 
methyl green, while RNA is stained predominantly by py- 
ronin. Methyl green, like the Hoechst dyes, binds without 
intercalation to DNA and exhibits a strong A-T prefer- 
enceZ6*. These facts led me to try the combination of 
Hoechst 33342 and pyronin Y’I3 for staining DNA and 
RNA in intact cells. While this approach has the disadvan- 
tage of requiring the use of dual-wavelength (UV and blue- 
green or green) excitation, the Hoechst/pyronin technique 
does produce results comparable with those obtained using 
A 0  (Figure 7-16). DNA content may be estimated with 
excellent precision (CVs of the G I  peak below 2%) in intact 
cells stained with Hoechst 33342 in combination with py- 
ronin Y. That the intensity of pyronin Y and fluorescence is 
largely representative of RNA content was established by the 
loss of up to 85% of this fluorescence when ethanol-fixed 
cells were treated with RNAse. 

There is now good evidence that the absence of fluores- 
cence from pyronin bound to DNA in cells stained with 
Hoechst/pyronin results from blocking of pyronin binding 
to DNA by the Hoechst dye. In 1982, Pollack et aIZ8’ re- 
ported that methyl green, which, like the Hoechst dyes, 
binds to A-T sequences in the minor groove, blocks pyronin 
binding to DNA, even though pyronin binds intercalatively 
and has a G-C preference. In 1990, Loontiens et aIZ6’* re- 
ported that Hoechst 33258 displaces intercalators from 
DNA, and, in 1995, Toba et noted that pyronin Y 
alone produced fluorescent staining of both DNA and RNA, 
and that both Hoechst 33342 and 7-AAD decreased py- 
ronin fluorescence in RNAse-treated cells in a concentra- 
tion-dependent fashion. 

Darzynkiewicz and his  colleague^^^^^^ studied the interac- 
tions of pyronin with both cells and nucleic acids. With the 
Los Alamos group, and using the Los Alamos three-beam 
flow cytometer, it was shown that the combination of 
Hoechst 33342, pyronin Y, and fluorescein isothiocyanate 
(FITC) could be used to stain DNA, RNA, and protein in 
fixed  cell^'^^-^. 

The question remained as to the specificity of pyronin Y 
as an RNA stain in intact cells. Cowden and Curtis’60 re- 
ported in 1983 that the dye stained mitochondria of some 
live cultured cells. In my 1981 paper on Hoechst/pyronin 
staining’”, I had shown that W A s e  treatment largely abol- 
ished pyronin fluorescence in fixed cells, and noted that 
pyronin fluorescence intensities were similar in fixed and 
unfixed cells. This suggested that most of the pyronin fluo- 
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C 

CLASS 

Meta- Retic 

COMPOUND NAME (nm) RI R2 R3 R4 A B C (xI04) ( ~ 1 0 ~ )  matic? Stain? 
La, A,, K D  chro- or RNA 

ACRlDlNES 
X = C H  
Y = N H  

AZINES 
X = N  
Y = N H  

XANTHENES 
X=CH 
Y = O  

THIOXANTHENES 
X=CH 
Y = S  

OXAZINES 
X = N  
Y = O  

THl AZINES 
X = N  
Y = S  

proflavine 444 
acridine orange (AO) 492 
coriphosphine 0 46 7 

neutral red 540 

3,6-diaminoxanthylium 496 
acridine red 

pyronin B 550 
pyronin Y (G) (GS) 545 

3,6-diaminothioxanthylium 510 
thiopyronin G 563 

Capri blue GB (L) 643 
Capri blue CON 
oxazine 1 645 
brilliant cresyl blue 636 

thionin 598 
azure C 609 
azure A 628 
azure B 64 7 
rnethylene blue 665 
new methylene blue 636 
toluidine blue 636 

H H H H - - -  
M e M e M e M e -  - - 
M e M e H  H - M e -  

M e M e H  H - M e -  

H H H H - - -  
H M e H  M e -  - - 
M e M e M e M e -  - - 
Et Et Et Et - - - 

H H H H - - -  
M e M e M e  M e -  - - 

M e M e M e M e -  - - 
M e M e  Et Et - - - 

Et Et H H M e -  NH, 
Et Et Et Et - - - 

H H H H - - -  
M e H  H H - - - 
M e M e H  H - - - 
M e M e M e H  - - - 
M e M e M e M e -  - - 
Et H Et H M e M e -  
M e M e H  H - M e -  

8.8 
20.0 

3.2 

0.66 

1.8 

1.3 

11.0 
2.1 

0.28 

3.7 

8.2 
8.1 

2.4 

1.6 yes yes 
yes 

yes yes 

0.33 

2.1 

Yes 

Yes 

2.2 yes yes 

yes yes 
0.98 yes yes 
0.71 yes yes 

yes yes 
yes yes 

Table 7-3. Tricyclic heteroaromatic compounds usable for staining DNA andlor RNA. The general structure of these dyes is shown 
above the table. In the table, h,,, is the wavelength of maximum absorption, A,,, the affinity for calf thymus DNA, in M', and K, 
the dimerization constant, also in M'. Affinities for DNA and dimerization constants are from Muller et aIu7. The tabulated values 
for A,, and KD should be multiplied by 10' to get the true values; for example, A,, for acridine orange is 8.8 x 10' M'. 

rescence from intact cells was also accounted for by dye 
bound to RNA; it was impossible to prove the point, be- 
cause I couldn't treat intact cells with RNAse. 

What Does Pyronin Y Stain? Double-Stranded (Ri- 
bosomal) RNA and Sometimes Mitochondria 
Darzynkiewicz et a1757-8 found that pyronin Y, at concen- 

trations below 3.3 pM, produced primarily mitochondrial 
staining in live cells, while, at concentrations above 5 pM, 
the dye formed complexes with RNA, the interaction with 
RNA appears to be responsible for the irreversible toxicity of 
the dye which they noted at this concentration. They re- 
ported that the pyronin-DNA complex was not fluorescent, 
although a fluorescent complex with DNA could be formed 
when pyronin Y was added at high concentrations. They also 
found that complex of pyronin Y with single-stranded RNA 
was not fluorescent, and attributed the RNAse-sensitive 
fluorescence of pyronin Y in cells to dye bound to double- 
stranded RNA in p 0 1 y r i b o s o m e s ~ ~ ~ ~ ~ ~ ' ~ ' ~ ~ ~  . Schmid et a12626 have 
since (1999) reported that 2 pg/mL pyronin Y produces 

stoichiometric staining of DNA in fixed, RNAse-treated 
cells. 

Traganos, Crissman, and Darzynkie~icz '~~"  found that 
the intensity of pyronin Y RNA staining varied with changes 
in conformation of RNA during mitosis and hyperthermia 
of CHO cells. Total RNA content detected after staining 
with A 0  increased in M as compared to G, phase cells, con- 
sistent with continued RNA synthesis during G,. The con- 
tent of double-stranded RNA, stained with ethidium (after 
DNAse treatment), was also somewhat higher in M cells. In 
contrast, stainability of RNA with pyronin decreased by 
27% in M compared to G, cells, and stainability of RNA 
with pyronin was decreased in G, cells compared to cells in 
G,. The effect was seen at a relatively narrow range of dye 
concentration (1 .O-2.O pg/ml), and was thought 10 involve 
selective denaturation and condensation of ribosomal RNA 
by pyronin in single ribosomes; this process does not occur 
in polyribosomes. 

Since the ribosomal RNA content of cells generally par- 
allels their total RNA content, at least in the context of rep- 
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resenting proliferative vs. quiescent states, Darzynkiewicz et 
al gave pyronin Y a clean bill of health as an RNA stain in 
fixed cells - they use the dye - but cautioned against its in- 
discriminate use in intact 

The caution relates specifically to the possibility that py- 
ronin Y fluorescence measured in intact cells may reflect 
contributions from dye bound to mitochondria as well as 
from dye bound to RNA. In the rat and human lymphoid 
cells with which I have used the dye, mitochondrial fluores- 
cence does not seem to be significant in intact cells stained 
with 5 pM pyronin Y. Cellular and mitochondrial uptake of 
pyronin Y and other cationic dyes, such as the cyanines and 
rhodamine 123, is driven in large part by the interior- 
negative electrical potential gradients across the cytoplasmic 
and mitochondrial membranes, as will be discussed at great 
length in the section on probes of membrane potential. I 
have already mentioned that pyronin Y fluorescence intensi- 
ties are similar in intact and ethanol-fixed cells; in the latter, 
the RNAse sensitivity of pyronin fluorescence establishes 
that it comes predominantly from pyronin-RNA complexes. 

If a substantial portion of pyronin Y fluorescence in cells 
originated from mitochondria, fluorescence should be 
greatly decreased in cells treated with proton ionophores 
and/or other uncouplers of oxidative phosphorylation, 
which decrease or abolish potential gradients across the mi- 
tochondrial and, in some cases, the cytoplasmic membrane. I 
have not noted more than a 5-10% difference in fluores- 
cence between intact lymphoid cells stained in the presence 
and absence of a “cocktail” of uncouplers and ionophores 
that demonstrably eliminate mitochondrial uptake and re- 
tention of rhodarnine 123 in cells such as fibroblasts. Thus, 
in intact or fixed rat and human lymphoid cells, it appears 
safe to interpret pyronin Y fluorescence as primarily indica- 
tive of RNA content. 

In other cell types, containing more mitochondria, fluo- 
rescence from dye in these organelles might interfere with 
RNA content determination in intact cells using pyronin Y. 
However, such interference would be eliminated by addition 
of uncouplers. The mitochondrial-vs.-RNA fluorescence 
issue may be moot if RNA staining is being done to dis- 
criminate proliferating and quiescent cell compartments, 
since, as will be discussed in later sections, both cytoplasmic 
and mitochondrial membrane potential can serve, in lieu of 
RNA content and in combination with DNA content, as 
indicators of proliferative activity. 

Surviving Vital Staining with Pyronin Y 
I found that cells “vitally” stained with 5 pM pyronin Y 

could not be grown in culture, and elected to settle for other 
benefits of vital staining, i.e., relative ease of sample prepara- 
tion and the elimination of any fixation artifacts that might 
interfere with immunofluorescenr staining done concomi- 
tantly with RNA staining with pyronin Y and/or 
RNA/DNA staining with pyronin and Hoechst 333421i3. 
Pyronin Y can be used with fluorescein- andlor PEICy5 
tandem- or PerCP-labeled antibodies; since the dye is not 

well excited at 488 nm, fluorescence signals, even from 5 
pM dye, are relatively weak. The emission filters generally 
used for phycoerythrin are well suited for measurement of 
pyronin Y fluorescence. While the Hoechsdpyronin tech- 
nique has the disadvantage of requiring dual wavelength 
(W and 488 nm) excitation, RNA content measurement 
alone in cells stained with both dyes may provide useful in- 
formation and only requires a single 488 nm excitation 
beam. 

Edward Srour, of the University of Indiana, who was in- 
terested in studying the cell cycle in human hematopoietic 
stem cells, decided to find out whether the Hoechst/pyronin 
DNNRNA staining procedure would work at lower dye 
concentrations without killing the cells. It did; he and his 
 colleague^^^^^^* now routinely sort and culture cells stained 
with Hoechst 33342 at a concentration of 1.6 pM ( 1  
pg/mL) and pyronin Y at a concentration of 3.3 pM (also 1 
pgImL), adding 50-100 pM verapamil to block efflux of the 
dyes. They have recently published a detailed protocol for 
the staining I will have more to say about this 
in the section on stem cells in Chapter 10. 

In my original procedure, intact cells were incubated 
with 5-10 pM Hoechst 33342 for about 5-10 min at 37 “C, 
after which concentrated Pyronin Y (Sigma-Aldrich and 
Polysciences both produce satisfactorily pure preparations of 
the dye) was added to a concentration of 5 pM and incuba- 
tion continued for 30-45 rnin. Cells stained with this mix- 
ture can subsequently be stained with labeled antibodies, 
provided that the concentrations of both Hoechst 33342 
and pyronin Y are maintained in all staining and washing 
solutions. When cells are stained with fluorescent antibodies 
and subsequently fixed, Hoechst/pyronin staining is consid- 
erably easier; dyes are added after the last wash step to 

achieve concentrations of 1 pg/mL Hoechst 33258 or 33342 
and 3.3-5 pM (1-1.6 pg/mL) pyronin Y. 

In a dual-beam (UV1488 nm) instrument, the fluores- 
cence of Hoechst 33342, excited in the W and measured in 
the range between 440-480 nm, is indicative of DNA con- 
tent; pyronin Y fluorescence, measured between 570-600 
nm, is indicative of RNA content. I have recommended 
leaving the Hoechst dye in the staining solution even if only 
RNA measurements are to be made, to block any artifacts 
due to pyronin Y binding to DNA; this may be unnecessary. 

Other DNA Dyes Usable with Pyronin Y 
Toba et a12343-5 showed that a combination of 7-AAD and 

pyronin Y could be used to measure DNA and RNA content 
in fixed cells in a flow cytometer with a single 488 nm exci- 
tation beam; this technique also accommodates im- 
munofluorescent staining with fluorescein-labeled antibod- 
ies. Schmid et a12346 refined the staining procedure, and used 
an additional red laser to excite allophycocyanin-labeled 
antibody. 

According to a March, 2002 posting to the Purdue Cy- 
tometry Mailing List from Derek Davies, DRAQ5 can also 
be used in combination with pyronin Y. I haven’t tried. 
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For the record, Fred Kasten, who has headed the Bio- 
logical Stain Commission and whose experience as a histo- 
chemist far exceeds mine, pronounces the “pyro” in pyronin 
to rhyme with “hero,” which is the way I pronounce the 
“piro” in Shapiro. I had always thought the “pyro” rhymed 
with “my roe,” which is how some Shapiros from Philadel- 
phia pronounce the “piro.” Fred’s pronunciation more accu- 
rately reflects the Greek origin of pyronin’s name, although 
I’m finding it hard to switch, not being enough of a pyro- 
maniac to burn my bridges. 

Tips on Tricyclics (Don’t Get Depressed) 
In general, it should be preferable to use tricyclic dyes 

with little or no metachromatic tendency as RNA stains in 
combination with dyes such as Hoechst 33342, since the 
orthochromatic absorption or fluorescence of RNA-bound 
tricyclic dye can provide an adequate estimate of RNA con- 
tent under these circumstances. The laser dye oxazine 1, for 
example, gives no evidence of being metachromatic, but 
orthochromatic oxazine 1 fluorescence (excited at 633 nm; 
measured above 665 nm) in futed cells stained with 5-10 pM 
dye is predominantly KNAse-sensitive, although not as 
much so as pyronin Y, and therefore may provide an esti- 
mate of RNA content. 

There are, however, reasons for considering the use of 
metachromatic dyes other than acridine orange for simulta- 
neous DNNRNA content estimation. Among these, dyes 
such as methylene blue and the related azure dyes and tolu- 
idine blue may be of particular interest because their absorp- 
tion maxima suit them to use in instruments with inexpen- 
sive He-Ne or diode laser sources operating in the 630-650 
nm range. Methylene blue and toluidine blue are strongly 
metachi-omaticzo5; the absorption bands of concentrated solu- 
tions shift to shorter wavelengths, and it would be expected 
that polymeric forms of such dyes bound to RNA would 
therefore show metachromatic fluorescein emission at wave- 
lengths longer than the 700-725 nm emission from the 
monomeric form282. Under suitable conditions, thiazine dyes 
can be employed to produce blue staining of nuclear DNA 
and selective, metachromatic purple staining of cytoplasmic 
RNAZ8’. However, when I looked for metachromatic fluores- 
cence in cells stained with these dyes, using an instrument 
with a red He-Ne laser source, I did not find any. It might 
be easier to discover suitable dyes by spectrofluorometry of 
dye complexes with various forms of nucleic acids. 

At least one lot of dye I have encountered that was la- 
beled pyronin Y wasn’t, at least by thin layer chroma- 
tographic comparison to material from Aldrich and Poly- 
sciences. The funny thing was that the phantom dye was 
better excited at 488 nm than was pyronin Y, and produced 
staining with a degree of RNAse-sensitivity indicating that it 
was at least as specific as pyronin Y. I couldn’t get the struc- 
ture determined; I wish I knew what it was. 3,6-diamino- 
xanthylium and 3,6-diaminothioxanthylium, both shown in 
Table 7-4, might be worth a look as RNA stains excitable at 
488 nm. 

I have played briefly with thiopyronin G, usable with 
532 nm YAG laser, 546 nm arc lamp or 543 nm green He- 
Ne laser excitation; this should work as a metachromatic 
dye. Unfortunately, I can’t find a source for the dye; John 
Spikes, of the University of Utah, sent me a few milligrams 
in exchange for scientific song lyrics, which he collects. He, 
and others, have used thiopyronin as a photosensitizer, but it 
seems to be handed down from photobiologist to photobi- 
ologist. My interest in thiopyronin has waned, because I 
expect it to suffer from many of the same problems as does 
acridine orange; with the availability of Hoechstlpyronin, 7- 
AADIpyronin, and, potentially, DRAQS/pyronin, there 
seem to be several choices of two dyes that are better than 
one, especially when one wants to measure antigens as well 
as DNA and RNA. 

Most tricyclic dyes do not increase fluorescence on bind- 
ing to either RNA or DNA; on a mole-for-mole basis, the 
fluorescence of dye bound to nucleic acid is usually 
quenched relative to the fluorescence of free dye. The high 
local concentration of dye in dye-nucleic acid complexes 
accounts for the fluorescence of nucleic acid-containing 
structures being detectable above background, but back- 
ground fluorescence is typically high. What you see in the 
fluorescence microscope is not always what you get in the 
flow cytometer; quenched dye, in this instance, dye bound 
to nucleic acid, bleaches more slowly than unquenched dye. 
Thus, when you look at AO-stained material under the mi- 
croscope, much of the background fluorescence has already 
disappeared due to bleaching by the time your eyes focus, 
the green fluorescence from DNA-bound A 0  monomer 
fades rapidly, and the red fluorescence and phosphorescence 
from dye-RNA polymer persists the longest. 

Tricyclics Gag on Mucopolysaccharides 
Polyanionic cell constituents other than nucleic acids, 

notably glycosaminoglycans (GAGs) (formerly called mu- 
copolysaccharides) such as heparin and chondroitin sul- 
fates, bind tricyclic dyes and stain metachromatically with 
those dyes that do exhibit metachromasia. The metachro- 
matic staining of GAG-containing granules in blood baso- 
phils and tissue mast cells was, in fact, noted by Paul Ehr- 
lich, who gave both of these cell types their names, and has 
been used as an identifying characteristic since his time. It is 
sometimes possible to use tricyclic dyes to selectively stain 
GAGs in cells that also contain large amounts of RNA, by 
lowering the p H  to the region of 1 .O, at which point most of 
the phosphate groups of nucleic acids are not ionized while 
most of the sulfate groups of GAGs remain charged; the 
basic dye therefore binds to GAGs but not to RNA. Saun- 
ders has described the use of acridine orange for identifica- 
tion of GAGsZa4. Timar et a176’ have described a flow cy- 
tometric procedure for staining GAGs with AO; RNA stain- 
ing is eliminated not by manipulating pH, but by altering 
electrolyte concentration. 

There does not seem to be any easy way to use tricyclic 
dyes to selectively stain RNA in the presence of GAGs; 
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Darzynkiewicz et al have noted that heparin in mast cells 
interferes with RNA content estimation using A 0  because 
heparin-bound A 0  makes a significant contribution to the 
red fluorescence signalz6*. In most other cell types, however, 
in which large amounts of interfering GAGS are not found, 
the absorption or fluorescence of tricyclic dyes can give rea- 
sonable estimates of RNA content. Bauer and DethlefsenZs5 
compared RNA content estimates in HeLa and CHO cells 
made by W microspectrophotometry and by flow cytome- 
try using a modification of the Darzynkiewicz A 0  staining 
procedure. They found a correlation coefficient of 0.93 be- 
tween paired measurements made by the two methods fol- 
lowing various RNAse treatments. They also reported some 
background contribution to red fluorescence due to DNA; it 
is not clear whether this might have been eliminated by fur- 
ther adjustment of staining conditions. 

Reticulocyte Counting: Cyanines Beat Tricyclics; 
RNA in Nucleated Cells: Cyanines Don’t 
One of the more important applications of RNA content 

determination is in the detection and counting of reticulo- 
cytes in blood; the procedure and its flow cytometric im- 
plementation have been discussed on pp. 78 and 99. Under 
normal circumstances, red cells lose their nuclei before being 
released from the bone marrow into the blood, and neither 
young nor mature red cells contain DNA. Some RNA, a 
residue of the protein synthetic apparatus, remains in the 
young cells, and is lost during the cells’ first day or two in 
circulation. If sufficient RNA is present in a red cell, an in- 
soluble complex can be formed between this RNA and (tri- 
cyclic) basic dyes such as methylene blue; the netlike appear- 
ance of this precipitated material gives the name “reticulo- 
cyte” to this class of immature red cells. 

The first flow cytometric approaches to reticulocyte 
counting, in the late 1970’s and early 1980’s, were based on 
the use of tricyclic dyes. Ortho received approval from the 
U. S. Food and Drug Administration (USFDA) for clinical 
use of a procedure using acridine  range'^.^, but there were 
problems with this dye due to high background fluores- 
cence, although Schmitz and Werner reported improved 
results using optimized dye concentrations and logarithmic 
amplification on the A 0  red fluorescence Tanke 
et al described a method using pyronin YZa6-’. its major dis- 
advantage was the requirement that cells be fixed. Later in 
the 1980’s, the approach to reticulocyte counting shifted 
toward the use of basic dyes, different in structure from the 
tricyclics, which increase fluorescence by factors ranging 
from severalfold to several thousandfold on binding to RNA. 
These dyes, predominantly cyanines such as thiazole orange 
and related compounds such as thioflavin T and auramine 
0, stain both RNA and DNA. While they are nearly ideal 
for RNA detection in reticulocytes, from which DNA 
should be absent, they are poorly suited for demonstrating 
RNA in nucleated cells, unless the cells are treated with 
DNAse as described below. 

Propidium Stains Double-Stranded RNA; 
What of Other Dyes? 

Propidium iodide (PI) has been used by several investiga- 
tors for analysis of RNA content. This dye binds by interca- 
lation to double stranded nucleic acids, RNA as well as 
DNA. When PI is used for DNA content estimation in cells 
containing large amounts of RNA, broad fluorescence dis- 
tributions are obtained due to the contribution of RNA- 
bound dye to the “ D N A  fluorescence signal. The accuracy 
and precision of DNA measurements made with PI are im- 
proved when cells are treated with RNAse prior to analysis. 

F~ankfurC’~ described a complementary technique in 
which cells were treated with DNAse and stained with PI 
before flow cytometry was done; cellular fluorescence under 
these circumstances is due primarily to PI bound to double- 
stranded RNA. The contents of single- and double-stranded 
RNA in cells appear to follow one another; Wallen et al ex- 
amined cultured mouse mammary tumor lines and reported 
good correlation between flow cytometric measurements of 
RNA using PI and A 0  and good correlation of both with 
RNA content estimated by W m i c r ~ ~ p e c t r ~ p h o t ~ m e t r y ~ ~ ~ .  

Wright, Higashikubo, and Roti R ~ t i ’ ~ ~ ’  combined 
propidium staining of double-stranded RNA with fluo- 
rescein isothiocyanate (FITC) staining of total protein (see 
the section on that) for flow cytometric studies of nuclear 
matrices prepared from nuclei by DNAse I digestion fol- 
lowed by NaCl extraction, and found that, while heat shock 
could protect some double-stranded RNA from RNAse di- 
gestion, propidium staining remained specific for double- 
stranded RNA. 

Pyronin Y, as previously mentioned, forms fiuorescent 
complexes primarily, if not exclusively, with double-stranded 
ribosomal RNA, and could presumably be used instead of 
propidium without the necessity for RNAse digestion. The 
monomeric and dimeric cyanines intercalate, and thus stain 
double-stranded RNA, but would require enzymatic removal 
of both DNA and single-stranded RNA to be useful. 

An RNA-specific fluorochrome similar in structure and 
spectral characteristics (UV-excited, blue fluorescence) to 

DAPI was described by Wachtler and Musilz’*; I have not 
seen reports either of the use of this dye in flow cytometry or 
of whether it stains single- and/or double-stranded RNA. 

7.5 FLUORESCENT LABELS AND PROTEIN DYES 
More than half of the 37 spectra shown in Figure 7-9 (p. 

296) are those of low and high molecular weight labels that 
are attached to other molecules to allow those molecules to 

be detected in or on cells or beads using cytometry. Reactive 
labels bind covalently to the molecules to be labeled; low 
molecular weight reactive labels can also be used as stains for 
cellular proteins, which can also be demonstrated using 
dyes, almost always acidic in character, which form ionic 
bonds with amino groups and other basic structures in pro- 
teins. Structures of a number of reactive labels are shown in 
Figure 7-17. 



Parameters and Probes I 327 

AMCA BODIPY Cascade Blue 

so3w C F C H - C  )@&*c-c-c Et I ao3 W 2 ) 5  I 

I CY5 (&o/c+o 

cy3 Et G - o / c + o  ICH2)5 
I I 

ov ,, 0 

( c H 3 ) 2 N ~ ’ c H 3 ) 2  , 0 0  

, COOH , coo - 

6- ’ 0 

s o p  
TRITC S=C=N [ Texas Red 

N=C=S 

FITC 

Figure 7-17. Chemical structures of some reactive labels. AMCA and BODlPY succinimidyl ester, Cascade Blue 
azide, FITC, TRITC, and Texas Red structures were provided by Molecular Probes, Inc. 

Estimating Total and Basic Protein Content of Cells 

Total protein content of fixed cells is estimated by stain- 
ing with a variety of acid dyes that bind ionically or cova- 
lently to positively charged groups on proteins. It is difficult 
to establish the specificity of these dyes as protein stains, or 
how much dye is bound to materials other than proteins, 
because, while cells stained with DNA or RNA fluoro- 
chromes can be examined in the presence and absence of 
DNAse or RNAse, attempting to do the same trick with 
protein stains and proteolytic enzymes leaves you with sam- 
ples containing stain in the presence and absence of cells. 
We thus have to be satisfied with a large body of indirect 
evidence that tells us that most of whatever isn’t DNA or 
RNA in most cells is protein. By using acid dyes as protein 
stains, we increase the likelihood that what is being stained is 
actually protein, because these dyes are reacting predomi- 
nantly with amino groups, which are considerably more 
abundant in proteins than in carbohydrates and lipids. 

Total protein staining is usehl both in monitoring 
growth and metabolism of otherwise homogeneous cell 
populations and in analysis of mixed populations containing 
cell types with different protein content, e.g., blood leuko- 
cytes. In most applications, protein stains are not used alone, 
but are combined with DNA fluorochromes. Most of the 
stains in common use have, therefore, been selected to have 
spectral characteristics complementary to those of ethidium 

or propidium on the one hand, or to those of DAPI or the 
Hoechst dyes, on the other. 

Fluorescein lsothiocyanate (FITC) 
Freeman and C r i ~ s r n a n ~ ~ ~  examined several dyes suitable 

for argon ion laser excitation at 457 or 488 nm and selected 
fluorescein isothiocyanate (FITC) as a protein stain for use 
in combination with PI2”. FITC was preferred to sulfonated 
dyes (e.g., brilliant sulfaflavine) because it binds covalently, 
leaving fluorescein moieties attached to cells afier washing. 

Because there is some overlap between the emission spec- 
tra of fluorescein and PI, fluorescence compensation may be 
required to eliminate contributions to the green fluorescence 
signal from PI and contributions to the orange or red fluo- 
rescence signal from fluorescein. When FITC is used for 
total protein staining, the fluorescein signal is usually rela- 
tively strong, and bleed into the orange or red channel is 
pronounced. This contrasts with the more common situa- 
tion in which PI is combined with fluorescein-labeled anti- 
bodies; in this case, the effects of fluorescein spectral overlap 
on PI fluorescence are usually negligible, while those of PI 
spectral overlap on uncompensated fluorescein fluorescence 
are marked. 

Sulforhodamine 101 (SRIOI) 
Stohr et a1296 examined various combinations of DNA 

and protein stains and selected one in which DAPI was used 
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to stain DNA and sulforhodamine 101 (SR101) was used to 
stain protein. These were used in an instrument with UV 
and 488 nm beams exciting DAPI and SR101, respectively; 
while it is also possible to excite both dyes with UV light, 
Heiden, Gohde, and T r i b ~ k a i t ’ ~ ~ ’  report that dual-beam 
excitation with UV and green is superior. There is relatively 
little spectral overlap between the emission spectra of DAPI 
and SRlOl to begin with; when dual-beam excitation is 
used, any bleed of DAPI fluorescence into the SRlOl meas- 
urement channel is eliminated. 

SR10 1 binds ionically, rather than covalently, to pro- 
teins; staining with it and with other sulfonated dyes is an 
equilibrium process, and there is generally a considerable 
amount of free dye remaining in the background. Under 
some circumstances, background fluorescence of acid dyes 
used to stain protein may interfere with or prevent meas- 
urement of protein content (see “The Case of the Disappear- 
ing Leukocytes,” pp. 220-1). However, this fluorescence 
may often be reduced considerably by lowering the ionic 
strength of the staining mi~ture~’”~’~ .  

Although, in theory, SRlOl should be usable in combi- 
nation with fluorescein-labeled antibodies in an instrument 
with 488 nm excitation, the much higher concentration of 
SRlOl relative to fluorescein in this situation may result in 
more spectral overlap than can be compensated for by some 
instruments. 

Hematoporphyrin (HP) as a Protein Stain 
Takahama and Kaga~a’~” described a simplified simulta- 

neous one-step staining method for DNA and cell protein 
using 0.001% DAPI or Hoechst 33342 as the DNA stain 
and 0.03% hematoporphyrin (HP) to stain protein. The 
fluorescence emission of H P  is at 670 nm; the excitation 
spectrum of porphyrins suggests that H P  would definitely be 
usable as a total protein stain with blue-violet excitation 
(436 nm arc lamp, 441 nm He-Cd laser, or 457 nm argon 
laser) and might well work with 488 nm excitation. If 488 
nm excitation could be used, the large Stokes’ shift of por- 
phyrins should insure that emission in the green spectral 
region would be sufficiently low to permit simultaneous use 
of fluorescein-conjugated antibodies and HP. Tanaka et all3’* 

compared staining with the DAPI/HP combination by flow 
and image cytometry and reported that it yielded more accu- 
rate results than did PI and fluorescein. 

Rhodamine 101 (or 640) as a Vital Protein Stain 
Since neither the covalent bonding nor the ionic bond- 

ing acid dyes penetrate membranes of living or intact cells to 
any appreciable extent, they can only be used for protein 
staining in fixed or permeabilized cells, nuclei, etc. In 1982, 
Crissman and Steinkamp reported that rhodamine 640 (i.e. 
rhodamine 101, the uncharged dye that is the chromophore 
of SRlOl and of the reactive labels XRITC and Texas Red) 
could be used at concentrations of 1-5 pg/ml to stain living 
or intact cells, yielding fluorescence distributions nearly 
identical to the total protein content distributions obtained 

from fixed cells stained with XRITC or FITC”’. One would 
expect that other uncharged rhodamine dyes with absorption 
and fluorescence at shorter wavelengths, e.g., rhodamine B, 
might also be suitable for “total protein” staining in intact 
cells. 

What Do “Total Protein” Stains Stain? 
Holme et compared forward scatter and Coulter 

volume signals from platelets with fluorescein fluorescence 
values obtained when platelets were stained for total protein 
and found a high degree of correlation; since platelets are 
predominantly composed of protein, this provides further 
evidence in support of FITC as a total protein stain. 

In fixed cells, measurements of orthogonal (90 ”) light 
scattering may provide information similar to that obtained 
using protein  stain^*'^^^'''^^; this was alluded to on p. 278. 
Figure 5-17 (p. 254) shows that in glutaraldehyde- fixed 
peripheral blood leukocytes, total protein content, as esti- 
mated from the UV-excited blue fluorescence of the acid dye 
“LN”9”93 is tightly correlated, on a cell-by-cell basis, with 
orthogonal light scatter intensity in the several different 
classes of leukocyte:. Others (H. Crissman, personal com- 
munication; M. Pallavicini, personal communication) have 
also noted that fluorescent protein stains and side scatter 
measurements yield similar distributions. When beginning 
studies on a cell population, it is therefore advisable to exam- 
ine the correlation between side scatter and total protein 
content as determined with a fluorescent dye. If the side 
scatter measurement appears to provide the same informa- 
tion as the protein stain, the scatter signal can then be used 
in the absence of the protein stain, allowing the fluorescence 
channel that would have been used for protein content esti- 
mation to be devoted to analysis of a more specific parame- 
ter, e.g., a surface antigen. 

Staining to Demonstrate Basic Protein 
Protein staining by acid dyes is dependent on the ioniza- 

tion constants of the dyes and of amino groups and other 
charged sites on proteins. Thus, binding of dyes to cells is 
affected by the pH of the staining solution. At alkaline pH, 
only the more strongly basic groups in proteins remain ion- 
ized and thus able to bind acid dyes; as pH decreases, more 
basic groups become ionized. Thus, the same basic dye can 
be used to stain basic proteins and total proteins at different 
pHs; brilliant sulfaflavine, for example, is used as a basic 
protein stain at p H  8 and a total protein stain at pH 2.8”’. 

Covalent Labels for Antibodies and Other Molecules 
The covalent bond forming dyes such as FITC, which 

has just been discussed as a stain for total protein content, 
are probably better known, and undoubtedly more widely 
used, as fluorescent labels for a variety of large and small 
molecules that can be bound strongly and specifically to 
various cellular constituents. Specific ligands thus labeled 
can be used as reagents for a number of structural and func- 
tional parameters, including surface sugars (demonstrated 
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using tagged lectins), surface and intracellular antigens 
(fluorescent antibodies), surface charge (fluorescent polyca- 
tions), surface and intracellular receptors (fluorescent 
hormones, growth factors, neurotransmitters, viruses, etc.), 
endocytosis (fluorescent macromolecules, microorganisms, 
or plastic particles), DNA synthesis (fluorescent antibody to 
detect BrUdR in chromatin; fluorescent nucleotides), and 
specific nucleic acid sequences (fluorescent oligonucleotide 
probes). Spectral characteristics of the more important fluo- 
rescent labels are given in Figure 7-9 (p. 296) and Table 7-2 
(p. 297). 

Fluorescein lsothiocyanate (FITC) as a Label 
Fluorescein, conjugated as its reactive isothiocyanate de- 

rivative (FITC), is by far the most popular fluorescent label; 
its excitation maximum is very close to the 488 nm argon 
ion laser wavelength available in almost all flow cytometers, 
its quantum efficiency is high, and it had been in use long 
enough before flow cytometers became available for conjuga- 
tion and staining procedures to have become well estab- 
lished, particularly in immunology. 

As was mentioned on p. 77, the fluorescent label used in 
the first description of the fluorescent antibody technique by 
Coons et al in 194144 was anthracene, which fluoresces blue 
when excited by W light. The fluorescent antibody tech- 
nique itself was developed after attempts to visualize the 
absorption of dye-labeled cell-bound antibodies in transmit- 
ted light1087-8 had failed. It was possible to see concentrations 
of anthracene-labeled antibodies against the darker back- 
ground of unstained tissue, but the W-excited blue auto- 
fluorescence of pyridine nucleotides and other tissue com- 
ponents (see Figure 7-7 and text on pp. 290-1) limited the 
sensitivity of the fluorescent antibody method as originally 
described. 

In 1950, Coons and K a ~ l a n ~ ~  reported that the use of 
fluorescein-labeled antibodies improved sensitivity; the 
green fluorescence of fluorescein made it easier to discern 
concentrations of antibody against the tissue background. 
Two major barriers to widespread use of the fluorescent an- 
tibody method remained; few labs had fluorescence micro- 
scopes, and most investigators were neither equipped nor 
willing to handle the phosgene gas used to prepare fluo- 
rescein isocyanate for conjugation. In 1958, Riggs et a146 
described the use of fluorescein isothiocyanate for labeling. 
The synthesis of FITC involves thiophosgene, which is less 
noxious and more manageable than phosgene, and FITC is 
stable enough to be marketed commercially in a form ready 
for conjugation. 

The intensity of fluorescein fluorescence emission varies 
with p H  within the range (6.5-8.0) likely to be encountered 
in samples; p H  must therefore be controlled when quantifi- 
cation of results is important. 

Labeling with Lissamine Rhodamine B and Tetrame- 
thylrhodamine lsothiocyanate (TRITC) 
It was also in 1958 that Chadwick et al”’ described the 

use of Lissamine rhodamine B 200, or sulforhodamine B, 
for antibody labeling. This compound was conjugated by 
converting its sulfonic acid group to a sulfonyl chloride. 
Since the red fluorescence of rhodamine dyes and the green 
fluorescence of fluorescein can be readily distinguished by an 
observer, particularly when excitation filters are switched to 
allow selective excitation of first one dye and then the other, 
it became possible to examine material stained with two 
different antibodies, each with its own distinct fluorescent 
label. Once relatively easy-to-use fluorescein and rhodamine 
labels became available, immunology laboratories began to 
acquire fluorescence microscopes, which had been improved 
considerably between the 1940’s and the 1960’s. The stage 
was thus set for the relatively rapid acceptance of flow cy- 
tometry by immunologists, and it was not until flow cy- 
tometers came into widespread use in the late 1970’s that 
significant further progress in the development of fluorescent 
labels for antibodies was to occur. By this time, an isothiocy- 
anate derivative of rhodamine, tetramethylrhodamine 
isothiocyanate (TRITC) had also become available. 

Multicolor Fluorescence I: FITC and TRITC 

As was just noted, by the time flow cytometers became 
available to immunologists, many of them were using fluo- 
rescein and rhodamine labels to do two-color work under 
the fluorescence microscope, switching from a combination 
of a blue primary (excitation) filter and a yellow or green 
secondary (observation) filter for detection of fluorescein- 
labeled antibody to a combination of a green primary filter 
and a red secondary filter for detection of rhodamine- la- 
beled antibody. It was also possible, although difficult, to 
look at the fluorescence from both labels at once, using blue- 
green excitation and a yellow secondary filter; this relied 
heavily on the human observer’s ability to discriminate weak 
red fluorescence from strong green fluorescence. 

The microscopes used for immunofluorescence work 
typically have mercury or xenon arc lamp sources; mercury 
lamps have strong emission lines at 436 nm (blue) and 546 
nm (green) and put out considerably less light at intermedi- 
ate wavelengths, while xenon lamps have a relatively flat 
emission spectrum in the blue and green regions. The ab- 
sorption maximum of fluorescein is at about 490 nm; that of 
tetramethylrhodamine is at about 555 nm. Using a conven- 
tional blue (centered near 436 nm) excitation filter for fluo- 
rescein gives suboptimal excitation, while using a green filter 
centered near 546 nm for rhodamine gives near-optimal 
excitation. Using a 500 nm short-pass filter to excite both 
dyes doesn’t give very good excitation of either, allowing the 
dark-adapted eye and its associated brain to resolve the rela- 
tively weak emission from both. 
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The 488 nm argon laser line commonly used for excita- 
tion in flow cytometers is essentially at the absorption 
maximum of fluorescein, while the absorption of tetrame- 
thylrhodamine at this wavelength is only about 5% of its 
maximum value. This factor alone dictates that, if equal 
amounts of fluorescein- and tetramethylrhodamine-tagged 
antibodies were present on a cell, the total fluorescence emis- 
sion from the fluorescein antibodies would be 20 times that 
from the tetramethylrhodamine antibodies. When bound to 
antibodies, both fluorescein and tetramethylrhodamine usu- 
ally have quantum efficiencies somewhere between 0.2 and 
0.5 (toughly on the order of 50% of the quantum effkien- 
cies of the free dyes); these are not different enough to bal- 
ance out the very large difference in absorption. The differ- 
ences in molar extinction coefficients between fluorescein 
and tetramethylrhodamine are also not great enough to 
overcome the differences in absorption at 488 nm. Thus, 
one can realistically expect at least an order of magnitude 
more fluorescence from fluorescein-tagged antibody than 
from an equivalent amount of tetramethylrhodamine-tagged 
antibody when 488 nrn excitation is used. The resolution of 
the signals from the two dyes therefore depends upon the 
use of detectors equipped with optical filters chosen to take 
advantage of the difference in emission spectra between fluo- 
rescein and tetramethylrhodamine. 

The emission maximum of fluorescein (Figure 7-9) is at 
about 520 nm, while that of tetramethylrhodamine is at 
about 570 nm; emissions from the two dyes should be well 
resolved using a green (51 5-550 nm) filter for the fluorescein 
fluorescence detector and a red-orange (560 nrn long pass) 
filter for the tetrarnethylrhodamine fluorescence detector. 
This, however, does not take into account the large absorp- 
tion difference at 488 nrn. To  do this, we have to imagine 
spectra in which we either increase the height of the fluo- 
rescein emission spectrum by a factor of 10 or decrease the 
height of the tetramethylrhodamine emission spectrum by a 
like factor. In this view, what seemed to be an insignificant 
“red tail” on the fluorescein emission spectrum, going out to 
600 nm, now overshadows most of the tetramethylrhoda- 
mine emission. For best resolution of the tetramethylrhoda- 
mine emission, we really should use a long pass filter that 
cuts on at a wavelength of 590 nm or longer on the tetramc- 
thylrhodarnine fluorescence detector. At that, we would have 
to use electronic or software fluorescence compensation to 
get rid of crosstalk from the longer wavelength fluorescein 
emission, and, if there is a lot more fluorescein than tetrame- 
thylrhodamine on a cell, even this won’t help. 

in the Herzenberg lab at Stanford, first did 
two-color imrnunofluorescence flow cytometry as just de- 
scribed, and also evened the balance between fluorescein and 
tetramethylrhodamine absorption by operating the argon 
laser to produce a mixture of visible lines (mostly 488 & 5 15 
nm) or a 5 15 nrn beam. The 5 15 nm line is not great for 
tetramethylrhodamine, but it’s no better for fluorescein, and 
using this excitation wavelength forces you to employ a fluo- 
rescein detector filter that cuts on at a longer wavelength 
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than you would otherwise use. Before phycobiliproteins were 
introduced as labels, this was about the best that could be 
done in the way of two-color immunofluorescence analysis 
with a single-beam cytometer; on a historical note, the fluo- 
rescein/rhodamine labeling work forced the Herzenberg 
group to develop fluorescence compensation. 

Multicolor Fluorescence II: Rhodamine 101 Dyes 
The most obvious alternative to the less than satisfactory 

single beam excitation method for cells labeled with fluo- 
rescein and rhodamine involved the use of separated excita- 
tion beams at different wavelengths, in essence imitating the 
observer at the fluorescence microscope switching filter 
combinations. There was no simple way to do this using 
fluorescein as the first label and tetramethylrhodamine as the 
second, because the only lines available from ion lasers well 
suited to tetramethylrhodamine excitation (528 nm from 
argon and 530 nm from krypton lasers) are in the region of 
fluorescein emission. Instead, derivatives of rhodamine 10 1 
were substituted for tetramethylrhodamine. In rhodamine 
10 1, the ring structure of other rhodamine dyes is extended 
(see the structures of TRITC and Texas Red in Figure 7- 17), 
leading to shifts in the absorption and emission spectra, 
which have maxima at wavelengths about 30 nm longer than 
the absorption and emission maxima of tetramethylrhoda- 
mine. 

Adding a second beam, derived from a krypton laser 
emitting at 568 nm or a dye laser at 590 nm, to the existing 
488 nm argon laser beam in a flow cytorneter made it possi- 
ble to examined cells simultaneously stained with antibodies 
labeled by conjugation with FITC and with X-rhodamine 
isothiocyanate (XRITC, Research Organics, Cleveland, 
OH) or the sulfonyl chloride derivative Texas red (from 
Molecular Probes, which was then located in Plano, TX), 
both bearing the chromophore of rhodamine 101”6’”7. Fluo- 
rescein fluorescence excited at 488 nm was measured at 510- 
550 nm, and rhodamine 101 fluorescence excited at 568 nm 
was measured at 590-630 nm; there was essentially no 
crosstalk between the signals. 

While the rhodamine 101 derivatives solved some prob- 
lems involved in two-color immunofluorescence flow cy- 
tometry, they precipitated others. People who used XRITC 
found it hard to remove unbound dye from protein conju- 
gates, to which the hydrophobic dye adhered. Texas red 
became more popular, but had a tendency to inactivate anti- 
bodies (rat monoclonal antibodies in particular) and, some- 
times, to part company with antibodies to which it had been 
conjugated. Rhodamine 101 supposedly has a quantum efi- 
ciency of 1 .O, but Texas red-labeled antibodies don’t seem to 
give as much of a fluorescence signal as do fluorescein- 
labeled antibodies. The people I know who have the best 
luck with Texas red immunofluorescence originally used the 
label almost exclusively in the forms of Texas red-avidin 
or -streptavidin, which will form extremely high-affinity 
bonds with biotin-conjugated antibodie?”. Excitation of 
Texas red requires a krypton laser or an argon laser-pumped 
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tunable CW dye laser, neither of which is as easy to keep 
running as an argon laser. He-Ne lasers at 594 nm were not 
then powerful enough to present a viable option; the few 
milliwatts available at this wavelength might, however, do 
the job in modern instruments with efficient optics. 

Early Problems with Multicolor Fluorescence 
In addition to the difficulties presented by the rhoda- 

mine 10 1 derivatives, users faced some more general prob- 
lems associated with two-color immunofluorescence meas- 
urements. As long as only a single antibody was used to stain 
cells, a significant enhancement of fluorescence signals could 
be obtained by using indirect staining, in which the fluo- 
rescent label is attached to a second developing antibody 
that binds to molecules of another antibody already bound 
to antigens on or in cells. It is, as a rule, not possible to put 
more than three molecules of fluorescein (or other dyes) 
directly on an IgG antibody molecule without either 
decreasing the specificity of the antibody reaction or decreas- 
ing the quantum yield of attached dye past the point of 
diminishing returns. It is, however, possible for more than 
three (usually 5 or 6) molecules of a developing antibody to 
bind to a single cell-bound antibody molecule. Thus, direct 
immunofluorescent staining will put no more than 3 dye 
molecules at each antigenic site, while indirect staining will 
put 15-1 8 dye molecules at each antigenic site, resulting in 
amplification of the fluorescence signal. 

Most of the earlier single-color work with monoclonal 
antibodies was done using indirect staining, with something 
like a fluoresceinated goat anti-mouse Ig used as a develop- 
ing antibody, since this modus operandi both eliminated the 
need for fluorochrome conjugation of each new monoclonal 
antibody and offered increased sensitivity as compared to 
direct fluorescent staining. Indirect staining of this kind, 
however, did not provide for labeling cells with two mouse 
monoclonal antibodies of the same immunoglobulin class. 

When there were reasonably large numbers of antigenic 
sites present on cells, the obvious option in this instance was 
direct staining, using different labels (fluorescein and rho- 
damine 101) on each of the two antibodies. If some amplifi- 
cation was required, the use of labeled avidin and bioti- 
nylated antibodie?, or of hapten-conjugated antibodies 
and differently labeled anti-hapten antibodies3” resulted in 
more dye molecules being bound per antigenic determinant 
than would have been possible using direct staining. 

What would have been most desirable, however, was a 
direct labeling technique that allowed more than three fluo- 
rescent molecules to be attached directly to each antibody 
molecule. The group at Block tried a “brute force” approach 
to such a method in which antibodies were conjugated to 
synthetic polymers bearing hundreds of fluorescein mole- 
cules (see p. 116); this didn’t work, because the fluorescein 
fluorescence was quenched under those circumstances. 

Shechter et a1302 had better luck with a procedure devel- 
oped to produce highly fluorescent, physiologically active 
derivatives of insulin and other peptide hormones; they were 

able to attach 7 molecules of rhodamine to a molecule of 
lactalbumin, which was then conjugated to a molecule of 
hormone. As it turned out, however, when it came to de- 
signing fluorescent macromolecules suitable for antibody 
labeling, Nature had, as usual, outdone man. 

Phycobiliproteins to the Rescue! 
The phycobiliproteins’’4”’z”356 are a family of macro- 

molecules found in red algae and cyanobacteria (formerly 
called blue-green algae), in which they play critical roles in 
the function of the photosynthetic apparatus. Photosynthesis 
in green plants involves the direct interaction of light with 
chlorophyll, which has absorption maxima near 440 nm in 
the blue-violet and near 700 nm in the far red. Light in these 
spectral regions is not transmitted much beyond the surface 
layers of bodies of water, while green and blue light pene- 
trate to greater depths. The survival of algae and cyanobacte- 
ria at these depths depends on  the capacity of phycobilipro- 
teins to absorb the shorter wavelength light and participate 
in a chain of nonradiative energy transfers that finally makes 
the light energy for photosynthesis available to chlorophyll. 

The phycoerythrins absorb blue-green and green light, 
the phycocyanins green and yellow light, and the allophy- 
cocyanins orange and red light. While the function of phy- 
cobiliproteins in their natural environment is that of nonra- 
diative energy transfer, these molecules are all highly fluores- 
cent, and their particular fluorescence characteristics have 
been of great interest to users of flow cytometers since Oi, 
Glazer, and Stryer demonstrated the utility of phycobilipro- 
teins as antibody labeling  reagent^"^. 

The chromophores in phycobiliproteins are bilins, 
which are pyrrole pigments derived froK the same building 
blocks as porphyrins; each phycobiliprotein molecule con- 
tains a large number of such chromophores. The extinction 
coefficients of phycobiliproteins are extremely high, and the 
quantum yields are also high. An antibody molecule directly 
labeled with fluorescein will have between 1 and 3 chromo- 
phores associated with it; an antibody molecule to which 6 
fluoresceinated antibody molecules have been bound during 
an indirect staining procedure will have 6 to 18 associated 
chromophores. An antibody molecule directly labeled by 
conjugation with a phycobiliprotein may have as many as 34 
associated chromophores, each with an absorbance and 
quantum yield roughly comparable to those of fluorescein. 
Spectra of R-phycoerythrin and allophycocyanin are shown 
in Figure 7-9 (p. 296); Figure 1-18 (p. 37) shows that, with 
excitation at 488 nm, a phycoerythrin-labeled antibody 
molecule will emit several times as much fluorescence as a 
fluorescein-labeled antibody molecule. 

In addition to their high extinction coefficients and 
quantum yields, phycobiliproteins, and phycoerythrins in 
particular, are characterized by broad shoulders in their exci- 
tation spectra, allowing them to be excited effectively at 
wavelengths substantially below their emission maxima. 

While the molecular weights of phycobiliproteins are 
sufficiently high so that conjugates may contain only one 
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molecule of phycobiliprotein per antibody molecule, the 
high extinction coefficients and quantum efficiencies of the 
phycobiliproteins insure that one molecule will get the job 
done. 

Phycoerythrins: R-PE, RPE, and Others 

While the peak absorption of R-phycoerythrin (R-PE) 
is at 565 nm, with the emission maximum at 578 nm, the 
absorption at 488 nm is approximately 50% of maximum. 
This allows R-PE to be used very effectively in combination 
with fluorescein for two-color immunofluorescence flow 
cytometry; only a single excitation beam (e.g., 488 nm from 
an argon laser) is required. Fluorescein fluorescence is meas- 
ured, as customary, in the green region around 530 nm, 
while R-PE fluorescence is detected in the orange-red region 
above 570 nm. If a 590 nm long pass filter is used instead of 
a 570 nm long pass filter, interference from the red tail of 
fluorescein emission can generally be minimized to the point 
at which fluorescence cornpensation’’’ is not necessary; this 
was more practical years ago, when most instruments meas- 
ured two-color fluorescence, than it would be now. 

B-phycoerythrin (B-PE), like R-PE, has a molecular 
weight of about 240,000, and contains 34 bilin chromopho- 
res per molecule; its absorption maximurn is at 545 nm, and 
it is less well excited at 488 nm than is R-PE. PE-labeled 
antibodies have been widely available since the late 1980’s, 
and the combination of fluorescein-labeled and PE-labeled 
antibodies has been standard for two-color immunofluores- 
cence measurements since that time. B-D licensed Stanford 
University’s patent on phycobiliproteins, which was based 
on the work by Oi, Glazer, and S t~ye r“~ ,  and controlled the 
market on phycobiliprotein-labeled antibodies until the late 
1990’s; since that time, PE-labeled antibodies have become 
available from an increasingly large number of manufactur- 
ers. 

suggested that the phyco- 
erythrin from the marine cyanobacterium Synechococcus 
WH8103 (S-PE) might be usefd as a label because it con- 
tains more phycourobilin groups, which are responsible for 
the shorter wavelength absorption of phycoerythrins, than 
does any other known phycoerythrin. The absorption 
maximum of S-PE is at 492 nm; the emission maximum is 
at 565 nm. A solution of S-PE excited at 488 nm has a fluo- 
rescence intensity 19 times higher than that of an equimolar 
solution of fluorescein, and about twice as high as an equi- 
molar solution of R-PE. S-PE would, if it could be produced 
in quantity, be the ideal phycobiliprotein to use alone or in 
combination with fluorescein for immunofluorescence 
measurements with 488 nm excitation. Since most of S-PE 
emission is at wavelengths between 555 and 585 nm, it is 
also likely that fluorescein- and S-PE-labeled antibodies 
could be used in combination with propidium iodide for 
simultaneous DNA content and two-color immunofluores- 
cence analyses. The theoretical advantages of S-PE, to which 
I referred in previous editions of this book, have not been 

Ong, Glazer, and 

realized at this writing, because S-PE is too hard to come by 
and/or because R-PE is good enough for most purposes. 

Allophycocyanin (APC) and APC-B 
Allophycocyanin (APC) is of particular interest as a 

single label because it exhibits high (about 75% of the 
maximum value) absorption in the 633-638 nm range in 
which red He-Ne and diode lasers operate. The absorption 
maximum of APC is at 650 nm; its emission maximum is at 
660 nm. APC contains 6 bilin chromophores and has a mo- 
lecular weight of about 100,000. Allophycocyanin B 
(APC-B) emits at slightly longer wavelengths (maximum 
near 680 nm). My colleagues and I measured fluorescence 
from human leukocytes stained with an APC-conjugated 
antibody in a flow cytometer using a 7 mW He-Ne laser 
sourcezo3. Although we used a suboptimal long pass filter 
(665 nm cut on, which transmits less than 50% of the APC 
fluorescence) on the fluorescence detector, we obtained re- 
sults that compared favorably with those from another in- 
strument in which cells stained with fluorescein-antibody 
were illuminated with 200 m W  at 488 nm. 

Loken et a1644 found that 25-50 m W  from a large He-Ne 
laser mounted on a B-D FACS, which has less efficient fluo- 
rescence collection optics than the Cytomutt I used, pro- 
vided near-optimal excitation of APC-labeled antibodies; 
Doornbos et al’Iz6 were able to discriminate cells stained with 
APC-labeled antibody from unstained cells using a flow cy- 
tometer with a diode laser source emitting 3 mW at 635 nm. 

If excitation in the 590-650 nm range usable with APC 
is available, this label offers advantages over PE and fluo- 
rescein for use with antibodies reactive with low surface den- 
sity antigens in cells such as macro phage^'^^', which exhibit 
high autofluorescence when excited at 488 nm. 

Glazer and his a s s o ~ i a t e s ” ~ ~ ~ ” ~ ~ ~  studied the physical 
chemistry and spectral properties of APC, in the process 
uncovering and solving a potential problem with its use as 
an antibody label. Native phycobiliproteins are composed of 
subunits; B-PE and R-PE each contain 13 subunits, while 
APC is made up of 3. Although phycobiliproteins are stable 
under most conditions associated with their use as labels, 
APC tends to dissociate into subunits at concentrations be- 
low lo-* M, and APC concentrations might fall below this 
range in washed samples stained with APC-labeled antibody 
or ligand. Cross-linking the subunits while APC is in the 
trimeric state prevents dissociation, stabilizing the labeled 
antibody. 

Ph ycocya nins 
C-phycocyanin (C-PC), with an absorption maximum 

at 620 nm and an emission maximum at 650 nm, has been 
used as an antibody label by Hoffman et a1646, who were able 
to detect and resolve fluorescence from C-PC-labeled and 
APC-B-labeled antibodies, using a 642-657 nm bandpass 
filter for the former and a 675-695 nm bandpass filter for 
the latter, in an Ortho flow cytometer equipped with a 7 
mW, 633 nm He-Ne laser source. Taking advantage of the 
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small, but not insignificant absorption of C-PC at 488 nm, 
Daley et a1775 used a PC-avidin conjugate with biotinylated 
antibodies and fluorescein- and PE-labeled antibodies to do 
three-color immunofluorescence measurements on a Coulter 
EPICS instrument with a single 488 nm laser source. 

R-phycocyanin I1 (R-PC-II)776, a phycocyanin found in 
some species of Synechococcus, might be useful as a third la- 
bel; it has absorption peaks at 533, 554, and 615 nm and an 
emission peak at 646 nm. However, as is the case with S-PE, 
it may be impractical to produce R-PC-I1 in quantity. 

Phycobiliprotein Tandem Conjugates: PE-APC, 
PE-Texas Red, PE-Cy5, PE-Cy5.5, PE-Cy7, etc. 

Glazer and Strye? (1983) were the first to prepare a 
tandem conjugate of B-PE and APC in which energy trans- 
fer between these proteins, with the phycoerythrin molecule 
the donor and the allophycocyanin molecule the acceptor, 
results in strong emission at 660 nm on excitation at wave- 
lengths between 470 and 560 nm. This material was shown 
by B-D to be usable as a third antibody label in combination 
with fluorescein and a phycoerythrin, permitting 3-color 
immunofluorescence measurements with 488 nm excitation. 
The PE-APC tandem conjugate, however, had two notable 
disadvantages; first, the chemistry involved in its preparation 
and conjugation was nontrivial, and, second, energy transfer 
was not complete, resulting in substantial emission from the 
conjugate in the same spectral range as phycoerythrin emis- 
sion. In 2001, Tjioe et a12628 found it somewhat easier to 
prepare and use PE-APC tandem conjugates. 

The phycobiliprotein tandem conjugates now in widest 
use incorporate only a single phycobiliprotein molecule, 
namely, phycoerythrin, to which are conjugated several 
molecules of a lower molecular weight fluorochrome. The 
first widely used conjugates prepared in this fashion incorpo- 
rated phycoerythrin and Texas Red; antibodies labeled 
with such conjugates, are available from a number of manu- 
facturers, each using its own trade name for the conjugate. 
While most of the emission from PE-Texas Red conjugates 
is in the 610-620 nm emission region of Texas Red, incom- 
plete energy transfer results in substantial emission from the 
conjugates in the PE emission region around 580 nm, and 
PE itself has substantial emission in the 610-620 emission 
range. As a result, a lot of fluorescence compensation must 
be applied to separate the fluorescence signals from a PE- 
labeled antibody and another antibody labeled with a PE- 
Texas Red tandem conjugate; while the spectra of PE and 
PE-Texas Red are shown in Figure 7-9 (p. 296); the spectral 
overlap problem is best appreciated from Figure 1-18 (p. 37) 
and the related discussion (pp. 36-7). 

PE-Cy5 tandem conjugates, introduced by Waggoner et 
incorporating a single phycoerythrin molecule and 

several molecules of the cyanine dye label Cy5, are now 
widely preferred over PE-Texas Red conjugates as a third 
label for immunofluorescence analyses using 488 nm excita- 
tion; they emit at the emission maximurn of Cy5, near 660 
nm. 

Lansdorp et took an intermediate step on the road 
to PE-Cy5 conjugates by preparing Cy5-labeled anti-PE 
antibodies, which could be complexed with PE-labeled anti- 
bodies; they observed that energy was transferred efficiently 
from PE to Cy5 in such complexes, enabling them to be 
used as a third label in combination with fluorescein- and 
PE-labeled antibodies, provided uncombined anti-PE anti- 
body sites were blocked. Energy transfer is at least as efficient 
in PE-Cy5 conjugates as in complexes; Figure 7-9 (p. 296) 
and Figure 1-18 (p. 37) demonstrate that there is much less 
emission spectral overlap between PE and a PE-Cy5 conju- 
gate than there is between PE and a PE-Texas Red conju- 
gate. Accordingly, less fluorescence compensation is re- 
quired. PE-Cy5-labeled monoclonal antibodies are widely 
available. 

The list of phycoerythrin tandem conjugates has ex- 
panded considerably since the last edition of this book was 
written; it now includes PE-Cy5.5 (emission maximum near 
700 nm) and PE-Cy7 (emission maximum near 770 nm). 
As you will find in Chapter 8, there are now flow cytometers 
on the market that will allow you to make simultaneous 
measurements of the fluorescence of fluorescein, PE, PE- 
Texas red, PE-Cy5, PE-Cy5.5, and PE-Cy7, and side scatter 
to boot, using a single 488 nm excitation beam. Don’t look 
for hardware compensation in those puppies. 

Allo p h y cocyani n Tandem Conjugates: APC-Cy7 
and APC-Cy5.5 

In the last edition, I suggested that “It might.. . be desir- 
able to prepare tandem conjugates of APC that could be 
used in conjunction with APC itself for multicolor im- 
munofluorescence measurements employing a 633 nm He- 
Ne or 635 or 650 nm diode laser source.” It didn’t take long 
for this to happen; in 1996, Roederer et a12629 and Beavis and 
Pennline2630 contested priority for APC-Cy7, when the paper 
that had been accepted first was published APC- 
Cy5.5 seems to have just come along out of the blue (or the 
far red); I couldn’t find a claimant on MEDLINE. APC- 
Cy7 emits maximally near 770 nm, and APC-Cy5.5 near 
700 nm; both are now available from a number of compa- 
nies, conjugated to a variety of monoclonal antibodies. 

Mercy Me! PerCP! 
The first new reference added to the Third Edition, ref- 

erence 1027, by Mandy, Bergeron, Recktenwald, and 
Izaguirre, was a tandem in its own way. It introduced the 
concept of T cell gating for lymphocyte subset analysis (see 
pp. 30-4 and 277); it also described the use of a new third 
label, peridinin chlorophyll protein, or PerCP. This mate- 
rial is a component of the photosynthetic apparatus in a 
dinoflagellate; as illustrated in Figure 7-9, it has an absorp- 
tion maximum near 490 nm and a relatively sharp emission 
peak at about 680 nm. The sharpness of the emission peak 
minimizes crosstalk between PerCP and PE, and therefore 
also minimizes the amount of fluorescence compensation 
needed. 
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So much for the good news. PerCP-labeled antibodies, 
available only from B-D, are, or at least were, on the pricey 
side. If you happen to be using a B-D FACScan or 
FACSCalibur, that may be the only bad news about PerCP; 
both Mandy et alio2’ and Nicholson, Jones, and Hubbard’”’ 
have reported excellent results with this label using that 
instrument. The other problem with PerCP, however, relates 
to its intolerance of high illumination power levels. The 
FACScan and FACSCalibur, which have very efficient light 
collection optics, use only 10-15 m W  laser power for illu- 
mination, and the illuminating beam is on the order of 100 
pm wide. If more power, or the same power in a narrower 
beam, is used for illumination, fluorescence signals diminish 
in intensity, instead of increasing in intensity. Many people 
found that their cytometers and PerCP didn’t go well to- 
gether, and favored PE-Cy5 as a third label. 

Meanwhile, photon saturation and bleaching (pp. 115- 
8 )  had been rounded up as prime suspects in PerCP’s “Case 
of the Disappearing Photons,” but, as it turned out, that 
wasn’t quite what was going on. A clue as to what might be 
happening came when Davis and H o u c ~ ~ ~ ~ ’ ,  at B-D, de- 
scribed a PerCP-Cy5.5 tandem conjugate, with maximum 
emission near 700 nm. The tandem exhibits even less fluo- 
rescence emission overlap with PE than does PerCP itself; 
PerCP-Cy5.5-labeled antibodies are now available from BD 
Biosciences. But what broke the case is that PerCP-Cy5.5 
does not suffer from the same “saturation” problem as 
PerCP, even when laser powers as high as 200 m W  are used. 

Phycobiliproteins and Tandems: 
Dirty Little Secrets 

PerCP is not completely unique in its response to high 
illumination levels; phycoerythrins and allophycocyanin 
exhibit similar behavior, to different extents. Two ISAC 
poster presentations from the Herzenberg labZ632-3 described 
apparent saturation of phycoerythrin, with fluorescence 
emission intensities reaching a plateau when excitation en- 
ergy (at 488 nm) was slightly less than 100 mW. An instru- 
ment with two 488 nm beams was set up, allowing fluores- 
cence intensity to be measured in a 100 m W  beam some 20 
ps after a measurement was made in the first beam, which, 
during a series of runs, was operated at power levels ranging 
from a few m W  to almost 1 W. It was noted that fluores- 
cence intensity from cells bearing PE-labeled antibodies, 
measured in the second beam, decreased in a nonlinear 
manner as illumination intensity in the first beam increased. 
This appeared to indicate that PE had been bleached. Ap- 
parent bleaching was much less for PE-Cy5-labeled anti- 
body, and still less for cells bearing fluoresceinated antibody. 

However, the critical observation was that, if cells that 
had been saved after running through the instrument were 
reanalyzed after a few minutes, almost half of the PE fluores- 
cence was recovered. It now seems clear that the culprit in 
the transient disappearance of fluorescence From PerCP and 
PE is accumulation of molecules in relatively long-lived (7 ps 
in the case of PerCP263‘4) triplet states. These molecules must 

return from the excited triplet state to the ground state be- 
fore they can be excited again. Triplets (pp. 113-4) account 
for phosphorescence, a phenomenon in which emission may 
occur minutes, rather than nanoseconds, after excitation. 

I once asked Alex Glazer whether phycoerythrin could be 
used to make a dye laser, and he explained that it couldn’t, 
because, while one PE molecule is equipped with 34 chro- 
mophores, excitation of more than one of them at a time 
results in loss of energy by nonradiative mechanisms, rather 
than in fluorescence. For a dye laser to lase, photon satura- 
tion, i.e., the situation in which the number of chromopho- 
res in the excited state is equal to the number in the ground 
state (p. 116), must be achieved; the laser action is due to 
fluorescence emission from those excited molecules. This 
can’t happen in PE, because multiple chromophore excita- 
tion doesn’t lead to fluorescence, at least in part due to trip- 
let conversion2635. 

Malung a PE tandem creates a pathway whereby energy 
from one of the phycoerythrin chromophores can be trans- 
ferred nonradiatively to an acceptor molecule such as Cy5, 
from which fluorescence emission will occur; this provides 
an alternative to triplet conversion and other means of de- 
populating the singlet excited state of the PE chromophore, 
decreasing the likelihood of triplet conversion. Thus, tan- 
dems should, and do, tolerate higher illumination power 
levels before beginning to manifest the saturation and 
bleaching syndrome noted in their parent macromolecules. 
This paradigm holds for PE and its tandems, and for PerCP 
and PerCP-Cy5.5, and I am sure that, if somebody goes 
looking, she or he will find that allophycocyanin and its 
tandems follow the same rules. 

I don’t mean for what I have just said to imply that phy- 
cobiliproteins and PerCP don’t bleach: they do, and, if you 
don’t believe me, look (by eye) at a small amount of phyco- 
erythrin antibody solution before and after you leave it in 
sunlight for a few hours. The point is that triplet conversion, 
rather than bleaching, accounts for the relatively low illumi- 
nation power tolerance of these materials. 

For dyes for which triplet conversion is not a problem, 
e.g., DNA fluorochromes, maximum detection sensitivity is 
typically achieved by increasing illumination power to the 
point at which dye saturation occurs; in an observation pe- 
riod on the order of 1 ps, each dye molecule will go through 
one or two hundred excitation-emission cycles before being 
irreversibly bleached””. However, optimizing detection of 
phycobiliproteins, which can allow detection at the single 
molecule level, typically requires much longer observation 
periods, on the order of a millisecond or more, during which 
time approximately 100 photons should be emitted by each 
phycobiliprotein molecule660~888’2440. 

I am indebted to Ken Davis of BD Biosciences and Dave 
Parks of the Herzenberg lab for providing me with details of 
the poster presentations for which abstracts appear in refer- 
ences 2631-4. I am assured that the details will be published 
at some time; for now, the manuscripts appear to be in long- 
lived triplet states. 
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Speaking of tandems following rules, the probability that 
energy transfer between a donor and an acceptor species will 
occur varies with the extent to which the donor emission 
spectrum and the acceptor excitation spectrum overlap. 
Look back at Figure 7-9 (p. 296), and you will note that this 
overlap diminishes pretty drastically as we move from PE- 
Texas red to PE-Cy5 to PE-Cy5.5 to PE-Cy7. As a result, 
energy transfer between donor and acceptor in this series is 
progressively less efficient, with the result that the longer 
wavelength emitting tandems also exhibit more and more 
emission in the spectral range in which PE normally emits. 
There’s just a speck of PE emission in the PE-Cy5 spectrum; 
there’s quite a bit in the PE-Cy5.5 and PE-Cy7 spectra. 

If there’s a lot of PE emission in the PE-Cy7 spectrum, it 
means that a fair fraction of the PE chromophores have not 
donated energy to Cy7, and, therefore, that there isn’t as 
much emission from Cy7 as there would be from Texas red 
in PE-Texas red or from Cy5 in PE-Cy5. In some instances, 
the number of photons or photoelectrons your instrument 
actually collects and generates from PE-Cy7 can be less than 
1/100 the number it would get from PE. If you’re designing 
a multicolor immunofluorescence experiment involving a 
bunch of tandem labels, you’ll want to have an idea of the 
numbers of molecules of various antigens you’re likely to 
find on your cells, so you don’t end up using PE-Cy7 or 
other inefficient labels to attempt to discriminate cells bear- 
ing small amounts of surface antigen from unstained cells. 

To make matters worse, while we more or less glibly refer 
to “PE-Cy5,” “PE-Cy7,” etc., what we are really talking 
about is a bunch of PE molecules with different numbers of 
Cy5 or Cy7 molecules covalently attached to them in differ- 
ent places. A monoclonal antibody is molecularly homoge- 
nous; a tandem conjugate is not. That means that the degree 
to which donor emission will bleed through into the tan- 
dem’s emission spectrum varies from lot to lot of tandem 
conjugate or tandem conjugate-labeled antibody. If you’re 
setting up fluorescence compensation for an experiment 
involving tandem conjugates, you need a single-label com- 
pensation control for each antibody. That is, if you’re using 
PE-Cy5.5-antiCD4 in one set of tubes, and PE-Cy-5.5- 
antiCD8 in another, you need to make sure you compensate 
them differently, using the appropriate control for each. 

If you look hard, you’ll find that there are some phyco- 
biliprotein labeling products out there other than PE, APC, 
and the tandems I have already mentioned. In the phyco- 
biliprotein department, Martek Biosciences makes available 
both some offbeat phycobiliproteins derived from crypto- 
monad algae, and reactive phycobilisomes, which can pro- 
vide at least an order of magnitude more fluorescence signal 
than individual phycobiliprotein molecules. Telford et a12636r’b 
examined several of the cryptomonad phycobiliproteins; 
some can be excited by yellow or red light, and others re- 
quire green (520-550 nm) excitation. 

Molecular Probes offers tandem conjugates of PE and 
APC with its Alexa dyesz348, which will be discussed in a 
subsequent section. They have also (R. Haugland, personal 

communication) investigated tandems in which the phyco- 
biliprotein is the acceptor and the low molecular weight 
compound is the donor, e.g. Akxa-488-APC. Alexa 488 has 
excitation and emission characteristics similar to fluorescein; 
the tandem conjugate excites at 488 nm and emits at the 
660 nm emission wavelength of APC. 

And Alex Glazer and his colleagues at Berkeley have 
managed to get E. cofi to produce recombinant phyco- 
b i l i p r ~ t e i n s ’ ~ ~ ~ ~ ~ ,  complete with biotin for attaching to strep- 
tavidin, antibodies, etc. and an affinity tag to facilitate puri- 
fication. If we carried that over to our species, we could just 
program our lymphocyte subsets to fluoresce in different 
colors, and phenotype without benefit of antibodies. The 
antibody and phycobiliprotein vendors are probably not too 
worried just yet. 

Future Tandems: Heterocycles Built for Two? 
There should be some advantages to tandem labels that 

do not include a phycobiliprotein molecule, but which cou- 
ple two lower molecular weight chromophores in a way that 
facilitates energy transfer between them. Dimeric nucleic 
acid stains designed in this way1328.9, also from Alex Glazer et 

al, have been mentioned on p. 314. One such dye, TOTAB, 
incorporates a thiazole orange and a thiazole blue chromo- 
phore; when bound to nucleic acid, the thiazole orange do- 
nor dye absorbs maximally around 500 nm and transfers 
most of its energy to the thiazole blue acceptor, which emits 
at about 660 nm. It should be possible to synthesize similar 
molecules incorporating two or more low molecular weight 
chromophores and the reactive groups necessary to conj u- 
gate them to proteins. An oxacarbocyanine and an indocar- 
bocyanine dye, for example, in such a tandem compound 
would yield good absorption at 488 nm and emission 
around 575 nm, providing the desirable spectral characteris- 
tics of phycoerythrin in a lower molecular weight label. 

The lower molecular weight of a completely synthetic 
tandem label should make it easier to preserve activity in 
smaller ligands, such as hormones and growth factors, after 
labeling; the other principal advantage of synthetic ligands is 
the relative ease with which absorption and emission spectral 
characteristics can be tailored to enable several different la- 
bels to be used with a single source. This prospect is particu- 
larly appealing because it could allow labels to be designed to 
fit inexpensive sources such as red diode lasers. 

Glazer et al have, in fact, continued work on other rela- 
tively low molecular weight materials in which energy trans- 
fer is exploited; they are not antibody labels, but a new gen- 
eration of labels and primers for DNA sequencing and siz- 
in<“’. 

There’s a nice kind of symmetry to the phycobilipro- 
tein/tandem story. Phycobiliproteins first came into use as 
labels because nature had done an excellent job of designing 
molecules to transfer fluorescence excitation energy. The PE- 
APC tandem, however, which combines two natural prod- 
ucts, isn’t as good for some human purposes as some syn- 
thetic and semisynthetic molecules have turned and may 
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turn out to be. I expect that synthetic tandem labels will 
eventually come into wide use. I should also point out that 
nature is way ahead of us on the phycobilisomes in the pho- 
tosynthetic apparatus, and that, if the dye designers turn 
their attention to an artificial photosynthetic molecule, they 
might accumulate considerably more wealth than can be 
realized by making slight improvements in cytometry. 

Cyanine Dye Labels: From Cy-Fi to Hi5 for Cy5 
During most of the 1980’s the phycobiliproteins were 

very much in the limelight, which was appropriate not only 
because lime is about the right excitation wavelength, but 
because they provided a means of attaching several efficient 
fluorescent labels, with spectra in regions in which cellular 
autofluorescence is minimal, to antibodies and other ligands. 
The fuss about the phycobiliproteins diverted many people’s 
attention from the search for other, low molecular weight 
fluorescent labels with large Stokes’ shifts and/or with excita- 
tion maxima in the green, red, and infrared spectral regions. 
In terms of the design of lower molecular weight labels, one 
of more successful efforts has been the development of reac- 
tive cyanine dye labels, largely due to the persistence of 
Alan Waggoner and his  colleague^^^^^^^. 

Cyanines, like many of the compounds now in use as la- 
ser dyes, are not soluble to any appreciable extent in water, 
but are soluble in nonpolar solvents. This characteristic is 
essential to the use of cyanine dyes as probes of membrane 
potential, as it allows the dyes to pass freely through the lipid 
bilayer portion of cytoplasmic and organellar membranes, 
but is undesirable in labels because it increases the tendency 
of unconjugated label to stick to protein and the tendency of 
conjugates to bind nonspecifically by this mechanism. There 
is, in fact, considerable interest in the preparation of water- 
soluble analogues of existing laser dyes for use as laser dyes, 
since the substitution of aqueous dye solutions for the solu- 
tions in organic solvents now employed would make it easier 
to keep the dye medium cool. 

The spectral characteristics of most fluorescent organic 
dyes are determined by the structure of the heterocyclic 
ring(s), and the conjugated double bonds connecting rings, 
if such connections are present (they are in cyanines), which 
form the backbone of the dye. Water solubility and reactiv- 
ity can be modified by the addition of functional groups on 
the ring; many of the functional groups that can be added to 
increase water solubility may also be capable of being deri- 
vatized to produce dye molecules that can be covalently 
bound to proteins, etc. The art lies in adding the functional 
groups in ways that do not substantially alter spectra. 

The first attempts of which I am aware to produce reac- 
tive derivatives of cyanines (A. Waggoner & H. Shapiro, 
unpublished), around 1981, failed to yield suitable antibody 
labels; the compounds synthesized shifted their absorption 
maxima and decreased their quantum efficiency on conjuga- 
tion. Waggoner’s group subsequently produced cyanines 
that could bind covalently to protein sulhydryl groups136’, 
and then isothiocyanate The two newest series 

of  label^'^^'-^ use a succinimidyl ester group to link to pro- 
teins: the first of employed carboxymethyl groups to 
increase solubility, while the uses sulfonate sub- 
stituents for the purpose. 

The reactive oxacarbocyanine dye Cy2 (see Figure 7-9) 
shares the spectrum of the DiOCJ3) series of dyes, which 
are well known as membrane potential probes. The absorp- 
tion and emission spectral characteristics of these dyes are 
similar to those of fluorescein. 

Cy3 and Cy5 are, respectively, derived from indocarbo- 
cyanine and indodicarbocyanine; their spectral characteris- 
tics are shown in Figure 7-9. Cy3 absorbs maximally at 
about 545 nm, and can be excited most effectively with a 
green He-Ne laser source at 543 nm or the mercury arc lamp 
line at 546 nm; however, the absorption of the material is 
high enough that it excites adequately at the 488 nm argon 
laser wavelength available in most cytometers. The 515 nm 
argon laser line is better, as are krypton lines at 520 and 530 
nm and the emission from a frequency-doubled YAG laser at 
532 nm. The emission peak of Cy3 is at about 565 nm; 
however, a substantial fraction of Cy3 emission is transmit- 
ted by the bandpass filters typically used for phycoerythrin 
detection. Cy5 absorbs maximally near 640 nm; used by 
itself, it is very effectively excited by 633 nm He-Ne lasers, 
635-650 nm diode lasers, or the 647 nm krypton laser line. 
For immunofluorescence work, Cy5 is now probably more 
widely used in the form of PE-Cy5 tandem 
which can be excited at 488 nm, than as a primary label. 

Cy5.5 is a reactive derivative of dibenzoindodicarbo- 
cyanine, with maximal absorption near 675 nm and maxi- 
mal emission at 695-700 nm. This material is optimally 
excited by 670 nm diode lasers, which are dirt cheap (think 
red laser pointers); its absorption at 633 nm is sufficient to 
make it possible to use Cy5- and Cy5.5-labeled antibodies 
for two-color immunofluorescence analyses in an instrument 
with a 633 nm He-Ne or 635- 650 nm diode laser source. 
The IMAGN 2000, a clinical instrument which did lym- 
phocyte subset analysis by a low-resolution scanning tech- 
nique dubbed volumetric capillary cytometry , 
rather than flow cytometry, used Cy5 and Cy5.5 as antibody 
labels. Biometric Imaging, which produced the instrument, 
was acquired by Becton-Dickinson. Cy3.5 , with maximum 
absorption near 580 nm and maximurn emission near 600 
nm, is to Cy3 as Cy5.5 is to Cy5. 

Wessendorf and BreljelSM, using microscopy and densi- 
tometry rather than flow cytometry, compared the bright- 
ness of immunofluorescent staining with the same antibody 
tagged with fluorescein, tetramethylrhodamine, Lissamine 
rhodamine, Texas Red, and Cy3.18, an early cyanine label; 
they concluded that the cyanine dye was brightest. This is 
not too surprising; cyanine dyes have higher extinction coef- 
ficients than most other dyes, and quantum efficiencies at 
least as high, and these authors used excitation wavelengths 
optimal for the individual dyes. 

Cy7 is a reactive indotricarbocyanine dye; it absorbs in 
the near infrared (about 750 nm) and emits around 770 nm. 

1365,2484,264 I 
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The indotricarbocyanine structure itself is not as stable 
chemically as are the indodicarbocyanine and -carbocyanine 
dyes fluorophotes of Cy5 and Cy3; this makes it harder to 
prepare Cy7 labels and also results in a relatively short shelf 
life. Like Cy5, Cy7 is more widely used as an acceptor in 
PE- and APC-based tandems than as a primary im- 
munofluorescent label; while Cy2, Cy3, and Cy5 are fairly 
popular as labels for nucleic acid probes used in fluores- 
cence in situ hybridization (FISH), Cy7 seems not to be. 

Cy3, Cy5, and related dyes are available from Amer- 
sham Biosciences in kits that contain just about everything 
needed for antibody conjugation except the antibody. 

There is a “sticking point” to cyanine dye labels; anti- 
bodies labeled with Cy3, Cy5, and/or PE-Cy5 and, possibly, 
other cyanines, seem to adhere to monocytes and, to a lesser 
extent, to granulocytes, resulting in low levels of nonspecific 
staining. I first heard about this from Carl Stewart and from 
Alan Waggoner, and the three of us (unpublished) demon- 
strated the effect using Cy3 and Cy5 antibodies in a Cyto- 
mutt with 543 and 633 nm He-Ne laser excitation. The 
effect came to general attention when PE-Cy5 tandem con- 
jugate-labeled antibodies came into wider use and were 
found to bind to monocytes even when the antibody was 
not reactive with monocyte surface antigens. According to 
van Vugt et alza2, this interaction involves the high-affinity 
IgG receptor CD64 present on the surface of monocytes. 
However, Stewart and Stewart2643 report that some CD64- 
negative monocytic and myeloid leukemia cells also bind 
PE-Cy5 antibodies not reactive with their cell surface anti- 
gens. Tjioe et aPZ8 noted that antibodies labeled with a PE- 
APC tandem conjugate bind to monocytes and granulocytes, 
although not to the same extent as do PE-Cy5-labeled anti- 
bodies. Antibody manufacturers have come up with various 
proprietary ways of minimizing such irrelevant binding. 

Blue Notes: AMCA and Cascade Blue 
A number of UV-excited, blue fluorescent labels have 

come into use for antibody labeling. Afier having been told 
at least twice that fluorescein was adopted as a label because 
the UV-excited blue autofluorescence present in most cells 
and tissues interfered with the UV-excited blue fluorescence 
of anthracene, which was the first label, you might well ask 
why. The simple answer is that people who had “maxed out” 
their instruments in terms of the number of detectors they 
could have looking at the 488 nm beam and the krypton, 
dye, or He-Ne laser beam wanted to measure still more anti- 
gens. If you had a UV laser available, you could use a UV- 
excited, blue fluorescent label; if you restricted its use to 
antibodies for which the cells of interest have relatively large 
numbers of binding sites, you wouldn’t have a big problem 
with autofluorescence. 

The coumarins are a family of compounds that exhibit 
UV-excited blue fluorescence and that, incidentally, were 
originally used therapeutically as anticoagulants and, in pro- 
portionally larger doses, as rodent poisons. Coumarin deriva- 
tives have been exploited as laser dyes, and may also act as 

pH indicators; the latter characteristic is usually an undesir- 
able one for a label. The first popular coumarin label was 7- 
amino-4-methylcoumarin-3-acetic acid, or AMCA. As 
shown in Figure 7-9, AMCA absorbs maximally at about 
350 nm, and has an emission maximum near 455 nm; it can 
be excited optimally by argon or krypton UV lasers and by 
the mercury arc lamp line at 366 nm, and adequately by the 
325 nm He-Cd laser line. 

stated that, in addition to being usable for 
multicolor immunofluorescence analysis, AMCA was well 
suited for use in combination with acridine orange for si- 
multaneous measurement of DNA and RNA content and 
cellular antigens, using W and 488 nm excitation beams. 
My personal preference would be to use Hoechst 33342, 
pyronin Y, and fluorescein-antibodiesIL3 for the same pur- 
pose, in most cases; however, there are situations in which 
acridine orange may be more appropriate than pyronin for 
RNA content measurement, and also situations in which 
one would want to use acridine orange to measure some- 
thing other than RNA content, e.g., DNA sensitivity to de- 
naturation. In either of these cases, AMCA-labeled antibod- 
ies might be useful, provided the antigenic determinant of 
interest was preserved during the acridine orange staining 
procedure. Delia et used AMCA as a third label in a 
flow cytometer with collinear UV and 488 nm illuminating 
beams. Molecular Probes’ Alexa 350, a sulfonated amino- 
coumarin, has similar spectral characteristics, but a quantum 
yield almost twice as high as that of AIv~CA~~~’ .  

, a reactive derivative of pyrene, 
was introduced by Molecular Probes; its speccrum is shown 
in Figure 7-9. The absorption maximurn is near 390 nm. 
While absorption at 325 nm is probably too low to rely on a 
W He-Cd laser for excitation, adequate exciration should 
be available from the 366 nm arc lamp line or the UV lines 
from argon or krypton or mode-locked tripled YAG lasers. 
Anderson et a12644 excited both Cascade Blue and Molecular 
Probes’ Cascade Yellow (emission maximum near 550 nm) 
using the violet krypton lines at 407 and 413 nm, and a 
violet diode laser should be usable as well. The emission 
maximum of Cascade Blue is at about 415 nm; emission 
above 500 nm is considerably less than is the case with 
AMCA and Alexa 350, facilitating compensation in mulri- 
color immunofluorescence experiments. 

Aubry et 

Cascade B1Ue1071.2332.2M4 

Hey, BODIPY! 
Molecular Probes also offers the BODIPY dyeslo75’2332; 

which are boron dipyrromethane derivatives with long 
enough formula names to justify one of the manufacturer’s 
many catchy abbreviations. The original member of the se- 

ries, BODIPY FL, has spectral properties similar to those of 
fluorescein, with a somewhat narrower emission peak, less 
sensitivity to pH changes, and greater resistance to bleach- 
ing, all desirable characteristics. The excitation maxima of 
the various BODIPY dyes cover the range from 500 to 646 
nm; emission maxima range from 506 to 660 nm. Five of 
the most popular BODIPY dyes are available with water- 
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solubilizing spacers and amine-reactive ester groups attached 
to facilitate conjugation to antibodies or other proteins. 

A variety of peptides, proteins, polysaccharides and other 
molecules with BODIPY dyes attached are also produced. 
Bis-BODIPY-phosphatidylcholine, localized in the inner 
leaflet of the plasma membrane, was used by Meshulani et 
al’”’ to measure phospholipase A activation in neutrophils 
by flow cytometry. ICaaus et al’”O-i and Martin et ali372 have 
used BODIPY labeling with other small ligands; most re- 
cently, Haugland et used phalloidin labeled with the 
new long-wavelength fluorophore BODIPY 58 1 /59  1 (58 1 
nm excitation, 591 nm emission), which is spectrally similar 
to Texas Red, for fluorescence microscopic visualization of 
the intracellular distribution of F-actin. However, BODIPY 
dyes have still not moved as far up in the charts as might 
have been expected. 

Alexa Dyes: Some Thoughts on Dyernographics 
I write a new edition of Practical Flow Cytornetry every 

few years and, if I’m lucky, sell a few thousand copies. Dick 
Haugland, who founded Molecular Probes, puts together a 
new edition of his every few years, with updates 
at intervals on CDs and or his web site, and gives away tens 
of thousands of copies. The rest of the time, he presides over 
a large and talented group of people who make dyes. They 
might be considered dye hackers, in the old, honorable sense 
of the word; they know the structures and the spectra, and 
how to tweak the structures to optimize the performance of 
the dyes. And the company isn’t losing money. 

The Alexa dyes133z’z348 are a series of sulfonated cou- 
marin- and rhodamine-based labels, with spectral character- 
istics similar to those of some of the more popular labels 
previously mentioned in this section: e.g., AMCA, fluo- 
rescein, Texas red, Cy3, Cy5, Cy5.5, and Cy7. However, 
the Alexa dyes have higher quantum yields, better photosta- 
bility, and better charge characteristics (allowing more dye 
molecules to be put on a protein before the law of diminish- 
ing returns cuts in on fluorescence). So what happens? Peo- 
ple who do their own dye conjugations have written testi- 
monials for the Alexa dyes in the latest edition of the Hand- 
600k~’’~, but the companies that make and sell antibodies in 
volume kept malung conjugates with fluorescein, and tan- 
dems with Cy5, Cy5.5, and Cy7. The word on the street 
was that the antibody companies didn’t want to pay the 
premium royalties Molecular Probes wanted to get paid for 
its premium dyes. 

Just look at fluorescein, which is the Microsoft software 
equivalent in fluorescent labels. It has a lot of problems, e.g., 
its fluorescence yield varies markedly over the near- 
physiologic pH range, but, while everybody knows about, 
and many people complain about, the problems, the anti- 
body manufacturers load fluorescein onto their antibodies, 
and almost everybody buys them and uses them. Molecular 
Probes has produced at least three green dyes - BODIPY 
FL, Oregon Green, and Alexa 488 - that are better labels 
than fluorescein, in most respects, including photostability, 

which keeps the dyes green longer - with fluorescein envy. 
The race is not always to the swift. 

Luckily, Molecular Probes does well enough to keep the 
Alexa dyes and a few thousand other gourmet chemicals in 
the catalogue for its discerning customers. And, as of early 
2003, at least a few antibody producers (BDPharmingen 
and Caltag, for sure) had started to offer Alexa dye labels. 

Other 0 rga n ic FI uorescen t Labels: 
A Dye Named JOE, etc. 
The DNA sequencing crowd uses fluorescent dyes, many 

of which are similar or identical to dyes used in cytometry, 
but is likely to know them by different names or nicknames. 
In the interest of nickname translation, I will mention that 
6-JOE is 6-carboxy-4’,5’-dichloro-2’,7’-dimethoxyfluores- 
cein, 5-FAM is 5-carboxyfluorescein, TAMRA is car- 
boxytetramethylrhodamine, ROX is carboy-X-rhodamine, 
and TET is c-carboxy-2’,4,7,7’tetrachlorofluorescein. The 
halogenated fluoresceins have excitation and emission 
maxima at somewhat longer wavelengths than those of fluo- 
rescein itself. Molecular Probes sells them in reactive form as 
succinimidyl esters for sequencing and probe labeling: there 
doesn’t seem to be any compelling reason to use them in 
cytometry. 

In the golden oldies department, I should mention ni- 
trobenzoxadiazole (NBD) as a label; this material is usually 
applied to proteins in the form of its reactive chloride deriva- 
tive, 4-chloro-7-nitrobenz-2-oxa- 1,3-diazole (NB D chlo- 
ride), which reacts with amino and thiol groups. The adduct 
with amino groups has spectral properties similar to fluo- 
rescein; Wallace et a16” used NBD-phallacidin for flow cy- 
tometric studies of cytoskeletal structure. NBD fluorescence 
is strongly environmentally dependent; for details, see the 
Molecular Probes Handbook2332. 

Most dyes suitable for use in CW tunable dye lasers 
emitting in the red and infrared have absorption maxima in 
the orange and red spectral regions: reactive derivatives of 
these dyes should, in principle, be suitable labels for use in 
instruments with He-Ne or diode laser excitation in the red. 
Joel Wright and I (unpublished) fooled around with a de- 
rivative of the oxazine dye Nile blue without much luck in 
the early 1980’s; Monsigny et have, more recently, had 
better luck, producing both a reactive benzoxazinone dye 
with red emission that can be excited at 488 nm and another 
that apparently stains nucleic acids. 

Aluminum phthalocyanine dyes have been derivatized 
for use as  label^"'^; these dyes themselves have been used as 
sensitizers for photodynamic treatment of cancer, and their 
uptake has been monitored by flow ~ y t o m e t r y ~ ~ ’ ~ ~ ~ .  The deri- 
vatized versions had strong absorption in the UV and red 
spectral regions with emission at longer red wavelengths. I 
was able (D. Schindele and H. Shapiro, unpublished) to 

resolve populations of beads labeled with two different alu- 
minum phthalocyanine dyes in a cytometer with 670 nm 
diode laser illumination: I didn’t have great luck with cells 
bearing antibodies labeled with phthalocyanine derivatives, 



Parameters and Probes I 339 

but further work along this line would seem worthwhile, if a 
source of the dyes can be found. 

report that fluorescent rhodol deriva- 
tives can be made with fluorescence properties similar to 
fluorescein and rhodamine, but with better photostability 
and without the p H  sensitivity of fluorescein. 

In the development of laser dyes, attempts have been 
made to find and exploit chemical structures with fluores- 
cence spectra showing large Stokes’ shifts. Power levels of 
hundreds of milliwatts or more are required to pump CW 
dye lasers; at present, most dyes that emit in the red and 
infrared require a krypton ion laser (647/676 nm) for pump- 
ing. Since argon lasers are more tractable than their krypton 
counterparts, it would be desirable to use argon lasers as dye 
laser pumps for red- and IR-emitting dyes. Argon lasers, 
however, emit in the blue and green. Red and IR emission 
can be obtained with argon laser pumping when dyes with 
large Stokes’ shifts, e.g., pyridyl and styryl  dye^^"^.^, are used 
as the lasing media. Derivatives of these dyes might make 
good labels; the pyridyl and styryl dyes might also be useful 
in low molecular weight tandem labels. 

The IR diode lasers used in CD players emit at around 
785 nm, which is above the emission maximum of the long- 
est-wavelength label discussed up to this point (Cy7). Since 
relatively high power (tens of milliwatts) 785 nm diode la- 
sers cost only a few dollars, the notion of using such a laser 
to excite at least one additional fluorescent label is attractive. 
One principal problem with this approach is that dyes with 
the large conjugated ring structures needed to produce IR 
absorption tend to be chemically unstable. Linda Lee, who 
synthesized thiazole orange while at B-D7@, made two rela- 
tively stable IR-excited dyes, BHMP and BHDMAP, dur- 
ing a brief stint at Biometric Imaginf5. The dyes, with 
emission maxima near 805 nm, were used successfully in a 
prototype volumetric capillary cytometer with dual (633 nm 
He-Ne and 785 nm diode) lasers. BHMP and BHDMAP 
are heptamethine cyanine dyes with a dialkylpyridinium ion 
at the central methine, which contributes to stability and 
makes the dyes water-soluble. 

Whitaker et 

Quantum Dots 

A fair amount of buzz has recently been devoted to the 
prospect of using semiconductor nanocrystals, better 
known as quantum dots, as labels for biological molecules 
or as tags for beads used in multiplex  assay^*^^-^^. 

In semiconductor light-emitting diodes (LEDs) and la- 
sers, absorption of optical or electrical energy creates elec- 
tron-hole pairs; one atom of the material temporarily loses 
an electron, while another somewhere in the vicinity tempo- 
rarily gains one. When electron-hole pairs recombine, some 
of the absorbed energy is lost in the form of a photon. The 
emission wavelength is dependent on the Bohr radius, 
which is the average distance between electrons and holes in 
an excited-state pair. The Bohr radius is a function of the 
composition of the semiconductor material, but it normally 
on the order of tens of nanometers. 

In semiconductor crystals with dimensions smaller than 
the Bohr radius, additional energy is required to create elec- 
tron-hole pairs, and absorption and emission are thus shifted 
to shorter wavelengths. In such nanocrystals, typically no 
more than about 10 nm in diameter, the emission wave- 
length becomes more dependent on the size of the crystal 
than on its composition, since the energy required to keep 
an electron and a hole separated increases dramatically as the 
distance between them decreases. The emission wavelength 
of a CdSe crystal with a diameter of 2.1 nm is approximately 
510 nm; that of a crystal with a 3.1 nm diameter crystal of 
the same material is approximately 560 nm. 

The fluorescence spectrum of a nanocrystal is considera- 
bly different from that of an organic dye. Organic dyes (see 
Figure 4-7, p. 113, for the fluorescein spectrum) typically 
have small Stokes’ shifts, i.e., their excitation maxima are 
within 20 nm of their emission maxima. The excitation 
spectrum and the emission spectrum of an organic dye ofien 
resemble mirror images of one another; both are substan- 
tially skewed, with a short-wavelength “shoulder” in the 
excitation spectrum and a long-wavelength “tail” in the 
emission spectrum. 

The emission spectrum of a nanocrystal is typically 
symmetric, with a full width at half maximum of at most a 
few tens of nanometers, the emission bandwidth is thus sub- 
stantially less than for a typical organic dye. This means that, 
given a pair of nanocrystals and a pair of dyes with the same 
emission peak wavelengths, a given combination of optical 
filters and dichroics will do a better job of separating fluores- 
cence signals from the nanocrystals than of separating fluo- 
rescence signals from the dyes. 

Moreover, the excitation spectra of nanocrystals are rela- 
tively independent of emission wavelength; progressively 
shorter wavelengths are increasingly effective for excitation. 
Excitation at 400 nm is typically at least twice that at 488 
nm. This suggests that violet diode lasers will be economical 
and useful excitation sources for work with quantum dots, in 
either scanning or flow cytometers. 

Being inorganic, nanocrystals are much less susceptible 
to photobleaching than are organic dyes; a nanocrystal is 
likely to be putting out over 75% of its original fluorescence 
output after an observation time sufficient to photobleach 
over 95% of the fluorescence emission from a dye. The rela- 
tive chemical and photostabilities of nanocrystals should be 
particularly useful for work in the far red and infrared spec- 
tral regions (nanocrystals can be made with emission wave- 
lengths above 1000 nm). Nanocrystals also have much 
higher absorption (and excitation) cross-sections than do 
dyes, meaning that, although the quantum efficiencies of 
nanocrystals and dyes are about the same, the fluorescence 
from a nanocrystal is typically equivalent to the fluorescence 
from a dozen or two dye molecules. 

So why can’t you buy 200 different monoclonal antibod- 
ies labeled with quantum dots? Well, as usual, there have 
been some practical problems, some of which appear to have 
been solved, and some of which remain. 
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Since both the emission wavelengths and the fluores- 
cence intensities of nanocrystals depend on their size, prepa- 
rative methods must yield crystals with highly homogenous 
size distributions in order to keep emission peaks confined 
to a small spectral range and maintain low emission band- 
widths. 

Earlier work with nanocrystals produced materials with 
fluorescence lifetimes in the range of 100 ns, which is defi- 
nitely on the long side for flow cytometry, although accept- 
able for static cytometry and imaging. Newer materials have 
fluorescence lifetimes of approximately 15 ns, still a few 
times longer than the lifetimes of most common!y used dyes, 
but probably acceptable for flow cytometry. 

Semiconductor materials don't much like hanging out in 
aqueous solutions. Practical quantum dot labels therefore 
must consist of a semiconductor core, a shell of another 
semiconductor material that confines excitation to the core, 
and an outer layer that allows the particle to remain dis- 
persed in aqueous solution and that provides some means by 
which it may be attached to a biomolecule. CdSe crystals are 
typically made with ZnS or CdS shells; the hydrophilic coat- 
ing may be silica or one of several sulfur-containing acids. A 
dihydrolipoic acid coating, in particular, readily binds 
avidin, allowing biotinylated antibodies to be bound to the 
coated crystals with very high 

However, once you've made a particle the size of a quan- 
tum dot and coated it with something hydrophilic that 
binds proteins, you've increased the likelihood that the par- 
ticle will be more or less nonspecifically bound to cells, 
and/or scarfed up by phagocytes. While the effects of phago- 
cytosis on any particular experiment may be difficult to pre- 
dict, nonspecific binding is almost certain to decrease the 
ratio of fluorescence intensities you measure from cells that 
do and do not bear the material you are trying to detect with 
the aid of a quantum dot label. 

Preliminary results on flow and image cytometry of cells 
labeled with quantum dot-tagged antibodies were presented 
by Bill Hyun of UCSF and collaborators from Quantum 
Dot Corporation at the 2000 ISAC m e e t i n p ,  but I 
haven't yet seen a publication on flow cytometry using 
quantum dots. I guess people are still in the excited state 
over them, and need to relax and write a paper. You can now 
buy srreptavidin-conjugated quantum dots with a 605 nm 
emission wavelength from Quantum Dot Corporation. 

I put a brief writeup of green fluorescent protein in the 
last edition, guessing that while nobody had yet done flow 
cytometry of cells expressing GFP, it might be the next big 
thing; I have similar vibes about quantum dots. I won't tell 
you about all the predictions I made in earlier editions that 
didn't pan out, at least not here. 

Getting Labels Onto Molecules of Interest 
If there is one basic principle applicable to labeling, 

whether the label is a large or a small molecule, fluorescent 
or nonfluorescent, and whether what is being labeled is an 
antibody, drug, hormone, or other material, it is this: It is 

absolutely critical to establish the effects of the fluores- 
cent tagging procedure on the affinity and biological 
activity of the effector portion of the molecule being 
tagged. Failure to do this can produce unpleasant surprises. 

The more popular reactive forms of labels are those that 
bind to amino groups on proteins. Early in the game, fluo- 
rescein and tetramethylrhodarnine isothiocyanates (FITC 
and TRITC) were among the most popular labeling re- 
agents. Molecular Probes still sells isothiocyanate reagents, 
but recommends succinimidyl esters and sulfonyl halides 
because conjugates prepared using isothiocyanates reportedly 
deteriorate over timez332. Research Organics advocates di- 
chlorotriazinylaminofluorescein (DTAF) as a replacement 
for fluorescein. Maleimide derivatives of labels react rea- 
sonably selectively with protein sulfhydryl groups. 

The extremely high affinity of biotin for avidin or 
strepta~idin~~" is widely exploited for labeling purposes. 
Labels may be covalently bound to avidin or streptavidin, 
and the labeled material used to detect biotinylated antibod- 
ies; alternatively, labels, especially larger molecules such as 
phycobiliproteins, may be biotinylated, and avidin or strep- 
tavidin then used to form a complex between the label and a 
biotinylated antibody. In some cases, at least, antibody-label 
complexes formed using a biotin-avidin reaction are stable 
enough to permit several complexes, each bearing a different 
antibody and a different fluorescent label, to be used simul- 
taneously. 

Maintaining activity of a labeled biomolecule may re- 
quire the interposition of a third chemical structure, or 
linker, between the label and the molecule being labeled, 
particularly if the molecule itself is relatively small; I won't 
go into the details. 

Having dwelt at length on the topic of labeling per se, we 
will now address the use of fluorescently labeled reagents for 
measurement of cell surface structures and properties. 

7.6 IMPROVING SIGNALS FROM LABELS 
AMPLIFICATION AND OTHER TECHNIQUES 
In many cases, the cell- (or bead-) associated molecules 

we are trying to detect and quantify using a labeled reagent 
are abundant enough so that we can accomplish our task 
using direct labeling, incubating our cells or beads with a 
reagent bearing one or a few molecules of label, and then 
measuring the fluorescence intensity of the particles of inter- 
est in a cytometer, with or without a wash step to decrease 
the concentration of unbound reagent in the sample. When 
we are hunting rarer prey, we need to consider various ways 
of getting bigger signals from each molecule of interest than 
direct labeling can provide. In order to choose methodology 
appropriate to our measurement problems, we must appreci- 
ate several factors that potentially limit measurement sensi- 
tivity, and determine which of these are most relevant to our 
particular measurement problem. 

The ultimate limit to sensitivity is set by the number of 
molecules of interest present in or on the particles we pro- 
pose to analyze. Tomas Hirschfeld pointed out in the 1970's 
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that, once we are detecting and counting single molecules, or 
small numbers of molecules, we can expect fluctuations in 
the number of molecules in the observation volume to be- 
come a major source of statistical variance in quantitative 
measurements2657. Some 20 years later, when the sensitivity 
of their capillary electrophoresis detectors had reached the 
single-molecule level, Chen and Dovi~hi’~~* demonstrated 
the effect experimentally. 

In the discussion of Q and B and their effects on meas- 
urement sensitivity (pp. 221-3), it was noted that a FAC- 
Scan or FACSCalibur, which, as flow cytometers go, has 
very efficient collection optics, will typically generate only a 
single photoelectron at the PMT photocathode for each four 
molecules (strictly speaking, for each four MESF) of phyco- 
erythrin passing through the observation point; when fluo- 
rescein is detected, an average of 80 MESF must pass 
through the observation point to generate a single photoelec- 
tronZ4*’. In these instances, measurements are limited by 
photoelectron statistics. 

In a slow flow system such as the apparatus at Los Ala- 
mos used for DNA sizing and for single molecule detection 
of phycoerythrin, the observation time is much longer than 
in a conventional flow cytometer, and each MESF of phyco- 
erythrin may generate a burst of 100 photoelectrons during 
its passage through the measurement system. If there are an 
average of 100 phycoerythrin molecules in the measurement 
system at any given time, they will give rise to 10,000 pho- 
toelectrons; the expected standard deviation would be 100 
photoelectrons, and, in the absence of other sources of vari- 
ance, one would be able to achieve a measurement CV of 1 
percent. However, Poisson statistics would dictate that the 
standard deviation of the number of molecules in the meas- 
urement volume would be 10 molecules; the lowest possible 
CV is then not 1 percent, but 10 percent. Thus, what Chen 
and Dovi~hi’”~ define as “molecular shot noise” becomes 
the limiting factor in precision; in order to achieve 1 Yo preci- 
sion, one must measure or count at least 10,000 molecules. 

These days, it is not uncommon to be able to detect a 
few hundred molecules of cell- or bead-associated antibodies 
or other target molecules in a conventional flow cytometer; 
while there may be fluorescence amplification techniques 
that let us collect hundreds of photoelectrons from thou- 
sands of molecules of a label for each target molecule pre- 
sent, they will not liberate us from molecular shot noise; we 
will, instead, come to recognize it as a major source of vari- 
ance. Of particular interest is a recent paper by Elowitz et 
a12659, which considers molecular noise in the context of gene 
expression, noting that low intracellular copy numbers of 
molecules can limit the precision of gene regulation. 

Limits to Sensitivity: Autofluorescence 

The spectral characteristics of covalent labels exert a sig- 
nificant effect on the sensitivity of flow cytometric meas- 
urements of weak fluorescence signals such as are obtained 
from cells stained with fluorescently tagged antibodies, hor- 
mones, lectins, etc. This is so because it is frequently not 

instrument performance, but cellular autofluorescence that 
limits the number of labeled molecules detectable on or in 
cells. 

As mentioned on pp. 216-7, the intensity of lymphocyte 
autofluorescence in the green spectral region used for fluo- 
rescein fluorescence measurement is the same as would be 
obtained from over 600 MESF of fluorescein. In most newer 
laser source instruments, this level of autofluorescence 
should be detectable above background. 

There is, however, no way to use the green fluorescence 
signal alone to distinguish the proportions contributed by 
antibody or ligand fluorescence and autofluorescence. Con- 
sider two cells, one bearing no bound antibody and emitting 
autofluorescence equivalent to the emission from 1,000 fluo- 
rescein MESF, and the other bearing 300 MESF of fluo- 
rescein on cell-bound antibody or ligand and emitting auto- 
fluorescence equivalent to 700 fluorescein MESF. Both cells 
produce 1,000 fluorescein MESF at the detector. Good dis- 
crimination of stained and unstained cells will, therefore, 
require that several times as many fluorescein molecules as 
are detectable against zero background be present on the 
surface of the stained cells. 

There is a potential problem with measurements of both 
sensitivity and autofluorescence, in that both are (or were) 
generally done using log amps, and both involve extrapolat- 
ing a reference line calculated from measured values of fluo- 
rescence obtained from beads bearing known amounts of 
label. These known amounts typically range from 5,000 to 
500,000 MESF, and PMT and instrument gains are gener- 
ally adjusted to place peaks from the fluorescence distribu- 
tions of labeled beads in the upper decades of a log scale. 
The blank beads used for sensitivity determination and the 
unstained cells used to determine autofluorescence levels fall 
at the low end of the scale, usually below 1,000 MESF. 

When the regression line (see Figure 4-60 on p. 216) is 
calculated, a correlation coefficient and, in some cases, other 
measures of the distance from the line of the points repre- 
senting labeled beads, are provided. If the correlation coeffi- 
cient is low (low, in this instance, probably means less than 
0.98, because we’re working on a log scale), and/or the dis- 
tances of the labeled beads from the line are large, it is fairly 
obvious that the log amp doesn’t work all that well; the 
measured sensitivity and/or autofluorescence values are defi- 
nitely suspect in such cases. However, all log amps become 
unreliable at some point in the lower region of their range, 
and good correlations and small distances of labeled beads 
from the regression line unfortunately provide no guarantee 
that the log amp is behaving at the level of the blank bead or 
the unstained cell. I have produced differences of several 
hundred MESF in measured sensitivity simply by inter- 
changing log amps with DC offset levels differing by 1 or 2 
mV. That’s why I suggested (p. 217) that sensitivity and 
autofluorescence levels should be determined using a linear 
fluorescence scale, and that high-sensitivity quantitative 
fluorescence measurements also be done on a linear scale. I’ll 
make the point again, because it’s very important; if you’re 
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trying to measure a few hundred molecules of bound anti- 
body and you're not using a linear scale, you run the risk of 
discovering you've been kidding yourself in private by em- 
barrassing yourself in public. 

Improving Sensitivity: The New Wave(length) 
In cases in which cellular autofluorescence is a factor lim- 

iting sensitivity, one obvious way of improving sensitivity is 
to work with excitation wavelengths at which cellular auto- 
fluorescence is lower than it is when 488 nm excitation is 
used. 

The excitation and emission spectra of autofluorescence 
reported for several mammalian cell  type^^^"'^^ are close to 
the spectrum of riboflavin (Fig. 7-7, p.291). Relatively little 
cellular autofluorescence is excited by light at wavelengths 
above 5 1 5  nm304, which are used for excitation of Cy3, 
tetramethylrhodamine, the rhodamine 10 1 derivatives 
XRITC and Texas red, Cy5, and the phycobiliproteins and 
tandem conjugates. Thus, the use of any of these labels can 
provide increased sensitivity for weak fluorescence measure- 
ments in mammalian cells. 

The ratio of median emission from antibody-labeled cells 
to median emission from unstained cells, with both emission 
values expressed on a linear scale, can be taken as a measure 
of sensitivity; this figure was 10-15 times higher for cells 
stained with phycoerythrin- labeled antibodies and excited at 
546 nm by the mercury arc lamp in an old B-D FACS Ana- 
lyzer than for cells stained with fluorescein-antibodies and 
excited at 488 nm by an argon ion laser in a FACStar cell 
sorter (L. Lanier, M. Loken, N. Warner, personal communi- 
cations and meeting presentations). While the FACScan has 
somewhat better PE fluorescence sensitivity than the FAC- 
Star, the analyzer, when using green excitation, remained 
superior138o-'. The 532 nm line from a doubled YAG laser 
and the 543 nm line from a green He-Ne laser are usable for 
high-sensitivity, low autofluorescence measurements, al- 
though the low power levels ( 1  -2 mW) available from green 
He-Ne lasers may limit sensitivity in practice. Since many 
more current instruments have red He-Ne or diode lasers 
than have green YAG or He-Ne lasers, it will usually be most 
practical to use allophycocyanin as a label with a red excita- 
tion source to make sensitive fluorescence measurements in 
mammalian cells without interference from autofluores- 
cence. 

If, however, one were interested in measuring cell surface 
antigens on Synechococcus or other species of cyanobacteria, a 
phycobiliprotein would be an extremely poor choice of label; 
cyanobacteria contain phycobilisomes stuffed full of phyco- 
erythrin, allophycocyanin, etc., with the result that their 
autofluorescence, which is considerable, would be likely to 
swamp the signal from a phycobiliprotein label. 

Vesey et a12660 provide a good example of how to select a 
label based on studies of the autofluorescence of particles of 
interest and of other particles and fluorescent solutes likely 
to be encountered in the sample; their target was Ciypto- 
sporidium oocysts in drinking water, and they found, using a 

Coulter EPICS Elite flow cytometer, that phycoerythrin-, 
Cy-3-, or tetramethylrhodamine-labeled antibodies excited 
by a low-power Green He-Ne laser provided the best signal- 
to-background ratio for detection. 

Correcting and Quenching Autofluorescence 
If your apparatus can discriminate between cellular auto- 

fluorescence and the fluorescence of your label, based on 
some difference in spectral characteristics, you may be able 
to pick out the label from the background. 

If you happen to have a flow cytometer with two ion la- 
sers, you can follow the lead of Steinkamp and Stewar?, 
who, using the multilaser flow cytometer at Los Alamos, 
took advantage of the fact that autofluorescence is better 
excited in the violet than at 488 nm (Figure 7-7), while fluo- 
rescein is very poorly excited by violet light. They made 
dual-beam measurements of cells stained with fluorescein- 
antibodies using a 413 nm beam from a krypton laser and a 
488 nm beam from an argon laser, and subtracted a portion 
of the violet-excited fluorescence signal from the fluores- 
cence signal excited at 488 nm. 

Roederer and Murphy781 devised a method applicable to 

flow cytometers with only a 488 nm excitation beam; they 
noted that, while green (530 nm) fluorescence In cells 
stained with fluorescein-ligands represented the sum of auto- 
fluorescence and fluorescein fluorescence, red (625 nm) 
fluorescence resulted almost entirely from autofluorescence; 
thus, by subtracting a portion of the red signal from the 
green signal, they could compensate for autofluorescence. 
This was done by digital computer processing of list mode 
data; Alberti, Parks, and Herzenberp  used the fluorescence 
compensation electronics in the FACS to perform similar 
manipulations on-line. 

The methods described in the preceding two paragraphs 
allow you to compensate for autofluorescence relatively well 
on a cell-by-cell basis. If the issue is detecting populations of 
weakly stained cells above autofluorescence background, it 
may be sufficient to do histogram subtraction, an approach 
described by Corsetti et a113s9 and Muller et (also see pp. 
245-6) 

A direct chemical approach to autofluorescence on a cell- 
by-cell basis was taken by Hallden et a1139' and Mosimann et 
a12661, who, respectively used crystal violet and trypan blue to 
quench intracellular autof-luorescence, allowing detection of 
surface antigens with fluorescein-labeled antibodies and of 
fluorescein-labeled nucleic acid probes. 

The bottom line here, however, is that none of the 
methods just described deal as effectively with autofluores- 
cence as does choosing a label and an excitation and emis- 
sion wavelength at which autofluorescence is minimal. 

Raman Scattering Effects on Sensitivity 
Phycoerythrin offers an attractive alternative to fluo- 

rescein when extreme sensitivity is required, because it be- 
comes possible to decrease the effect of cellular autofluores- 
cence, as well as to place a large number of fluorescent 
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chromophores on each antibody molecule. When PE is ex- 
cited at 488 nm, rather than above 515 nm, cellular auto- 
fluorescence is not decreased. Moreover, there is the poten- 
tial for interference from Raman scattering (p. 1 18), which 
occurs when a molecule undergoes a vibrational transition 
while scattering l.ight. Raman emission is most likely to be at 
a frequency that is the sum of the frequencies of the incident 
light and the vibrational transition. The frequencies are ex- 
pressed in wave numbers (cm-'), which are the number of 
wavelengths per centimeter; the relationship between wave- 
length h in nm and frequency v in cm-' is v = 107/h. In flow 
cytometry, the dominant transition involved in Raman scat- 
tering comes from stretching of 0 - H  bonds in water, at 
around 3600 cm-I. At 488 nm, or 20492 cm-', the Raman 
emission is at 16892 cm-', i.e., 107/(20492 - 3600) nm, or 
592 nm, a wavelength that may be transmitted by filters 
used for PE fluorescence measurement. When excitation at 
532 nm is used, Raman emission is at 658 nm, which 
should not interfere with measurement of PE fluorescence 
but which could interfere with measurements of a PE-Cy5 
tandem conjugate. Water Raman frequencies for various 
excitation wavelengths appear in Table 7-4 below. 

Table 74. Raman emission from water. 

In extremely high-sensitivity fluorescence measurements 
using single photon counting, broadband Raman emission, 
at wavelengths other than those tabulated above, may be the 
limiting noise 

Increasing Sensitivity: Amplification Techniques 

Since experimenters can't readily change the number of 
molecules of the molecules they're trying to find in or on 
cells, they often attempt to shift the odds in their favor by 

increasing the amount of label that will be hung on each 
target molecule. 

Some flow cytometer users have the option of increasing 
illumination power; few have the option of increasing light 
collection efficiency, and, while you can always try to find a 
PMT with more sensitivity than the one you have, there is a 
limit to how much measurement sensitivity can be increased 
by going that route. When increasing excitation power or 
fluorescence collection or detection efficiency will not im- 
prove measurements, increasing the number of fluorescent 
molecules bound per molecule of antibody or ligand using 
an amplification technique may be the only option available. 

Amplification by  Indirect Staining 

The simplest way to do this in the context of im- 
munofluorescence measurements is by using indirect stain- 
ing; approximately six molecules of a polyclonal secondary 
developing antibody can be bound to each molecule of 
primary antibody used, putting six times as many molecules 
of label at each antigenic site as would be there if a directly 
labeled antibody were used. There are a number of variations 
on the basic theme. 

Cohen et a1778 approached the problem of detecting small 
numbers of cell surface receptor sites by devising what they 
termed the "super avidin-biotin system" (SABS). Bio- 
tinylated antibodies bound to receptor sites are reacted, in 
succession, with phycoerythrin-streptavidin, with bio- 
tinylated anti-streptavidin antibody, and again with phyco- 
erythrin-streptavidin. The SABS system reportedly allows 
quantification of antigenic sites within the range of 100- 
1300 sites per cell; as few as 50 sitedcell can be detected, a 
sensitivity approaching that of conventional radioimmunoas- 
say. 

Zola et a11380.1 used a somewhat simpler technique, in 
which a primary mouse monoclonal antibody was developed 
with a horse anti-mouse antiserum that was then labeled 
with a phycoerythrin-streptavidin conjugate; they could 
reliably detect 100 primary binding sites, and applied their 
methodology to quantification of cytokine receptors. 

Amplificatioii Using Labeled Particles 

A greater degree of amplification than is possible with 
indirect staining may be achieved by attaching antibodies (at 
other than their specific binding sites) to larger particles, 
among which are included fluorescently tagged viruses, 
membrane microvesicles or liposomes, bacteria, and plas- 
tic beads (typically coated with antibody, antigen, hor- 
mones, etc.) as cell surface labels. Quantum dots (pp. 339- 
40) also fit into the particle category. Problems with clump- 
ing, nonspecific binding, and endocytosis of labeled particu- 
lates can occur when this approach is taken, and caution is 
therefore advisable. 

Truneh et a1777'1382 described the use of unilamellar lipo- 
somes containing carboxyfluorescein or sulforhodamine, 
and conjugated to protein A, for detection of small numbers 
of receptor sites on cell surfaces. Carboxyfluorescein diffuses 
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out of liposomes extremely slowly, and therefore provides a 
relatively stable internal label for these structures. Gray et 

also reported successful use of the carboxyfluorescein 
liposome technique. However, the sensitivities achieved are 
probably matched by modern instruments in analyses of 
samples stained only with directly labeled antibodies. 

I have also already mentioned (p. 277) the use of a non- 
fluorescent particle label, colloidal gold7'*, which can be 
conjugated to antibodies and other ligands and detected on 
cells by the change in their light scattering characteristics. 
Antibodies coupled to small (0.1-0.5 pm) nonfluorescent 
polystyrene beads can also be detected when bound to sur- 
faces by strongly increased side scatter signalszG2. Siiman et 
a12663 were able to detect the binding of two different anti- 
bodies, one bound to a polystyrene bead coated with colloi- 
dal gold or silver and the other bound to an uncoated poly- 
stryene bead, to cells using measurements of light scattering 
at 10-20" and at 20-65"; different wavelengths were needed 
for maximum discrimination of populations depending on 
whether colloidal gold or silver was used. 

While nonfluorescent particles and/or colloidal silver/ 
gold labeling probably do not provide a substantial increase 
in sensitivity over what can routinely be obtained using di- 
rect fluorescence measurements, they do make it possible to 
detect cell- or bead-bound antibodies in instruments using 
less expensive light sources and detectors than are needed in 
most fluorescence flow cytometers. 

Phycobilisomes (p. 335), with molecular weights in ex- 
cess of 10,000,000, might be thought of as biological parti- 
cles; when directly or closely linked to antibodies, they ap- 
pear to sterically hinder binding to cell surface antigens. 
However, Telford et alZw found that a red-excited stabilized 
phycobilisome coupled to streptavidin via a spacer (PBXL- 
3L, Martek) provided substantial amplification when corn- 
pared to APC-streptavidin in labeling cell-bound bio- 
tinylated antibodies. 

Amplification Using Enzymes as Labels: 
Playing the Hole CARD 
A classical amplification technique applicable (originally 

with some difficulty) to flow cytometry is that of enzyme- 
linked assay. A ligand that reacts specifically with the sub- 
stance sought by the experimenter (the chemists call the 
substance sought the analyte, which has always sounded 
kinky to me) is conjugated to an enzyme; afier excess ligand- 
enzyme is removed, the analyte-ligand-enzyme complex is 
detected by reaction with a chromogenic or fluorogenic 
substrate, a colorless material that is acted upon by the en- 
zyme to form a colored or fluorescent product. Once this 
reaction is complete, thousands of molecules of detectable 
product are present in the vicinity of each molecule of ana- 
lyte. 

Because of its large amplification factor, enzyme-linked 
assay offers high sensitivity, and is particularly useful for 
detection of small amounts of antigens and small numbers of 
copies of specific genetic sequences in cells; the obstacle to 

the application of the technique in flow systems is the neces- 
sity to trap the reaction product of the enzyme reaction in 
the cells being analyzed. Technicon (now Bayer Diagnostics) 
did this successfully in the Hemal0g84.~ and H-1 series of 
hematology analyzers, which use absorption measurements 
to identify neutrophil and eosinophil leukocytes by the pres- 
ence of peroxidase in their specific granules. Kim et al 
adapted immunoper~xidase~~~ and alkaline pho~phatase'~~~ 
labeling techniques for use on the Technicon instruments to 
subtype lymphocytes; the results based on forward scatter 
and absorption measurements were comparable in speed, 
sensitivity, and accuracy to those obtained by fluorescence 
flow cytometry. 

In 1989, Bobrow el: a12665-6 described the technique of 
catalyzed reporter deposition, now familiarly known as 
CARD, which has since facilitated enzyme-based amplifica- 
tion in flow cytometry. The analyte of interest (e.g., an anti- 
gen) is reacted with an appropriate reagent (e.g., an anti- 
body) conjugated with horseradish peroxidase (HRP). The 
specimen is then reacted with a phenolic HRP substrate 
(e.g., tyramine). HRP action on tyramine yields a highly 
reactive species that binds covalently to proteins. The 
tyramine may be labeled with biotin, as done in the original 
publication, and its presence demonstrated by subsequent 
reaction with fluorescent labeled s t r e p t a ~ i d i n ~ ~ ~ ~ . ~ ' .  However, 
it is becoming more common in current practice to label the 
tyramine directly with a fluorescent dye2332'2671. In either case, 
many fluorescent labeled molecules of the tyramine reaction 
product will accumulate, and stay, in the region of each re- 
agent-analyte complex. Multiple rounds of amplification are 
possible, using HRP-labeled antibodies against the label 
deposited in the first CARD stage. Tyramide amplification 
reagents and kits for flow cytometry, using biotin, as devel- 
oped by Kaplan et a12669-70, are available from Flow-Amp, 
Ltd.; Molecular Probes offers a line of reagents including 
both biotinylated and fluorescent dye-labeled t~ ramine"~~ .  
Molecular Probes also offers an enzyme amplification tech- 
nology described as Enzyme-Labeled Fluorescence (ELF); 
antibodies or other reagents are tagged with alkaline phos- 
phatase, either directly or via a biotin-streptavidin reaction, 
and the ELF 97 phosphatase substrate is added, forming a 
bright green fluorescent, insoluble precipitate in the vicinity 
of the antigen or analyte molecules of i n t e r e ~ c ~ ~ ~ .  

Amplifying the Analyte: The Polymerase 
Chain Reaction (PCR) 
An enzyme-based amplification method to which we will 

return in a later section is the polymerase chain reaction 
(PCR), which can be used to produce multiple copies of a 
known genetic sequence in situ for detection using labeled 
probes, amplified or otherwise. 

Amplification Techniques: Pros and Cons; 
Fluorescent vs. Nonfluorescent Labels 
Since the fairly simple and straightforward modifications 

of the indirect staining technique described above have 
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permitted measurement of as few as 100 binding sites on 
cells, it is not clear that using larger labeled particles for am- 
plification will further improve sensitivity. 

Enzyme amplification is particularly useful in that it can 
allow qualitative analyses of small amounts of analytes in 
cells and tissues to be done with chromogenic substrates and 
a simple transmitted light microscope. As was mentioned on 
p. 77, the first approaches to antibody labeling involved 
conjugation of antisera with azo dyes; however, complexes of 
tissue antigens with such dyes, even in relatively high con- 
centrations, exhibited only weak coloration under the light 
microscope. This led Coons, Creech, and Jones44 to turn to 
fluorescent labels, which were more readily detectable at low 
concentrations against the darker background present in a 
fluorescence microscope. Enzyme-linked immunoassay 
achieves what simple labeling cannot. 

Most fluorescence flow cytometets have neither absorp- 
tion nor extinction measurement capabilities, and are there- 
fore not well equipped for measurement of the reaction 
products of chromogenic substrates, although forward and 
right angle scatter measurements may be usable under some 
circumstances. Enzyme-linked methods have therefore, to 
date, been used principally with transmitted light micros- 
copy and with static and image cytometry, and are probably 
in wider use than is fluorescence flow cytornetry. 

O n  one of my occasional descents from my ivory tower, 
I heard a real pathologist give a highly sophisticated talk on 
lymphomas, involving detection of multiple antigens, in situ 
hybridization with genetic probes, PCR, etc. Flow cytome- 
ters weren’t involved; all the work was done using enzyme- 
linked reagents, and much of it was done on tissue slides, 
where the objective was to determine anatomical localization 
of various things, a task to which flow cytometets are, and 
will, for the most part, remain, unsuited. The semiquantita- 
tive analyses available from microscopic observation were all 
that was necessary to answer the biological questions at 
hand. I’m sure some of the work could have been done using 
fluorescence flow cytometry, but it wouldn’t have been done 
any better, cheaper, or faster. Food for thought. 

Coventry et alZ6’* used video image analysis to compare 
the detection sensitivity of immunoperoxidase staining on 
slides with that of flow cytometry; they found that detection 
of 100-200 cell surface molecules in specimens on slides was 
possible only if heavy metal-enhanced immunoperoxidase 
methods were used, while high-sensitivity flow cytometric 
 method^'^*^^' could, in some cases, detect as few as 50 mole- 
cules. 

T o  some extent, amplification increases sensitivity at the 
expense of precision, because amplification factors aren’t 
exact; you won’t get exactly six molecules of developing an- 
tibody per molecule of primary antibody, or 100,000 mole- 
cules of product per molecule of enzyme-linked antibody. If 
you’re looking for 100 copies of something, however, you 
have Poisson sampling statistics and molecular shot noise265s 
(p. 341) working against you, anyway. Even if you hung a 2 

m W  diode laser on each molecule, you’d still count only 
100 molecules, and the measurement CV could be no less 
than 10 percent. 

Improving Sensitivity: Time-Resolved Fluorescence 
O n  p. 283, it was mentioned that phase-sensitive detec- 

tion of a fluorescence signal in a flow cytometer using a 
modulated light source could discriminate fluorescence sig- 
nals from different materials with different fluorescence life- 
times. The lifetimes of most of the materials responsible for 
autofluorescence are on the order of tens of nanoseconds; if 
one uses a label with a substantially longer lifetime, and a 
light source emitting brief (picosecond or shorter) pulses, 
and delays the fluorescence emission measurement for 50 
nsec or so following the pulse, the contributions of autofluo- 
rescence and of other interferences, e.g., Rarnan scattering, 
stray scattered light, and filter fluorescence, are eliminated 
from this time-resolved fluorescence signal. Chelates of 
rate earth metals such as europium and terbium have fluo- 
rescence lifetimes on the order of microseconds (see p. 1 13), 
and Bob Leif suggested in the 1970’~’”~, as did Tomas 
Hirschfeld (personal communication), that they might be 
useful as labels for time-resolved flow cytometry with pulsed 
sources. Condrau et described measurements of cells 
bearing europium-chelate labeled antibodies in a modified 
flow cytometer in which acousto-optic modulation is used to 
deflect the illuminating beam away from the flow cell once a 
scatter signal is detected; their papers also include good bib- 
liographies on time-resolved fluorescence immunoassays. 
Related work by Beverloo et describes the use of 
phosphor particles as luminescent (in this case, phospho- 
rescent rather than fluorescent) labels for time-resolved im- 
age cytometry. One drawback to both rare earth chelates and 
phosphors as labels in the context of flow cytometry is the 
long measurement time required to take advantage of long 
excited state lifetimes, which run to hundreds of microsec- 
onds; this would limit throughput to a few hundred 
cells/sec, but the tradeoff may be worthwhile if extreme sen- 
sitivity is required. 

7.7 MEASURING CELL SURFACE AND 
INTRACELLULAR ANTIGENS 

Almost all of the fluorescence flow cytometers now in 
use have been applied, at one time or another, to measure- 
ments of cell surface immunofluorescence. The desire to 
do immunofluorescence measurements motivated research- 
ers and clinicians to learn about flow cytometry and buy 
flow cytometers; and this legitimized other flow cytometric 
techniques not based on immunofluorescence, such as DNA 
analysis and differential leukocyte counting. 

The literature on flow cytometry of immunofluorescence 
is so vast that I will not even attempt to summarize the frac- 
tion of it that I have seen. Instead, I’ll try to present the ba- 
sics and to touch on some issues that I don’t think have been 
well covered elsewhere. 
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History and Background 

In the late 196O’s, when most of the few people involved 
in flow cytometry were looking at DNA stains and trying to 
tell normal from abnormal cells in cervical cytology speci- 
mens, Len Herzenberg alone had the vision to appreciate 
that the combination of the apparatus and fluorescent anti- 
body reagents could unravel the genealogy and developmen- 
tal history of the lymphocytes. 

Within a few years, flow cytometry, predominantly in 
the form of gated single-parameter immunofluorescence 
measurements, and cell sorting and subsequent functional 
analysis, had been used to define a taxonomy of lympho- 
cytes, in mice and men, where none had existed previously. 
The methodology that Herzenberg and his associates and 
students had used to study murine cells was adapted and 
aggressively applied to human immunology by Stuart 
Schlossman in the United States, Melvyn Greaves in Great 
Britain and a rapidly growing crowd of others. 

This first wave of activity was all the more remarkable 
because it occurred several years before the discovery of 
monoclonal antibodies; the identification and preparation of 
both reagents and samples were considerably more compli- 
cated than they are today. While immunologists, even in 
those days, seemed to have the opinion that fluorescent anti- 
bodies were the only specific reagents, and that neither cyto- 
chemistry nor multiparameter flow cytometry would have 
any use in future work on blood cell development, differen- 
tiation, and pathology, this viewpoint was not justified then; 
subsequent history has eroded any remaining basis for it. 

Obviously, antibodies were exquisitely specific, but, until 
the advent of monoclonal antibodieP5, you could never be 
sure for what they were so specific, and never count on get- 
ting a serum with quite the same specificity next time you 
bled the same animal. For you physicists and electronikers 
out there (bear with me, immunologic sophisticates), I 
should amplify on this a bit. 

Monoclonal Antibodies for the Uninitiated 
For the past few hundred years, or since before anybody 

knew there were lymphocytes, we have been in the business 
of deliberately inducing immunity to various diseases in 
humans and animals, by injecting material from organisms 
that cause those diseases (or, sometimes from organisms 
closely related to the disease-causing organisms). The sub- 
stance injected is called an antigen. If, a week or more after 
the antigen is injected, you extract some blood serum from 
the animal (or human) that received the antigen, you can 
(usually) demonstrate formation of a precipitate if antigen is 
added to the serum, due to the formation of complexes be- 
tween molecules of antigen and molecules of serum proteins 
cdled immunoglobulins (Igs), which are the antibodies. 

Immunoglobulins are produced by B lymphocytes; in 
order for such production to occur, the concerted action and 
interaction of T lymphocytes and other blood cells called 
macrophages is also required. There are several different 

classes of Igs; B cells start out producing a very large mole- 
cule called IgM, and then typically switch to producing IgG. 
IgE, which is involved in allergic reactions, represents an- 
other class of Igs. The gamma globulin and antitoxin or 
antiserum that some of us remember being used in medi- 
cine and others have encountered in old novels are serum 
immunoglobulin fractions. All Igs of a given class have rela- 
tively similar “backbone” structures, but, at some points in 
these molecules, there exist variable regions that differ from 
molecule to molecule in amino acid composition and se- 
quence; it is the variable regions that react with antigen. 
Also, Ig molecules are multivalent, i.e., each molecule con- 
tains at least two sites capable of binding antigen. 

Antibodies react with antigens in a very specific fashion 
and, typically, with very high affinities, but a conventional 
antiserum contains not one type of Ig molecule with one 
unique structure, but a large number of antibodies, with 
different molecular structures, each reacting with different 
affinity with a different chemical group on the antigen. 
Lymphocytes, in the course of their development, undergo 
gene rearrangement of the genes that encode the variable 
regions of Igs; this “shuffling” of genetic material insures 
that there will be a great diversity of amino acid sequences, 
and therefore of reactivities, represented in the B cell popula- 
tion of any given individual, although any given B cell can 
produce only one specific molecular structure. B cells nor- 
mally carry Igs around on their cell surfaces; when the sur- 
face membrane immunoglobulin (SmIg) on a B cell binds 
to an antigen, it stimulates the B cell to reproduce. 

Thus, when an animal is immunized, or injected with 
antigen, B cells that produce, and bear on their surfaces, Igs 
that react with that antigen reproduce. Each B cell forms a 
clone of progeny, all of which produce Ig molecules with the 
same structure, which is different from the structures of the 
Igs produced by all the other clones. The antiserum is there- 
fore described as polyclonal. Polyclonal antisera, by their 
biological nature, contain a small fraction of mixtures of Igs 
that react, with differing affinities, with different determi- 
nants on the same antigenic molecule, as well as a larger 
fraction of “irrelevant” antibodies which, while they may be 
very relevant to protecting the organism from infections, 
don’t react at all with the antigen the experimenter injected 
to produce the antiserum, but may react with any of a tre- 
mendous variety of other proteins or macromolecules foreign 
to the animal in which the antiserum was produced. 

If you extract the immunoglobulin fraction of an immu- 
nized animal, you end up with a number of Ig molecules 
that will react specifically with the antigen you’re after and a 
much larger number of Ig molecules that will react with 
other things. Adsorption, or reaction with materials con- 
taining these irrelevant antigens, can be used to remove some 
of the irrelevant antibodies, and affinity purification, which 
traps desired antibodies on a column or other substrate con- 
taining immobilized antigen, can further increase the speci- 
ficity of a polyclonal antiserum - to the point at which as 
many as a few percent of the Ig molecules will react with 
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antigen! Even at this rather shocking level of impurity, 
specificity may be sufficient to permit definition of the 
chemical structures on or in cells with which a polyclonal 
antiserum is reactive. 

In the days before monoclonal antibodies, this was what 
had to be done before one could even think of using an an- 
tiserum for immunofluorescent staining; the whole process 
seemed more art - many would say black art - than science. 
For those of us who worked in industry, the difficulties of 
obtaining and/or standardizing immune reagents were a 
major obstacle to the development and dissemination of 
procedures involving immunofluorescence. Very few people 
envisioned a need for more than two immunofluorescent 
labels; it was hard enough to do single-color fluorescence, 
and two colors represented a tour &force. 

Things changed dramatically for the better in the late 
1970’s, with the dissemination and refinement of methods 
for monoclonal antibody If you have the 
opportunity to look at a copy of the First Edition of Flow 
Cytometry and Sortini,  which was published in 1979, you 
can try to find the single appearance of the words “mono- 
clonal antibodies” in that book‘s 716 pages. They are not, by 
the way, found in any of the chapters that deal with applica- 
tions of flow cytometry to immunology. 

Monoclonal antibodies are produced by forming hy- 
brids between B cells from animals immunized with an anti- 
gen and cultured cells derived from B cell tumors. The tu- 
mor cells, unlike normal B cells, are immortal, i.e., they can 
be grown in culture for generations on end. The hybrid cells 
acquire the property of producing one molecular species of 
Ig with one specific reactivity from their normal B cell par- 
ents, and the ability to grow indefinitely from their malig- 
nant parents. Cultures can be started from a single hybrid 
cell; these will thereafter continue producing identical Ig 
molecules as long as the culture is maintained. 

Monoclonal antibodies are, thus, very well defined, in 
terms of their own structure, and one can be pretty well sure 
that all of the Ig molecules in a monoclonal will react with 
the same site on the antigen with the same affinity. How- 
ever, if the structure of a given cellular antigen is unknown, 
simply having a monoclonal antibody instead of a polyclonal 
antiserum against the antigen doesn’t tell you any more 
about the structure, although it may make it operationally 
easier to elucidate that structure. 

Cell Surface Antigens: Structure versus Function 
It was obvious to some people long ago that antigens 

weren’t present on cell surfaces simply for decoration, or as 
Nature’s bar code, but, rather, that each antigen had a Lnc- 
tion, so that, in most cases, one person’s surface antigen is 
another person’s receptor. This is much better and more 
widely appreciated in 2003 than it was in 1978. Monoclonal 
antibodies have, in fact, greatly facilitated studies of recep- 
tor-ligand interactions, in which considerations of specificity 
formerly demanded use of labeled natural ligands; the anti- 
bodies can be made with higher affinity and the structure on 

the receptor to which they bind can be selected to a great 
extent . 

The advent of monoclonals also eliminated most of the 
difficulties associated with reaction of cells with two or  more 
antisera to demonstrate two or more discrete antigens on or 
in the cells; this, in turn, awakened interest among immu- 
nologists in increasing the number of available antibody 
labels. The 1977 publication by Loken, Parks and Herzen- 
berg on two-color immunofluorescence using fluorescein 
and tetramethylrhodamine as labels with argon ion laser 
e~c i ta t ion”~ made it clear that improvements in labels and 
reagents, as well as in equipment, would be necessary to 
make multicolor work generally feasible. 

Moving Toward Multicolor lmmunofluorescence 
The improvement in labels began with the development 

of the long-wavelength rhodamine 101 dyes XRITC and 
Texas red, and continued with the introduction of the phy- 
cobiliproteins and, later, of tandem conjugates. While 
XRITC and Texas red forced some improvement in equip- 
ment, by mandating the use of dual-wavelength excitation, 
the improvement increased the cost and complexity of appa- 
ratus. The phycobiliproteins and tandem conjugates have 
since made multicolor fluorescence easily accessible to im- 
munologists and other workers without the need for much 
specialized training in instrumentation. 

The expanding armamentarium of monoclonal antibody 
reagents and labels precipitated some changes in immunolo- 
gists’ attitudes; they had enough and good enough reagents 
to do multiparameter analysis and, now that they had more 
than two parameters to keep track of, they had adequate 
motivation to use computers for data analysis and storage. 
Without computerized data analysis systems, it is unlikely 
that two-color, let alone three- and four-color immunofluo- 
rescence measurements, would have become commonplace. 

In retrospect, I should not have expected that immu- 
nologists would take kindly to my glib suggestions in the 
mid-1970’s that they run out and do 3-color and 4-color 
immunofluorescence measurements using multiple excita- 
tion beam, multiparameter flow cytometry. Most immu- 
nologists were unaware, as I was aware, of the existence of 
the hardware and s o h a r e  technology required, and pain- 
fully aware, as I was unaware, of how difficult it was to pro- 
duce even good two-color immunofluorescent staining using 
conventional antisera and the flow cytometers that were then 
generally available. We literally could not give away a multi- 
ple beam apparatus in the mid- 1970’s; times have certainly 
changed. 

While the demonstration in 1979 of two-color im- 
munofluorescence using dual-laser excitation of fluorescein 
and XRITC generated a substantial demand for dual-laser 
instruments, a look at the literature reveals that the number 
of papers involving fluoresceidXRITC or fluorescein/Texas 
red immunofluorescence published during the 5 years after 
the apparatus and labels became available was considerably 
smaller than the number of dual-laser flow cytometers pur- 
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chased with such studies in mind. Clearly, multicolor im- 
munofluorescence was harder than it looked. 

In the 1980’s, history repeated itself, as people stam- 
peded after flow cytometers with CW dye lasers, which 
could allow them to do 4-color immunofluorescence, using 
an argon laser at 488 nm to excite fluorescein and phyco- 
erythrin, and a dye laser at 600 nm to excite Texas red and 
allophycocyanin, provided reagents were available. Some 
settled for 3-color immunofluorescence, which could be 
done with a single beam, using fluorescein, phycoerythrin, 
and phy~ocyanin~~’ or a phycoerythrin-allophyco~yanin~~~ or 
phycoerythrin-Texas red tandem conjugate. The first couple 
of years’ worth of publications and presentations actually 
demonstrating 3-”’.20 and 4-color (L. Herzenberg et al, per- 
sonal communications and meeting presentations) im- 
munofluorescence using the labels just mentioned came ei- 
ther from Herzenberg’s laboratory at Stanford or from B-D’s 
antibody production facility. This was strong evidence in 
favor of the view that access to and skill in the use of re- 
agents, and not access to hardware, were the most criti- 
cal contributing factors to success with multicolor im- 
muno fluorescence measurements. 

Today, phycobiliprotein and tandem labels, an unbe- 
lievably wide selection of monoclonal antibodies, and in- 
struments that can measure eight or more colors of fluores- 
cence, are available and easy to use compared to what came 
before. Access is much less of a factor than skill. 

Antibody Reagents and Staining Procedures 
Most of us, myself included, don’t make or conjugate 

our own antibodies; whatever isn’t supplied by our collabo- 
rators has to be scrounged or bought. Once you get past the 
realization that there are few commodities you can legally 
buy that cost as much per small vial, you can appreciate the 
good points of commercial monoclonal antibodies. They are 
generally well-defined and well-controlled, you can get them 
with a variety of labels attached, and you generally can find 
out how much to use to stain how many cells by reading the 
label or package insert. Commercial polyclonal antisera, ad- 
sorbed and/or affinity-purified or otherwise enriched in an- 
tibodies for the antigens you’re after, are also available and 
relatively convenient to use. 

Susan Sharrow, who worked with both flow cytometers 
and monoclonals at NIH more or less since the inception of 
each, took me to task years ago for suggesting that it was 
easier to make flow cytometers than monoclonals. It’s gotten 
easier to do both; hybridoma clones are available from places 
like the American Type Culture Collection, and you can buy 
kits for purifying the immunoglobulin fraction and labeling 
the antibodies. Given the range of monoclonals available, 
labeled, off the shelf, most people won’t to have to roll their 
own. We did do it in my lab once, just for the experience. 

Antibody Fragments versus Antibodies as Reagents 
For some applications, it is preferable to use enzymati- 

cally cleaved antibody fragments instead of the whole im- 

munoglobulin molecule. Certain cells, e.g., macrophages, 
monocytes, and granulocytes, have surface receptors that 
bind the Fc portion of antibodies more or less independently 
of the antigenic specificity of the antibodies; these cells may, 
by this mechanism, therefore be stained by labeled antibod- 
ies to antigens that are not present on the cell surface. En- 
zymes can be used to produce monovalent (Fab) or biva- 
lent (F(ab’,) antigen binding fragments that will not bind 
to Fc receptors, eliminating the problem of nonspecific 
staining. The Fab fragments are useful in situations in which 
it is necessary to avoid crosslinking of antigenic sites and/or 
agglutination, although their binding affinities are lower 
than those of the multivalent antibodies from which they are 
derived. Fragments of some antibodies are available off-the- 
shelf, with or without fluorescent labels. 

Engineered Antibodies: Phage Display and scFvs 
It is now possible to produce monoclonal antibodies, 

human as well as murine, without benefit of either immuni- 
zation or hybridoma technology, using phage display. It 
was shown in the late 1980’s that proteins coded for by gene 
sequences introduced into the genome of filamentous bacte- 
riophages could be expressed on the surface of the virions2673; 
it was also demon~t ra t ed~~’~-~  that a functional antibody vari- 
able region (Fv) could be expressed in the periplasmic region 
of E. coli into which genes coding for the variable regions of 
both light and heavy immunoglobulin chains had been in- 
troduced. In 1990, McCafferty et a12676 described production 
of active antibody molecules in filamentous phage. 

The technology has since come a long way; there now 
exists a phage display library of 2 x 10’ members, about 
three-fifths of which code for functional human single 
chain variable fragments (scFvs); it is possible, with a 
minimum of additional genetic manipulation, to derive Fabs 
and immunoglobulins with the specificity of the SCFVS~~”. 
Clonal selection has become the province of biotech compa- 
nies; using appropriate gimmicks (including cell sorting), 
you can grow up a pot%l of monoclonal antibody to the 
antigen of your choice, starting, if you like, with a single B 
cellz6’*. Since you can hold the light and heavy chain por- 
tions of an scFv together with a synthetic linker, you can add 
things on to the linker, producing such goodies as antibodies 
tagged with alkaline phospha ta~e ’~~~  or GFP2680, or high- 
avidity tetrameric antibodies2681. 

Much of the current work on engineered antibodies is 
focused on development of agents that can be used to treat 
human disease, rather than on expanding the repertoire of 
reagents for cytometry, but it’s a safe bet that we’ll get some 
interesting things to play with during the next few years. 

Molecular Probes’ Zenon Antibody Labeling 
Some lower-tech, although not less interesting, antibody 

engineering is involved in a new methodology for antibody 
labeling recently developed by Molecular which 
they call Zenon technology. The Zenon One Mouse IgG, 
labeling kits incorporate purified Fab fragments of a goat 
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antibody to the Fc portion of mouse IgG, ; the Fab frag- 
ments are available with any of a number of labels, including 
fluorescent dyes, phycobiliproteins and tandems, biotin, and 
enzymes, covalently attached. A Zenon One Fab reagent can 
be used to label a very small amount (1 pg or less) of a 
mouse monoclonal antibody; after 10 minutes incubation, 
any unbound labeling reagent is, in essence, inactivated by 
addition of an excess of indifferent mouse IgG, . Multiple 
antibodies labeled with different dyes can be used together, 
and quantitative measurements are possible, although the 
excess indifferent antibody added to remove unreacted label- 
ing reagent will, over a period of hours, remove some reagent 
from the antibodies of interest. The Zenon methodology 
should be particularly helpful to investigators developing 
their own monoclonal antibodies, as it should facilitate si- 
multaneous analysis of two or more antibodies on cells. 

Antibody Shelf Life and Quality Control 

Antibodies keep pretty well, but they don’t have an infi- 
nite shelf life. You need to keep an eye out for crud accumu- 
lating in your vials of antibody, spinning down aggregates 
and so on when bad things happen to good antibodies. Peri- 
odic measurement of the fluorescence intensity of antibody 
bound to beads with known binding capacities allows you to 
monitor reagent quality. Manufacturers usually tell you how 
many milligrams of antibody protein are in the vial, which 
may be helpful; they don’t usually tell you how many mole- 
cules of label are on each antibody molecule, which would 
also be helpful. 

Direct Staining Using Monoclonal Antibodies for 
2, 3, and More Colors with 488 nm Excitation 

To my way of thinking, the best way to proceed when 
doing immunofluorescence is the way that requires the least 
work. I use monoclonal antibodies whenever I can get them, 
and, unless I’m looking for an antigen that is scarce enough 
to force me to employ some kind of amplification procedure 
(pp. 343-5), I prefer to stain using antibodies with directly 
conjugated labels. Most people, myself included, have 
tended to use fluorescein on the first antibody and phyco- 
erythrin on the second. Fluorescein is available on more 
antibodies than phycoerythrin, and fluorescein-labeled anti- 
bodies are usually cheaper; however, phycoerythrin is a bet- 
ter label in the sense that it is brighter on a per-molecule-of- 
antibody basis (see Figure 1-18, p. 37). The figure also indi- 
cates that, for 3-color work with 488 nm excitation, PE-Cy5 
tandem conjugates are preferable as labels to PE-Texas red 
tandem conjugates, because there are fewer spectral overlap 
problems with phycoerythrin. Four-color immunofluores- 
cence with a single 488 nm beam once pretty much forced 
you to use PE-Texas red conjugates, although phycocyanin 
conjugates were reported usable if the antigen density was 
high enough775. These days, you have PE-Cy5.5, PerCP- 
Cy5.5, and PE-Cy7 to play with, and you can do 7-color 
immunofluorescence using a 488 nm beam if you’ve got the 
right instrument. 

Multicolor Work Using Multiple Lasers; 
Biotin-Avidin Labeling 

If you have a second laser emitting at 590 nm or above, 
i.e., a CW dye laser, a red He-Ne laser, a krypton ion laser, 
or a visible diode laser, in addition to a 488 nm argon laser, 
it may make sense to use allophycocyanin even as a third 
label, because compensation should not be necessary. Lanier, 
Loken, and others at B-D787-8 did a lot of serious, big-league 
three-color immunofluorescence in this fashion with fluo- 
rescein, phycoerythrin, and allophycocyanin, using an argon 
laser emitting about 100 m W  at 488 nm to excite the first 
two labels and a He-Ne laser emitting under 50 m W  at 633 
nm to excite the third. Hoffman et alG4‘ did 5-color meas- 
urements using phycocyanin and allophycocyanin B as labels 
with 633 nm excitation, and fluorescein, phycoerythrin, and 
a PE-Texas red conjugate excited by a second 488 nm beam; 
these days, you’d probably choose APC, APC-Cy7, and 
APC-Cy5.5, in that order, as red-excited labels. 

Three-laser instruments are more common than they 
used to be, and, in the future, we can expect the most com- 
mon three-beam systems to use 488 nm argon or solid-state 
lasers, red He-Ne or diode lasers, and violet diode lasers; 
Cascade blue and cascade yellow, or materials with similar 
spectra, are probably the best bets as labels for immunofluo- 
rescence when using violet excitation. 

Mixing Colors: Do’s and Don’ts 

It helps to consider in advance which labels you’ll want 
on which antibodies. One of the more general rules with 
which you contend in flow cytometry is that, when you have 
equal intensities of fluorescence coming from two materials 
excited at the same wavelength, it’s easier to eliminate inter- 
ference in the shorter wavelength signal from the longer 
wavelength fluorescent material than to eliminate interfer- 
ence in the longer wavelength signal from the shorter wave- 
length fluorescent material. This is so because the emission 
spectra of most materials are skewed toward longer wave- 
lengths; the “red tail” of fluorescein emission, for example, 
overlaps a substantial part of the phycoerythrin emission 
spectrum, while there is very little overlap between the 
shorter wavelength portion of the phycoerythrin emission 
spectrum and the peak region of the fluorescein emission 
spectrum. Thus, you should use fluorescein to label the 
antibody that will give the weaker signal; this will also 
minimize crosstalk between fluorescein and phycoerythrin 
immunofluorescence signals, so you will need less fluores- 
cence compensation. 

The same argument applies with even greater force when 
you are considering combining immunofluorescent stains 
with other dyes that produce very strong fluorescence sig- 
nals, e.g., nucleic acid dyes. The weak fluorescence of fluo- 
rescein-labeled antibodies can be discriminated fairly effec- 
tively from propidium fluorescence, although some overlap 
compensation is advisable; it would be much more difficult 
to discriminate phycoerythrin fluorescence from that of a 
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nucleic acid dye such as TO-PRO-I. While phycoerythrin 
and propidium fluorescence emissions overlap considerably, 
Corver, Cornelisse, and Fle~ren”~’ have shown that phyco- 
erythrin antibody fluorescence can be discriminated from 
propidium fluorescence at levels above about 50,000 anti- 
body binding sites per cell, making measurement of DNA 
and two antigens possible on a 3-color instrument. 

Since the emission spectrum of fluorescein and the ab- 
sorption spectrum of phycoerythrin overlap, energy transfer 
from fluorescein to phycoerythrin will occur and, if fluo- 
rescein and phycoerythrin molecules are in close proximity, 
may be significant. This will result in lower fluorescein fluo- 
rescence intensity than would otherwise be expected. Chap- 
ple, Johnson, and D a v i d ~ o n ’ ~ ~ ~  showed, by dual labeling of 
cells with pairs of monoclonal antibodies, that R- 
phycoerythrin could quench fluorescein emission when both 
were attached to the same cell. If quantitative or semiquanti- 
tative information is important, it is advisable to compare 
intensities of one- and two-antibody control. samples to de- 
termine the extent of quenching. It is also important to note 
that fluorescence compensation won’t work properly when 
there is substantial energy transfer: this will interfere with 
quantitative measurements, and, in the most critical cases, it 
may be desirable to use multiple illumination beams for 
accurate quantification. 

Cocktails for Five: Multiplex lmmunofluorescence 
In practice, there are numerous situations in which the 

identification of multiple, discrete cell subpopulations is of 
primary importance, while quantification is either secondary 
or not necessary. 

The relative ease with which cell samples can be stained 
using mixtures of monoclonal antibodies has led to the in- 
dependent development by several groups of immunofluo- 
rescence staining techniques involving multiplex labeling, 
which may allow demonstration of three or more antigeni- 
cally distinct cell populations in a single sample using only 
two fluorescent labels, offering considerable savings of time 
and labor compared to conventional staining techniques. 

Definition and counting of subpopulations in mixed 
populations, as in lymphocyte subset analysis, is most easily 
and most commonly done by using antibodies that react 
with only one of the cell types to be counted. If only a single 
label is used, a separate sample is required for each subset to 
be demonstrated. As a rule, two-color immunofluorescence 
labeling readily allows visualization of three stained sub- 
populations (one double positive and two single positives) 
and one unstained population. Multiplex labeling allows for 
more economical use of the two-parameter measurement 
space. 

In the simplest form of multiplex labeling, a procedure 
described by Saunders and Chang7’2 and proposed by Mack 
F~Iwyler”1~ and, independently, by Tomas Hirschfeld and 
Myron Block (personal communication, 1981), a mixed cell 
population is stained with mixtures of antibodies, each of 
which should, in principle, react with only one cell 

subpopulation. Any given antibody present in the mixture 
may bear one or both of the two labels used, but a unique 
ratio of labels must be chosen for each antibody present. If 
phycoerythrin and fluorescein are the two labels chosen, cells 
reacting with an antibody present only in the phycoerythrin- 
labeled form will appear along the phycoerythrin fluores- 
cence axis, cells reacting with an antibody present exclusively 
as the fluorescein conjugate will appear along the fluorescein 
fluorescence axis, and cells reacting with an antibody present 
as a 1:1 mixture of fluorescein and phycoerythrin conjugates 
will appear along a line at 45” to both axes. 

A refinement of multiplex staining, described by Horan 
et a1791, uses mixtures of fluorescein- and phycoerythrin- 
labeled and unlabeled antibodies to produce fluorescence 
intensity differences of several orders of magnitude among 
the various cell subsets, with data display on a logarithmic 
scale. Liu et demonstrated that helper and suppres- 
sor/cytotoxic T cells, NK and B cells, and monocytes could 
be identified in this fashion in whole blood samples from 
both normal and HIV-infected individuals, as shown in 
Figure 7-18. 

Multiplex labeling has the potential to fail ungracefully 
when applied to certain types of samples. For example, small 
numbers of T cells bearing both CD4 and CD8 antigens 
may be found in peripheral blood794; these might be counted 
as other cell types. This behavior can, however, be identified 
by comparisons between multiplex labeled and convention- 
ally labeled samples, allowing the prospective user to deter- 
mine when the method is and is not suitable. In this context, 
the results reported with multiplex labeling in HrV-infected 
samples by Liu et were encouraging. 

When the previous edition of this book was written, 
there was a great deal of interest in possible applications of 
multiplex immunofluorescence to analyses of cells. Most 
laboratories had only two- or three-color fluorescence meas- 
urement capability, and multiplex analysis would have pro- 
vided them the only means for investigating many phenom- 
ena then (and, in many cases, now) of great interest. For 
example, it was felt that determining the state of activation 
of various cell subpopulations in HIV-infected patients 
might provide indicators of both clinical course and response 
to therapy. Semiquantitative or quantitative analysis of acti- 
vation antigens such as CD25 and CD71 (the IL-2 and 
transferrin receptors), and/or of parameters such as RNA 
content, were known to provide reliable evidence of lym- 
phocyte a c t i ~ a t i o n ~ ” ~ ~ ~ ~ .  

If conventional staining procedures were used, it would 
be necessary to use two antibodies, and, therefore, two fluo- 
rescence channels, simply to define a single subpopulation of 
interest. The analysis of an activation antigen or RNA in this 
population would require a third antibody, or a dye such as 
pyronin Y, and a third fluorescence channel. In a 3-color 
instrument, analysis of activation in T-helper and suppres- 
sor/cyrotoxic cells, B cells, and NK cells would require three 
tubes using conventional staining. If multiplex staining were 
used, a cocktail of antibodies labeled with fluorescein and 
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Figure 7-18. Multiplex irnrnunofluorescent labeling to demonstrate helper (T,) and suppressorlcytotoxic (TI) T cells, B 
cells, NK cells, and monocytes (M) in peripheral blood from an HIV-infected and a normal individual’394. Erythro- 
cytes were lysed after dextran sedimentation, and 2 x lo6 washed leukocytes were stained with a cocktail containing 
anti-CD3 (T cells; RD Leu4 10 pl unconjugated, 10 pl FITC-Ab), a n t i 0 4  (Th; RD Leu3a: 20 pI PE-Ab), anti-CD8 
(Ts; B-D Leu-2a: 19 pl unconjugated, 1 PI PE-Ab), antLCD14 (monocytes; RD Leu-M3 20 pl FITC-Ab; Coulter M y 4  5 
p l  PE-Ab), anti-CDM (NK cells; RD Leu-llc: 20 pI PE-Ab) anti-CD19 (B cells; Coulter BI: 5 PI FITC-Ab), and anti-CD20 
(B cells; B-D Leu-12 5 pl PE-Ab) antibodies a t  4 C for 30 min. Cells were washed three times and fixed in 1.5% para- 
formaldehyde before analysis. Five leukocyte subclasses can be identified and counted in the two-dimensional meas- 
urement space. The figure was provided by Alan Landay of Rush-Presbyterian-%.Luke‘s Medical Center. 

PE-Cy5 could be used to identify all four subclasses in one 
tube, with a third, spectrally distinct marker, e.g., PE-anti- 
CD25 or -CD71 or pyronin Y serving to define the activa- 
tion state of all of the subclasses. 

The multiplex iabeling approach could be, and was, ex- 
tended to analyses using cocktails containing more than two 
labels; Carayon, Bord, and Raymond did this to identify 
eight leukocyte subsets in a single tube1395. Buican and Pur- 

reported that, by application of mathematical tech- 
niques similar to those used in computerized tomography, 
distributions of multiple antibody labeling could be 
uniquely reconstructed from two-color fluorescence analyses. 
Buican and Hoffmann’” also explored the use of two-color 
measurements to identify multiple subpopulations based on 
analysis of multiple samples with different labeling ratios, 
and described apparatus for automated preparation of the 
required samples796. Multiplex labeling was also discussed by 

Mansour et a11397”401, van Putten et a1139*-9, and 
Hunter et a l 1 * O o .  

In a non-flow application, Ried et a11402 used a 3-color 
multiplex fluorescence method to identify seven different 
DNA probes bound to chromosomes by digital imaging 
microscopy. However, a principal obstacle to the use of mul- 

tiplex labeling with nucleic acid probes in flow cytometry 
lies in the low signal intensities expected due to low copy 
numbers of the nucleic acid sequences sought. Multiplex 
labeling cannot be expected to work well with very low in- 
tensity immunofluorescence signals, either; at levels at which 
one-color fluorescence is difficult to discriminate from noise, 
it is even more difficult to attempt to quantify intensity lev- 
els of two or more colors. 

Where they were feasible, however, it was clear that rnul- 
tiplex labeling methods had great potential for saving time 
and money. Less sample and possibly less antibody is re- 
quired, and only a single tube, instead of several, must be 
analyzed; this results in less preparation time, and in higher 
sample throughput for both flow cytometers and data analy- 
sis systems. However, interest in multiplex analysis of cells 
has waned as instruments capable of measuring four or more 
colors replaced two- and three-color systems in laboratories. 
Multicolor measurements offer most of the advantages of 
multiplex measurements; it is entirely feasible, for example, 
to derive counts of CD4+ and CD8+ T lymphocytes from a 
single tube of lysed whole blood using a mixture of anti- 
CD45, anti-CD3, anti-CD4, and anti-CD8 antibodies (see 
Figure 1-17, p.34), and this procedure, like a multiplex 
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staining procedure, uses relatively little reagent and sample, 
and requires relatively little analysis time. 

What has kept interest in multiplex fluorescence meas- 
urement very much alive and well since the previous edition 
appeared is the application of the technique to chemical 
analyses of ligands bound to  bead^^^^^-^'^^^^, this subject was 
introduced on p. 48, and will be discussed fiirther in Chap- 
ters 8 and 10. 

Cocktail Staining Helps Identify Rare Cells 
Cocktail staining has proven useful for the identification 

of rare cells. Stained cells representing less than 0.1 percent 
of a population are almost impossible to discriminate from 
unstained cells on a single-parameter histogram or on a dot 
plot of fluorescence versus an indifferent parameter such as 
forward scatter. However, if most or all of the unwanted 
cells are labeled with a contrasting color, using a cocktail of 
antibodies, it becomes much easier to find very small sub- 
populations. This approach was used by Ryan et a1883'1010 for 
detection of small numbers of leukemic cells following ther- 
apy; cocktail staining was also used by Gross et a11150'2331 to 
identify cells present at frequencies as low as 1:10,000,000. 

lmmunofluorescence Staining Procedures 
Due to limitations on reagent specificity and to what was 

available in the way of labels, earlier immunofluorescence 
staining methods had to incorporate multiple staining and 
washing steps, which were time-consuming and labor- 
intensive. Staining was done either in the cold (4 "C) or with 
an inhibitor such as sodium azide added to the cells to pre- 
vent capping or stripping of antibody. Even today, when 
one is using conventional antisera and/or indirect labeling, 
washing is necessary to prevent unacceptable levels of non- 
specific background fluorescence, and the low temperature 
and/or inhibitor become necessary because of the length of 
time required. With directly labeled antibodies, things get 
about as easy as they can get; you throw all the antibodies in 
at once. 

It has been argued175.176 (also R. Hoffman, personal 
communication) that, when one uses directly labeled mono- 
clonal antibodies, most or all of the wash steps can be omit- 
ted with few deleterious effects on results. Hoffman and 
H ansen described a method for T cell subset analysis in 
which 50 p1 of whole blood were incubated with 100 ng of 
monoclonal antibody for 10 minutes at room temperature, 
following which 2 ml of a lysing reagent (8.29 g NH,CI, 37 
mg disodium EDTA, and 1 g KHCO, per liter, pH 7.3-7.5) 
was added. Samples were introduced into the flow cytometer 
within 10 minutes afier the lysing reagent was added; im- 
munofluorescence measurements were gated using a 
combination of forward and side scatter measurements so 
that, in theory, only lymphocytes were analyzed. This basic 
methodology, which worked as well with multiple antibodies 
as with a single antibody, was widely adopted. 

Hoffman and his colleagues, then at Ortho, also worked 
out some quick staining procedures for using biotin-avidin 

reagents almost as if they were direct labels; since the affinity 
of avidin for biotin is so high, if you know the amount of 
biotin-antibody in your staining mixture, you can figure out 
how much labeled avidin to add so as to end up with slight 
antibody excess. 

Hoffman et al also described a technique645 for im- 
munofluorescence analysis of leukocytes in whole blood 
without lysis; a bright fluorescent counterstain, which stains 
leukocyte nuclei and/or cytoplasm but not erythrocytes, is 
used to detect and classify leukocytes as well as to gate the 
fluorescence measurements; Terstappen and L ~ k e n " ~ ~  also 
described triggering on the fluorescence of nuclear stains for 
analysis in unlysed blood. I used the same trick when I used 
Hoechst dye staining of nuclei to gate immunofluorescence 
measurements, but I usually didn't go out of my way to 
work with unlysed whole blood, since, at one leukocyte per 
1,000 erythrocytes, you have to run for several minutes to 
get immunofluorescence signals from a few thousand leuko- 
cytes. If you're willing to accept the longer analysis time, you 
can even trigger on immunofluorescence signals, which fa- 
cilitates doing things like just looking at the T cells and ig- 
noring everything else in the sample. 

In my view there are few excuses for not using the sim- 
pler immunofluorescent staining methods whenever possi- 
ble, especially since there never seem to be enough hands 
available to stain all the samples you want to stain. There 
are, however, situations in which fast, no-wash immunofluo- 
rescent staining methods don't work so well, e.g., in the case 
when the number of antigenic sites per cell is extremely low. 
Hoffman and K ~ h l m a n n ~ ~ ~ *  found that unbound fluo- 
rescein- and PE-labeled antibodies, respectively, contributed 
4,000 and 1,600 MESF of background fluorescence to the 
signal in no-wash immunofluorescence analysis, meaning 
that, if you are set on detecting a few hundred molecules of 
cell- or bead-bound antibody, you need to wash your cells, 
and you may need to resort to one or another of the amplifi- 
cation techniques discussed on pp. 343-5. 

The simplest amplification technique is, of course, indi- 
rect staining; Parks et a1674 have discussed alternative meth- 
ods of indirect staining and their advantages and disadvan- 
tages. The most commonly used indirect staining technique 
uses a fluorescent polyvalent or monoclonal second anti- 
body specific for the immunoglobulin type of the primary 
antibody. After cells are exposed to the primary antibody 
and washed, they are incubated with the second antibody 
and washed again before being analyzed. Polyvalent antisera 
contain antibodies reactive with multiple sites on the pri- 
mary antibody, and therefore can provide greater ampli- 
fication than can monoclonal second antibodies; however, 
unless polyvalent sera are subjected to adsorption and/or 
affinity chromatography to enrich their content of anti- 
immunoglobulin antibodies, they are apt to produce high 
background fluorescence due to binding of labeled irrelevant 
antibodies to cells not bearing any primary antibody. Mono- 
clonal second antibodies should not produce high back- 
ground fluorescence; it should therefore be possible, albeit 
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expensive, to use a mixture of monoclonal antibodies reac- 
tive with different sites on the primary antibody to achieve 
the amplification factor associated with polyclonal antisera 
and avoid the background fluorescence. I’m not sure 
whether or not anybody actually does this. 

Protein A, which is produced by bacteria of the genus 
Staphylococcus, binds strongly to some IgG antibodies and, 
when fluorescently labeled, can be used as a second reagent 
for indirect staining. The principal disadvantage of using 
protein A results from its lack of reactivity with some pri- 
mary antibodies and its predictable reactivity with host im- 
munoglobulin already bound to cells. 

Use of a biotin-avidin reaction300, in which fluorescently 
labeled avidin or streptavidin is reacted with biotinylated 
primary antibody, typically produces brighter staining than 
would be obtained if the fluorochrome were directly bound 
to the antibody; this is especially likely to be the case when 
the fluorochrome is a large molecule such as a phyco- 
biliprotein. 

The combination of hapten-conjugated antibodies and 
fluorescently labeled anti-hapten antibodiesg0’ for indirect 
staining offers advantages in that this approach provides one 
of the more straightforward ways of indirectly labeling two 
or more antigens. For example, one could use primary anti- 
bodies conjugated with arsanilate and trinitrophenyl radicals, 
and fluorescein-anti-arsanilate and phycoerythrin-anti- 
trinitrophenyl secondary antibodies, to obtain amplified 
signals while minimizing interference between the two stain- 
ing systems. 

Putting antibodies and labels together seems to hold the 
same fascination for some of us as does playing with Legos 
and Erector Sets. Along this line, Wognum et a17*9 described 
labeling cells with phycobiliproteins using a tetrameric com- 
plex of a mouse monoclonal antibody to a cell surface anti- 
gen and a mouse monoclonal antibody to a phycobiliprotein 
cross-linked with two molecules of a rat monoclonal anti- 
body to mouse immunoglobulin. 

Automated Sample Preparation 
Several manufacturers offer devices for rapid lysis, fixa- 

tion, and immunofluorescent staining of whole blood. You 
add the blood and antibodies; it does the rest, and, minutes 
later, you run the sample. Automation has been welcomed, 
especially by clinical users; more versatile preparation appa- 
ratus to meet the more varied needs of the research commu- 
nity is at an earlier evolutionary stage. 

Fluorescence Measurements: 
Lurching Toward Quantitation 

Calibration and Controls: Round One  
Calibration and control procedures for immunofluores- 

cence or ligand binding work differ substantially from those 
used for an application such as DNA analysis. In DNA 
analysis, the cells are typically brightly stained, and one cali- 
brates the apparatus with beads and/or (preferably and) nu- 

clei stained with the DNA stain being used, with precision 
being the primary concern and linearity next on the list. In 
measurements of weaker fluorescence, the small number of 
photons coming from stained cells may itself be the limit to 
precision; the emphasis is on sensitivity and specificity. We 
have to have some idea of how many fluorescent molecules 
we are detecting and of how much of the fluorescence is due 
to label specifically bound to the cells of interest. 

I have already made the point that most of the argon ion 
laser source flow cytometers now in use have enough radio- 
metric sensitivity to detect fewer than 1,000 molecules of 
antibody-bound fluorescein, and that the practical limit of 
sensitivity is set by the autofluorescence background. In- 
strumental approaches to discriminating fluorescein im- 
munofluorescence or ligand fluorescence from autofluores- 
cence were discussed on p. 342; in most cases, however, we 
don’t have to carry things quite so far, because we can con- 
trol for both autofluorescence and nonspecific fluorescence 
in properly designed negative control samples. These, ide- 
ally, should be cells that are known not to bear the antigen 
or ligand-binding entity being measured, to which labeled 
antibody or ligand has been added. 

Isotype controls, containing cells and a labeled “irrele- 
vant” antibody of the same isotype class as the reagent, were 
once almost universally used, and are still widely used; al- 
though some have deemed them unnecessary for many com- 
mon clinical measurementsz683, others have If you are 
trying to do quantitative measurements, it’s a good idea to 
have isotype controls, especially if the antigen you are 
looking for is not present in abundance. When an indirect 
staining procedure is employed, negative controls should 
also include samples in which the labeled second reagent is 
added to cells in the absence of primary antibody. 

The ideal positive control is composed of cells that are 
known to bear approximately the same amount of antigen as 
the cells being analyzed; the objective in instrument setup is 
to use negative and positive controls to keep both negative 
and positive cells on scale. This is rarely a problem when you 
use log amplifiers, but it can be tricky when you’re working 
on a linear scale. Through the years, people have come up 
with a number of nonfluorescent and not-very-fluorescent 
test objects to make this stage of the game easier. To answer 
an old and common question, in this instance, at least, the 
chicken came first. 

Glutaraldehyde-fmed chicken erythrocytes become 
weakly fluorescent due to the presence of compounds 
formed by the aldehyde binding to amino groups in pro- 
teins, and were used since the early 1970’s as controls ap- 
proximating the fluorescence intensity of cells stained with 
fluorescent antibodies. Osmium tetroxide-fured cells, 
which are essentially nonfluorescent, have been used to 
demonstrate spurious fluorescence signals due to fluores- 
cence induced in color glass filters by scattered light. 

As hard as it may be for some of you “younger” readers 
to believe, back in the 1970’s, cell sorter operators in many 
prestigious immunology labs didn’t bother with bead con- 
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trols at all. By the mid-l980’s, Coulter, Flow Cytometry 
Standards Corp., and Polysciences sold lightly labeled fluo- 
rescent beads with fluorescence in the same range as that of 
antibody-stained cells. Ortho distributed Fluorotrol, a mix- 
ture of fixed unstained thymocytes and thymocytes cova- 
lently labeled at two different intensities with fluorescein; 
Coulter supplied a preparation of fluorescent fixed cells un- 
der the name ImmunoSure. Flow Cytometry Standards and 
Ortho gave estimates of the number of fluorescein molecules 
bound to their materials. Caldwell et al”’ proposed the use 
of cellular fluorescence intensity itself as a quality control 
parameter in clinical flow cytometry, describing procedures 
for utilizing the relatively constant stainability of normal 
human peripheral lymphocytes to control for alterations in 
reagents as well as for instrumental sources of variability. 
However, while microscope demonstrated 
consistency and reproducibility in fluorescence measure- 
ments of beads from Coulter, Covalent Technology, and 
Polysciences, these beads incorporated dyes other than fluo- 
rescein, and therefore could not readily be used to standard- 
ize measurements of fluorescein immunofluorescence. 

In the late 1980’s and 199O’s, manufacturers shifted to- 
ward the production of controls bearing known amounts of 
common antibody labels, or known numbers of antibody 
binding sites, attempting to simplify the process of quantify- 
ing flow cytometric measurements of ligand binding or im- 
munofluorescence. These materials were evaluated by rela- 
tively large groups of investigators in the United States, 
Canada, and Europe, and a series of meetings held in 1997 
and 1998 brought most of the interested parties together 
and generated a special issue of Cytornet~y~’~~ in which pro- 
gress was summarized and critical issues were addressed. 

Quantitative Fluorescence Cytometry: Definitions 
Henderson et a12685 defined quantitative fluorescence 

cytometry (QFCM) as “the calibrated measurement of fluo- 
rescence intensity from labeled particles.. .so as to determine 
the actual number of fluorescent ligands. ..labeling each par- 
ticle.” A cytometer measures fluorescence intensity (FI) of 
particles, but the measurements are initially reported as 
unitless histogram channel numbers. Relative fluorescence 
intensities (RFIs) express the relationship between the FIs 
of two measured particles; they can also be used to convert 
from histogram channel numbers on a logarithmic scale to 
linear units. The objective of QFCM as applied to im- 
munofluorescence is determining antibody-binding capac- 
ity (ABC), i.e., “the number of antibody molecules bound 
by a particle when specific binding sites are saturated.” To  
convert from MESF (Molecules of Equivalent Soluble 
Fluorochrome) Units (see pp. 216-7) to ABC, it is neces- 
sary to know the labeled antibody’s effective fluores- 
cencelprotein ratio, FIP, , where F/Pe, is defined as “the 
average number of MESF per functional ligand molecule in 
a fluorochrome-ligand conjugate.” F/Pc, is analogous to, but 
more precise than, the older fluorochrome/protein, or F/P, 
ratio. 

Schwartz et a12686 established a taxonomy of fluorescence 
standards used for flow cytometry. A Type 0 standard, or 
certified blank, is a particle approximately the size of a cell 
(a lymphocyte is the typical cell in most discussions of 
QFCM). Certified blanks have a single, very low fluores- 
cence intensity. Type I standards are better known as 
alignment particles; they are typically highly labeled and 
highly uniform in size, producing a very bright fluorescence 
signal with a low CV. Type Ia standards are smaller than 
cells (think of the 1-2 pm beads typically used to align an 
instrument and check its precision); Type Ib standards are 
cell-sized. 

Type I1 standards, or reference particles, are the size of 
cells, and yield bright fluorescence signals; they need not be 
uniform in size. Type IIA particles are not spectrally 
matched to fluorochromes in the sample, and their fluores- 
cence is not environmentally sensitive; Type IIB particles are 
environmentally sensitive and spectrally matched. Type IIC 
particles are not themselves labeled, but bind a relatively 
large amount of labeled antibody, obviously thereby sharing 
its spectrum and environmental sensitivity. 

Type I11 standards, or calibration particles, are cell- 
sized, and not necessarily uniform in size. They come in sets 
including particles with several fluorescence intensity levels, 
ranging from dim to bright. Type IIIA, IIIB, and IIIC stan- 
dards, respectively, share the properties of Type IIA, IIB, 
and IIC standards in terms of labeling, spectra and environ- 
mental sensitivity, and antibody binding. Type IIIC stan- 
dards may be used to determine appropriate settings for 
fluorescence compensation; since they provide a known, 
wide range of fluorescence intensities using the same anti- 
bodies as are used to stain cell samples, they may be superior 
to single antibody-stained cell samples for this purpose. 

Calibration Particles for QFCM 
Successful quantitative fluorescence cytometry requires a 

well-aligned instrument; there has been some discussion of 
measurements of instrument performance on pp. 214-7, and 
additional coverage will be found in Chapter 10. I will deal 
here with the particles and methods needed to do QFCM 
with an apparatus in good working order. 

“Quantum Beads” bearing known numbers of Mole- 
cule Equivalents of Soluble Fluorochrome (MESF) of 
fluorescein and phycoerythrin are Type IIIB standards. They 
were developed and produced by Flow Cytometry Standards 
Corporation”“, which also developed Quantum Simply 
Cellular’ (QSC) beads, Type IIIC standards capable of 
binding known numbers of antibody molecules (see pp. 48- 
9 and 199-201). The surface of a QSC bead is coated with a 
mixture of polyclonal goat antibodies to the Fc portions of 
various mouse Ig subtypes; the mechanism of binding of 
mouse monoclonal antibodies (MoAbs) to QSC beads is 
therefore quite unlike the mechanism by which the mono- 
clonal antibodies bind to their targets. Fluorescent MoAbs 
may need to be incubated with QSC beads for a week or 
more in order for the fluorescence intensity of the beads to 



Parameters and Probes I 355 

reach a plateau; the beads can then be used for some time 
thereafte?’. QSC beads, used with directly labeled antibod- 
ies, provide a standard curve spanning a range from fewer 
than 10,000 to over 100,000 molecules of bound antibody, 
allowing direct comparison with labeled cells (Figure 1-20, 
p. 49). Both Quantum Beads (PE-Cy5- and APC-labeled 
beads are now offered in addition to the fluorescein- and 
PE-labeled products) and Quantum Simply Cellular Beads 
(now available to bind human antibodies as well as mouse 
antibodies) may be purchased from Bangs Laboratories. 

In 1985, Poncelet and C a ~ a y o n ’ ~ ~ ~  developed a method 
they called quantitative indirect immunofluorescence 
assay (QIFI) to determine the absolute number of antibody 
binding sites on lymphoid cells by indirect immunofluores- 
cence flow cytometry after saturation with monoclonal anti- 
body, when binding is likely to be monovalent. The p67 T 
cell-associated antigen was quantified on cell lines by the 
binding of radiolabeled antibody. Then, saturating doses of 
unlabeled antibody followed by fluorescent anti-mouse anti- 
body were applied to the cell lines to build a standard curve 
relating the mean fluorescence intensity of cells to the mean 
number of cell-bound primary antibody molecules. This 
curve (a straight line) was used to assess the absolute number 
of antibody molecules bound to other lymphoid cells. The 
technique was shown to be applicable to other IgG antibod- 
ies even when they were used in unpurified form. 

The QIFI assay as originally described required the use 
of cell lines and radiolabeled antibodies to establish a stan- 
dard curve; this limited its appeal, although, as Dux et 
reported, the method allowed quantitative analysis even of 
antigens expressed at low densities. Poncelet et a11490”493 sub- 
sequently developed beads, now available as the 
QIFIKITW (Biocytex, Marseille, France: available from 
DakoCytomation), which can be used as secondary stan- 
dards, making quantitative indirect immunofluorescence 
assay generally accessible. The QIFIKIT beads are Type IIIC 
standards, containing known numbers of mouse monoclonal 
antibodies bound to an antigen (CD5) on the bead surface. 
A labeled secondary antibody therefore binds to a QIFIKIT 
bead by the same mechanism as if it were binding to a 
mouse monoclonal antibody in or on a cell. Using the QIFI 
methodology, Poncelet et a l l 4 ”  examined normal human 
lymphocytes, and found that expression of CD4 and CD45 
antigens was relatively stable, at 48,000 i 6,000 and 
180,000 f 17,000 binding sites/cell, respectively, while 
other antigens were more variable. In HIV-infected indi- 
viduals, CD4 expression remained at 46,000 sitedcell, even 
with disease progression1492. Bikoue et a12688, using QIFI 
technology, reported finding a mean CD4 expression level of 
47,000 sitedcell on CD4+ lymphocytes. 

BD Biosciences, which was just B-D at the time, took a 
serious plunge into quantitative immunofluorescence in the 
mid-1 99O’s, developing the QuantiBRITE family of phyco- 
erythrin-labeled beads and a n t i b o d i e ~ . ~ ~ ~ ’ - ~ ’ ~ ~ ~ ~  . QuantiBRITE 
beads are Type IIIB particles with four intensity levels of 
phycoerythrin labeling, ranging from approximately 1,500 

PE molecules/bead to approximately 130,000 PE mole- 
culedbead. QuantiBRITE kits include one antibody that is a 
1:1 PE:IgG conjugate; antibodies to CD20, CD38, CD64, 
and HLA-DR are available, as well as custom 1 : 1 PE conju- 
gates. Using the QuantiBRITE system, Davis et a12481 re- 
ported the mean level of expression of CD4 on CD4+ lym- 
phocytes to be 49,000 binding siteslcell; they found binding 
of their (B-D’s) monoclonal antibody to be bivalent, indicat- 
ing that there should be approximately 98,000 CD4 binding 
epitopes on the cell surface. Pannu et al, also at B-D, found 
a mean of 5 1,000 CD4 sites/CD4+ lymphocyte248Z. 

Although it does not seem to be in the current catalogue, 
B-D made a 1:l PE:CD4 antibody that was used in the 
CD4 studies they did and also in several studies of CD38 
levels on CD8+ T cells in patients with HIV infection. Janis 
Giorgi had noted that elevated RFI of CD38 expression was 
an indicator of poor prognosis in HIV infectionZGgo, and ini- 
tially developed a method for quantitation of cell surface 
CD38 on CD8+ T cells using the fluorescence intensity of 
CD4 on CD4+ T cells as a While an initial 
study by Iyer et a12689 found that measured CD38 fluores- 
cence intensity values obtained using QuantiBRITE beads as 
intensity standards were essentially the same as those ob- 
tained using CD4 as a standard, a later multicenter study2B92 
detected small but significant differences, and recommended 
that laboratories consistently use one standard or the other. 

I will generalize from this; while, in principle, it would 
be desirable for flow cytometry labs everywhere to get the 
same numbers from the same samples, experience with qual- 
ity assurance surveys over the years tells us that a great deal 
of effort is required simply to insure that critical clinical data 
such as CD4+ T cell counts remain reliable from lab to lab. 
Quantitative fluorescence measurements, and immunofluo- 
rescence measurements in particular, present more of a chal- 
lenge. Recall that, while cellular DNA content can be meas- 
ured with very high precision, the agreed upon definition of 
DNA aneuploidy is not based on a numerical value for 
DNA content, but, instead, on the DNA index, i.e., the 
ratio of DNA contents in tumor and stromal cells in the 
same sample (p. 317). DNA content measurement is based 
on analyses of strong signals, measured on linear scales, with 
minimal contributions to variance from photoelectron statis- 
tics, and the biological variance of DNA content, at least in 
GJG, phase stromal cells, is extremely small. Fluorescence 
compensation is not, as a general rule, used for DNA con- 
tent measurement. 

Immunofluorescence measurement is based on analyses 
of relatively weak signals, with fluorescence intensities typi- 
cally no more than 1/100 of those typically encountered in 
DNA content measurement. Measurements are almost al- 
ways made on logarithmic scales, and often represent the 
outputs of logarithmic amplifiers, which are likely to deviate 
substantially from true logarithmic response. Photoelectron 
statistics may contribute substantially to measurement vari- 
ance, particularly at low signal levels, and the biological vari- 
ance of the amounts of most antigens in or on most cell 
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types is relatively large. Fluorescence compensation is likely 
to be applied to measurements used for quantitative im- 
munofluorescence flow cytometry, and may, particularly if 
done in hardware, introduce significant inaccuracy into re- 
sults. All of this makes it unlikely that a large number of labs 
will be able to get fluorescence intensity measurements that 
agree within one or two percent. 

It is not unlikely, however, that we will be able to get 
agreement within ten percent, or even five percent, and that 
may be good enough. I mentioned above that Quantum 
Simply Cellular Beads incorporate antibodies to several 
classes of mouse immunoglobulins; they are therefore 
unlikely to have exactly the same number of binding sites for 
antibodies of each class, and might also bind differently to 
antibodies bearing different labels. This could make it possi- 
ble to get different values for numbers of binding sites per 
cell when the beads are used with different antibodies to the 
same cell surface antigen, although the results would remain 
consistent for individual antibodies. However, as can be seen 
from Figure 7-19, the number of CD4 epitopes on CD4+ 
T lymphocytes determined using antibody-binding beads 
(R. Vogt, personal communication), about 47,000 sitedcell, 
is very close to those reported by Poncelet et al'49'-2 and Bik- 
oue et alZ6" using the QIFI method, and by others using 
QuantiBRITE 
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Figure 7-19. Quantitative determination of CW epi- 
topes on peripheral blood lymphocytes and mono- 
cytes using QSC antibody-binding beads as intensity 
standards (provided by Robert Vogt, Centers for Dis- 
ease Control). 

In 1989 and 1991, Vogt et a11505-6 examined intra- and 
interlaboratory variation in quantitative fluorescence meas- 
urement using both fluorescein-labeled beads and Fluorotrol 
as standards; while reproducibility was very good in a single 
laboratory, a study of 43 cytometers in 34 laboratories 
showed CVs in the 20-30% range for measurements of CD4 
intensity of lymphocytes, although CVs dropped to 11Yo 
when a corrective factor based on Fluorotrol intensity values 

was applied. Those early results were encouraging. However, 
Lenkei et a12693 reported in 1998 that ABCs determined using 
three different instruments in one laboratory, with different 
calibrators and with different fluorochrome conjugates of 
monoclonal antibodies, varied by 20-40 percent. Serke et 

while noting that ABCs determined using the 
QIFIKIT and QuantiBRITE beads were similar, found large 
differences in titration curves between cells and QSC beads 
for a large number of MoAbs to different C D  antigens, and 
differences in binding of fluorescein- and PE-labeled conju- 
gates of the same MoAb to QSC beads. It is likely that the 
behavior reported for QSC beads relates to the fact that 
these beads bind antibodies via the Fc portion, while rele- 
vant cellular antigens bind the variable regions of the same 
antibodies. 

Defining a Window of Analysis 
Relating a measurement channel number to ABCs or 

MESF units requires the definition of a Window of Analy- 
sis, according to a procedure specified by Schwartz et a12694. 
While Figure 7-19 illustrates the results of such a procedure, 
assigning ABC values for anti-CD4 antibody to lymphocytes 
and monocytes based on fluorescence values obtained from 
QSC beads to which the antibody had been bound, I will 
work from Figure 4-60 (p. 216), which deals in MESF units, 
because it includes more of the "nuts and bolts." 

The first item of business is measurement of a Type IIIB 
or IIIC standard; the former will give a scale calibrated in 
MESF units, and the latter a scale calibrated in ABCs. The 
Type IIIB standard used in Figure 4-60 was a set of Quan- 
tum beads labeled with fluorescein. The values we need are 
the histogram channel numbers for the peaks representing 
the four labeled beads and the blank bead in the bead kit. In 
this instance, measurements were recorded on a 256-channel 
(8-bit) logarithmic scale; Schwartz et al recommend convert- 
ing measurements on higher resolution scales to a 256- 
channel scale, for reasons that will shortly become apparent. 

Working with the known values for MESF units (or 
ABCs) assigned to the labeled beads by the vendor, we per- 
form a linear regression analysis to get an equation of the 
form: 

[channel #] = a [log MESF] + 6. 

In the example shown in Figure 4-60, I happen to have used 
the log of [MESF/100] which is [log MESF] - 2, so the right 
regression equation is actually: 

[channel #] = 43 log MESF - 10 1, 

rather than the equation shown at the top of the figure. 
The slope, a, of the regression line defines the coeffi- 

cient of response, indicating, at least in theory, the number 
of decades of dynamic range available in the measurement. If 
the 256-channel scale includes exactly four decades, the 
value of a should be 64 (i.e., 256/4); if it is a three-decade 
scale, a should be 85.33 (i.e., 256/3). Note that the value of 
a associated with Figure 4-60 is 43; this suggests that the 
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measurement scale encompasses 5.9 decades. Don’t believe 
it. What it actually indicates is that the maximum voltage 
output from the log amp used to process the signals was less 
than the full-scale input voltage of the analog-to-digital con- 
verter used to collect the data. That happened in my home- 
built Cytomutt; you are unlikely to have the same problem 
in your instrument, and, if you have what is nominally a 
four-decade logarithmic scale and end up with a value of a 
that is less than 59 or more than 69 (these values correspond 
to 4.3 and 3.7 decade ranges), you should probably have 
your system looked at. In case you haven’t already guessed, 
we convert everything to a 256-channel scale so we can al- 
ways use 64 as the ideal value of a for a four-decade loga- 
rithmic scale and 85.33 as the ideal value for a three-decade 
scale. 

The points representing the measured values of the beads 
are pretty close to the regression line in both Figure 7-19 
and Figure 4-60. Part of that is due to the fact that we are 
working on a semi-log scale; the deviations would be larger 
on a linear scale. However, we really can’t rely on our eye- 
balls to give us a robust measure of how close our measured 
points are to the calculated line. The regression line is calcu- 
lated using the method of least squares, meaning that the 
chosen line minimizes the sum of the squares of the differ- 
ences between observed and calculated values of channel 
numbers. While I am on the subject of the regression line, I 
should point out something else that might otherwise con- 
fuse you. 

Under most circumstances, we plot the value of a de- 
pendent variable in the vertical (Y) direction, and the value 
of an independent variable in the horizontal (X) direction, 
and calculate a regression equation: Y = a X + 6. In the 
game we’re playing here, we have the dependent variable, 
channel number, plotted on the X axis, and the independent 
variable, MESF units (or ABCs) plotted on the Y axis, so our 
regression equation is really: X = a Y + 6. Just so you know. 

In order to determine the extent to which our logarith- 
mic scale deviates from ideal response, we go back to our 
regression equation, and, taking the actual channel numbers 
we used to derive it, work backwards to calculate the MESF 
values that would fall on the line. For example, in Figure 4- 
60, the data point representing the bead with 70,000 MESF 
is at channel 108. The equation tells us that 

108 = 43 log [MESF] - 101, 

so log [MESF] = (209/43), or 4.860, and the value of MESF 
that would fall on the line at channel 108 is 104.860, or 
72,521 MESF. 

Having calculated all of the MESF (or ABC) values as 
just described, we find the percentage differences between 
them and the known MESF (or ABC) values supplied by the 
bead vendor. For example, 72,521/70,000 = 1.036; the 
known data value therefore deviates from the value calcu- 
lated to lie on the regression line by 3.6 percent. Our quality 
measure is the average residual percent, which we get by 
doing the calculations for all the data points corresponding 

to known MESF or ABC values (we leave the blank out), 
adding them up, and dividing by the number of data points. 
The average residual percent should be less than 3 for MESF 
and less than 5 for ABCs; the line in Figure 4.60, which 
looks so close to the data points, actually has an unaccepta- 
bly high value. 

Getting back to the window of analysis, we next obtain 
the MESF numbers corresponding to channels 0 and 255, in 
the same fashion as we calculated values on the line to get 
the average residual percentage. For the data in Figure 4-60, 
the zero channel value (ZCV) is 223 MESF; the maxi- 
mum channel value would be 190,138,370 MESF, but, as 
I noted a few paragraphs back, that’s not a believable value 
because of a peculiarity of the electronics. The window of 
analysis runs from the zero channel value to the maximum 
channel value; it is generally suggested that instrument gain 
settings be adjusted to make the window of analysis run 
from 100-300 MESF or ABC (an acceptable range for ZCV) 
to 1,000,000-3,000,000 MESF or ABC. 

Note that if the MESF or ABC value for the blank bead 
is higher than the ZCV, which it will be if some or all of the 
blank beads appear on scale, the instrument cannot actually 
detect a signal at the level of the ZCV. It used to be corn- 
monplace to define the detection threshold as the median 
value of the peak representing blank beads or unstained cells; 
it is advisable to use the median rather than the mean be- 
cause low values tend to pile up in channel 0,  which would 
skew the value of the mean, but not the value of the median. 
It makes more sense to define a threshold value to include 
no more than the upper few percent of events in the blank 
peak; that this number should be no higher than 1000 
MESF or ABC, and, if it is that high, the bottom decade of 
the four-decade range (from 100 to 999 MESFIABC) is 
essentially totally occupied by noise, making measurement 
values in this range meaningless. 

The bottom line is that you can’t expect to get accurate 
quantitation of values in peaks that overlap substantially 
with the blank; that concludes this discussion, which has 
gotten long enough so that it might be called “Window of 
Analysis Restaurant.” You can get the programs to do the 
calculations just described from the instrument manufactur- 
ers and from third parties (see Software Sources in Chapter 
11); just remember that you can’t get anything you want 
from QFCM. 

Type IllA versus Type IllB and lllC Standards 
While Type IIIB and IIIC standard beads provide accu- 

rate calibration of a cytometer’s fluorescence intensity scale, 
and are spectrally matched to the labels used for QFCM, 
these types of beads, and particularly those bearing phyco- 
biliproteins or antibodies, are somewhat less stable than 
Type IIIA beads. Type IIIA beads, which are hard-dyed, 
emit fluorescence in one or more of the same spectral regions 
in which common labels emit, but are not spectrally 
matched to the labels and are not environmentally sensitive. 
The relative fluorescence intensities of a Type IIIA and a 
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Type IIIB or IIIC bead may be influenced by the excitation 
wavelength and power used, and the detector bandwidth 
and sensitivity. 

However, once a Type IIIB or Type IIIC bead has been 
used to establish a window of analysis, running a sample of 
Type IIIA beads with appropriate emission characteristics, 
using the same instrument gain settings, can provide a 
“Rosetta Stone” that will allow conversion between fluores- 
cence values obtained from the Type IIIA beads and MESF 
or ABC values. As long as no significant changes are made in 
instrument configuration, setting up the instrument by ad- 
justing gains to keep the Type IIIA beads at or very near the 
same channels in which they appeared in the original run 
will restore the window of analysis. Type IIIA beads are 
available from Beckman Coulter, DakoCytomation, Mo- 
lecular Probes, Polysciences, and Spherotech. 

Other Aspects of Fluorescence Quantitation 

What is “Positive”? What is “Negative”? 
Some of the harder-to-answer questions in analysis of 

immunofluorescence and ligand binding relate to how one 
defines what is “negativen and what is “positive,” this 
could be considered to be quantitation at the 1-bit level. 
Even at this level, there aren’t always unequivocal answers. 
Generally speaking, if the cells in your sample have been 
taken directly from places in which they acquire or lose a 
particular antigen, you’ll see a continuous distribution of 
immunofluorescence intensities going from some positive 
value all the way down to zero. This type of distribution is 
typically observed when cells such as stimulated peripheral 
blood lymphocytes are stained for activation antigens such as 
the IL-2 and transferrin receptors (CD25 and CD7 1, respec- 
tively), which emerge following exposure of cells to antigens 
or mitogens. 

People typically consider cells from such continuous 
immunofluorescence distributions as “positive” for the anti- 
gen in question when their fluorescence intensity exceeds 
that of all but a small (usually 1-5%) fraction of a control 
population. It is not always clear what constitutes an appro- 
priate control population. When stimulated lymphocytes are 
analyzed, unstimulated lymphocytes are generally used as a 
control. However, unstimulated lymphocytes may express 
low levels of activation antigens, and an unstimulated cell 
population may contain some cells that were activated before 
being drawn from the donor, which can be expected to bear 
the antigen being sought. Things get even more complicated 
when the antigen in question is one that is expressed on 
other cell types, such as monocytes, which may contaminate 
a lymphocyte gate. 

When cells acquire or lose an antigen outside the com- 
partment in which they are sampled, it is possible to obtain 
distributions containing clearly positive and clearly negative 
cells. T lymphocytes, for example, acquire both CD4 and 
CD8 antigens in the thymus, and generally lose one or the 
other before leaving the thymus. Thus, the distributions of 

these antigens in T cells from peripheral blood are typically 
bimodal, with few, if any, cells lying between the positive 
and negative peaks, while the distributions of the same anti- 
gens in thymocytes are (also see Figure 5-11, 
p. 241). 

Chapter 5 devotes a fair amount of space to discussion of 
mathematical and statistical techniques that attempt to re- 
solve weakly stained from unstained cells. Sladek and Jacob- 
be rpe~’~~’  considered the problem of analysis of data from 
cells expressing low levels of intracellular antigen and, in a 
comparison of several methods, found mathematical model- 
ing preferable to histogram subtraction (p. 245). 

I am of the opinion that is advisable to rephrase unan- 
swerable questions rather than to torture the data to extract 
the answers you want; when dealing with continuous distri- 
butions, it makes more sense to me to get accurate numerical 
values for medians and quartiles (p. 235-6) than to assign 
more arbitrary numbers to represent fractions of “positive” 
and “negative” cells. However, there may be a way of testing 
mathematical methods that purport to discriminate dim 
positives from negatives. 

Making Weakly Fluorescent Beads and Cells: 
Do Try This Trick at Home! 

The precision with which you can put only a few hun- 
dred molecules of a label or antibody on a cell or bead is 
limited by Poisson statistics (see the discussion of molecular 
shot noise on p. 341). You can’t buy antibody-binding beads 
with a binding capacity of 100 antibodies. However, you 
can buy beads with a binding capacity of 5,000 antibodies, 
and, by incubating them with a 1:49 mixture of labeled and 
unlabeled antibodies, get an average of 100 labeled antibod- 
ies on each bead2691. The standard deviation, thanks to Pois- 
son statistics, will, of course, be at least 10, meaning that the 
CV of the fluorescence distribution can be no lower than 10 
percent, but you may not even be able to detect the fluores- 
cence on your flow cytometer, and, if you can, it’s a prerty 
good bet that photoelectron statistics will contribute more 
than molecular shot noise to the variance. You can play the 
same game with cells; a CD4+ T cell has about 50,000 bind- 
ing sites for CD4 antibody, and, if you stain peripheral 
blood cells with a 1:99 mixture of labeled and unlabeled 
antibody, you’ll get an average of 500 molecules of label on 
each CD4+ T 

The stoichiometry described above only applies if the la- 
beled and unlabeled antibody have equal shots at binding to 
cells. An unlabeled IgG antibody has a molecular weight of 
about 160,000, and, if you put 3 molecules of fluorescein on 
it, the molecular weight goes up to about 161,200. The dif- 
ference in molecular weights between labeled and unlabeled 
antibody won’t affect the binding characteristics much, so 
the ratio of labeled to unlabeled antibodies on beads, or 
cells, will be the same as the ratio in solution. 

An IgG antibody labeled with 1 molecule of phyco- 
erythrin has a molecular weight of about 400,000, and the 
much lighter unlabeled antibody will have an advantage in 
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binding to beads or cells, with the result that the ratio of 
labeled to unlabeled bead- or cell-bound antibody will be 
lower than the ratio of labeled to unlabeled antibody in solu- 
tion. You can fix this, and get nearly the same ratios for 
bead- or cell-bound antibodies as you start with in solution, 
by using phycoerythrin that has been bleached by exposure 
to strong light (an hour or two of sunlight will do) as the 
“unlabeled” antibody when you work with a phycoerythrin- 
labeled antibody. 

A slight variation on this theme should provide a control 
for testing various computational methods of discriminating 
weakly labeled and unlabeled cells. It requires an instrument 
with 488 nm and red (633 or 635 nm) excitation beams. 
Stain beads or cells with a near-normal concentration of 
APC-labeled antibody to which you add a very small 
amount of fluorescein-labeled antibody. You should then be 
readily able to discriminate stained and unstained beads or 
cells on the basis of APC fluorescence, and to titrate the 
fluorescein fluorescence down so you have difficulty dis- 
criminating stained and unstained objects. If the computa- 
tional method gives you the same numbers you get from 
gating and counting the APC-stained and unstained beads 
or cells, it’s a winner. You don’t need to know the exact 
stoichiometry of stained and unstained cells here, so it 
doesn’t matter that conjugated APC adds at least 33,000 to 
the molecular weight of an antibody. You also don’t have to 
worry about energy transfer from the fluorescein to the APC, 
because you can raise the ratio of fluorescein- and APC- 
labeled antibodies to get a weak, but detectable fluorescein 
signal. 

Correlating Cytometry and Biochemistry: 
Studies of Antibody Binding Chemistry 

Binding of antibodies, or any other ligands, to chemical 
structures on or in cells follows the rules of chemical kinetics 
and thermodynamics. Most of the antibodies used for cy- 
tometry are bivalent, but whether binding to their targets is 
bivalent, monovalent, or mixed depends on a number of 
factors, with the afinity or avidity of the antibody and the 
abundance and availability of the targets all exerting strong 
influences. 

We generally attempt to saturate binding sites when per- 
forming immunofluorescent staining procedures, particu- 
larly when the objective is quantitative fluorescence meas- 
urement. However, Eric Martz pointed out a long time ago 
(personal communication, 1993) that if antibody and cell 
concentrations and incubation time are arranged so that 
binding is limited by the diffusion rate of antibody, rather 
than by the amount of antibody present in the sample, the 
fluorescence intensities of cells and beads should remain 
proportional to the number of binding sites on each, even at 
subsaturating antibody concensrations. In theory, we should 
be able to get away with using less antibody. In practice, 
most people will continue to titrate antibodies, adding more 
until the cells of interest don’t get any brighter, and only 
take comfort from the theory when they find, as we all do 

from time to time, that an antibody straight out of the bottle 
is too dilute to saturate binding sites. 

Flow cytometry can be, and has been, used to determine 
the binding parameters of antibodies. Bardsley et devel- 
oped a model and computer program for determining asso- 
ciation constants of antibodies binding to cell surface anti- 
gens, which takes into account variations in antibody con- 
centration as well as variations in antigen expression. Bene- 
dict et a12697 described a flow cytometric assay and its use to 

determine the binding affinity of an anti-CD34 scFv anti- 
body. Siiman and B u r ~ h t e y n ~ ~ ~ ’  used competitive binding to 
determine binding constants for a variety of labeled and 
unlabeled MoAbs to cell surface markers, and to enumerate 
the numbers of target binding sites present on cells. A pro- 
vocative paper by Lamvik et a12699 reports that binding of 
unlabeled secondary antibody may increase binding of pri- 
mary monoclonal antibodies (labeled in this instance, to 

allow the determination to be done) to cell surface antigens 
on fixed, permeabilized cells. Both equilibrium and kinetic 
measurements (about which more will be said in a later sec- 
tion) have been used in flow cytometric studies of antibody 
b i n d i n r .  

Quantitative measurement of cellular constituents using 
immunofluorescence flow cytometry benefits from compari- 
son and correlation of results obtained using flow cytometry 
and other analytical techniques. Sarin and Saxena’”’, for 
example, established a correlation between flow cytometric 
measurements of histocompatibility antigens and measure- 
ments by ELISA. 

Correlating Cytometry and Biochemistry: 
lntracellular Antigen Measurements 

Establishing correlations between flow cytometry results 
and results of more classical methods is of particular impor- 
tance in analysis of intracellular antigens. The usual proce- 
dures for analysis of intracellular antigens require fixation 
and permeabilization of cells, in order to achieve the con- 
flicting ends of allowing molecules as big as labeled antibod- 
ies to get into cells and retaining molecular targets which 
may be smaller in size. 

Jacobberger and his  colleague^^^^^^^ have studied quantita- 
tive aspects of antibody binding to cellular constituents, with 
particular emphasis on intracellular antigens. A comprehen- 
sive reviewz7”’ discusses basic chemistry and immunochemis- 
try, fixation and sample preparation, and both equilibrium 
and kinetic measurement methods for flow cytometric analy- 
sis. Another ~ape:~”’ describes correlation of quantitative 
measurements of SV40 T antigen with quantitative Western 
blots. 

There are at least a few tricks that allow flow cytometry 
to be used to demonstrate and quantitate intracellular anti- 
gens in living cells, allowing cells bearing desired antigens in 
appropriate amounts to be sorted for culture and further 
analysis. 

Detection of cytokine production by T cells (reviewed by 
Maino and Pi~ke?’~~) has become a favored means of identi- 
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fying cells participating in an immune reaction against a 
defined antigen. The usual procedure involves incubation of 
cells with the antigen, addition of brefeldin A to prevent 
cytokines from being secreted, staining of relevant surface 
antigens, fixation and permeabilization, and staining of in- 
tracellular cytokines. An alternative technology developed by 
Manz et a l Z 7 O 4  creates a cell-surface affinity matrix on the 
cell surface, first biotinylating cell surface proteins, and sub- 
sequently attaching streptavidin-tagged anti-cytokine anti- 
bodies to the biotin molecules. Cytokine secretion is not 
inhibited; instead, cytokines are secreted, and captured by 
the antibodies attached to the cell surface, on which they can 
be demonstrated following addition of fluorescent-labeled 
anti-cytokine antibodies. Pittet et a12705 combined an anti- 
cytokine cell-surface affinity matrix with tetramer staining 
(introduced on pp. 47-8); this permits sorting of live, anti- 
gen-specific, cytokine-secreting cells. 

Berglund and Sta~key’*’~ used electroporation to permit 
the introduction of labeled anti-oncogene antibodies into 
cells, at least some of which survived the procedure. Morris 
et a12706 may have developed a kinder, gentler method; they 
made a 21 -residue peptide carrier, pep- 1, incorporating se- 
quences known to be able to promote transport of proteins 
across membranes, and succeeded in introducing a number 
of proteins, including two different fluoresceinated antibod- 
ies, into living mammalian cells following the formation of 
complexes between the proteins and pep-1 . The antibodies 
localized correctly to intracellular actin and to a lysosome- 
associated membrane protein. It remains to be seen whether 
carrier peptides can make it possible to do quantitative or 
semiquantitative immunofluorescence analyses of intracellu- 
lar antigens in living cells. 

Analyzing lmmunofluorescence Data 
We now turn our attention to what we can and can’t 

learn from immunofluorescence measurements. Some as- 
pects of this have come up in Chapter 5 ,  others will come up 
in Chapter 10. 

Some quantitative questions may actually be easier to an- 
swer than some qualitative ones. Like most histograms ob- 
tained from flow cytometry, immunofluorescence histo- 
grams typically contain data from 10,OOO or more cells, and 
thus represent huge sample sizes when compared to most of 
the data sets with which statisticians normally have to con- 
tend. As a result, you can pretty much assume that a visible 
difference between two smoothed histograms is statistically 
significant; you cannot, however, assume that the significant 
difference is due to a significant biological difference be- 
tween the cell populations from which the distributions were 
obtained, because instrumental variation and differences in 
reagents and sample preparation can also produce statisti- 
cally significant differences. Intensity calibration makes his- 
togram comparison easier than it might otherwise be. 

If you are trying to demonstrate differences between 
populations, it is often usehl to construct “envelopes” in 
which the area between the high and low values for each 

channel, taken from two or three replicates of control and 
experimental histograms done at different times, is shaded. 
Gaps between the control and experimental envelopes pro- 
vide strong support for the hypothesis that control and ex- 
perimental populations differ. Alternative methods for aver- 
aging and comparing histograms have been described by 
Marti et al’” and Trail1 et al’”. 

Mathematical models, while not applied to immunofluo- 
rescence to nearly the extent to which they have been used 
for DNA analysis, had been used by some authors. T h e  
et used nonlinear least squares curve fitting to calcu- 
late the mean and standard deviation of immunofluores- 
cence distributions, and Shabtai et used a Euclidean 
distance vector to describe fluorescence intensity changes in 
two-color measurements. 

When the previous edition of this book appeared, there 
were a few papers in the l i t e r a t~ re l~~ l -~  reporting fluorescence 
intensity measurements in terms of fluorescein MESF units. 
Others had used simpler, more empirical approaches; Ter- 
stappen et al’498 represented amounts of surface antigens on 
myeloid cells by their mean fluorescence intensities in com- 
parison with the background fluorescence of each cell type. 
Christopoulos et used the same measure of intensity to 
quantify platelet-bound immunoglobulin. 

Estimating Antigen or Receptor Surface Density 
Surface density of antigenic or receptor sites can be 

estimated by dividing the number of bound ligand mole- 
cules by the cell surface area. An approximation to an abso- 
lute value for cell surface area can be obtained from an elec- 
tronic measurement of cell volume by analog or digital com- 
putation of the 2 / 3  power of volume”’. Use of this tech- 
nique is obviously feasible only with flow cytometers capable 
of making volume measurements. However, since both cell 
surface area and the “cell size” measurement obtained from 
forward light scattering are (allegedly) approximately propor- 
tional to the square of cell diameter, the ratio of im- 
munofluorescence and scatter signals can serve acceptably as 
a parameter representative of antigen surface density for 
making comparisons. 

If we actually know how many antigenic or receptor sites 
there are on the cell, you might think we should aim for 
surface density in sites per square micrometer. However, 
while flow cytometry, with appropriate calibrators, can fairly 
readily give us cell volumes in femtoliters, we’d have to make 
some pretty rash assumptions to get a surface area from that. 
It’s acceptable to assume the cell is roughly spherical, and 
calculate an approximate radius from the volume. In reality, 
we know that no cell surface is a completely smooth sphere, 
and that real cell surfaces differ in their degree of apparent 
roughness, as seen, for example, by scanning electron mi- 
croscopy; this means that cells of roughly the same size can 
have substantially different true surface areas. Assuming cells 
are smooth and spherical so you can report “exact” values of 
surface antigen density doesn’t make much sense. 
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Quantitative Fluorescence: Problems and Prospects 

Shortly before the publication of the October 1998 Cy- 
tometry special issue on Quantitative Fluorescence Cytome- 
try2377, Nicholson and Stetler-Stevenson opined: “Although 
quantitative flow cytometry is currently drawing a lot of 
attention, much of the attention is focused in the wrong 
area. The greatest value that quantitation has provided to the 
clinical laboratory has been on focusing attention to properly 
setting up and calibrating flow cytometers. Being able to 
consistently perform semiquantitative measurements has the 
most benefit in most clinical settings.” They noted that 
quantitation of CD38 expression on CD8+ T cells in HIV 
i n f e ~ t i o n ~ ~ * ~ - ’ ~  represented the only case in which measure- 
ments of antibody binding capacity might be important for 
clinical management. 

I won’t argue. I am also of the opinion that paying atten- 
tion to quantitative aspects of immunofluorescence meas- 
urement is at least as important for quality assurance as for 
any other clinical purpose. However, had quantitative fluo- 
rescence cytometry not developed to the level at which it was 
by 1998, it would nor have been possible to establish the 
clinical relevance of CD38 measurements, and we can only 
find additional instances in which quantitation may be nec- 
essary by making more quantitative measurements. 

At the present time, we have more problems than solu- 
tions. The number of antibody binding sites on cells is 
known to be influenced by preparative methods, including 
lysis and fixation, and we will need to standardize the prepa- 
rative techniques in order to permit widespread application 
of any quantitative fluorescence measurement procedure. 
Antibody affinity and binding valency can exert profound 
effects on ABC determinations, and antibody labels may 
influence these characteristics. Ideally, there should be little 
or no spectral overlap between the antibody label used for 
quantitative measurements and those used to define the 
gates in which the cells of interest lie, because spectral 
crosstalk into the channel used for quantitation will increase 
the background noise level and reduce measurement 
sensitivity. The label best established for quantitation is 
probably phycoerythrin; however, the temptation to attempt 
to do quantitative measurements using phycoerythrin, with a 
488 nm laser also exciting antibodies labeled with 
fluorescein, PE-Texas red, PE-Cy5, PE-Cy5.5, and PE-Cy7, 
must be strongly resisted. We can, after all, now use three 
red-excited labels (APC, APC-Cy5.5, and APC-Cy7) for 
gating, minimizing interference with quantitative 
measurements using PE. And we still worry about 
calibrating the calibrators and standardizing the standards. 

As I mentioned on pp. 294-5, there are some heavy hit- 
ters on the case. The National Institute of Standards and 
Technology (NIST) is getting into the business of standard- 
izing fluorescent  material^^^*^-^, and will be producing and 
certifying standard solutions and particles, and an NCCLS 
(NCCLS used to be the National Committee for Clinical 
Laboratory Standards; having gone international, it is now 

simply NCCLS, usually pronounced “nickels”) subcommit- 
tee is developing a guideline for Fluorescence Calibration 
and Quantitative Measurements of Fluorescence Intensity, 
which should help implement standardization not only in 
cytometry, but in other fields in which fluorescence quanti- 
tation is becoming of interest, e.g., microarray analysis. A 
brief prospectus was provided in 2000 by three key players 
in the NIST and NCCLS 

7.8 NUCLEIC ACID SEQUENCE DETECTION 
Figure 7-20 provides a relatively dramatic illustration of 

the combination of molecular biologic techniques with flow 
cytometry for detection of specific nucleic acid sequences. 
The figure shows a small population of CD4-positive lym- 
phocytes containing HIV-1 viral nucleic acid, as detected by 
Patterson et alt4” using fluorescein-labeled oligonucleotide 
probes after in situ PCR amplification. 
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Figure 7-20. Two-dimensional contour plot of log PE- 
antLCD4 fluorescence vs. log of fluorescence of fluo- 
rescein-labeled oligonucleotide probes specific for 
HIV-1 nucleic acids, showing oligonucleotide probe 
fluorescence in some of the CD4-positive lymphocytes 
after in situ PCR of viral sequencedw3. The figure was 
provided by Charles Coolsby of Northwestern Uni- 
versity. 

Detection of sequences by flow cytometry after Fluores- 
cent In Situ Hybridization (FISH) was described by Trask 
et a1902 in 1985. Between then -and the time the previous 
edition of this book appeared, a variety of methods to attach 
fluorescent labels to probes were tried and described. 
Bauman, Bayer, and van detected poly-(A)+ 
RNA using a poly-biotin-d(U)-tailed oligo-d(T) probe and 
streptavidin-fluorescein; nuclei were stained with DAPI to 
provide a trigger signal. Amann et used detection of 
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specific ribosomal RNA sequences, present at the level of 
several thousand copies per cell, for bacterial identification, 
initially employing probes end-labeled with a single mole- 
cule of tetramethylrhodamine. Some signal amplification 
was obtained by substituting digoxigenin-labeled probes, 
which were rendered fluorescent by attaching fluoresceinated 
anti-digoxigenin antibodie~’~”. However, this made it some- 
what more difficult to get probe and label through bacterial 
cell walls. Oligonucleotide probes end-labeled with single 
molecules of fluorescein and tetramethylrhodamine could be 
used for two-color analysis; the addition of more molecules 
of label per probe molecule increased signal, but decreased 
signal-to-noise due to increased nonspecific binding408. 

Timm and Stewart14” discussed procedural aspects of 
“Fluorescent In Situ Hybridization En Suspension” 
(FISHES), including preparation of digoxigenin-labeled 
probes and staining and washing steps; they found that 
washing with a solution containing formarnide and bovine 
serum albumin reduced cell loss. Lalli et al“lo also discussed 
optimization of the preparative procedures. Bardin et al’4” 
noted that biotin could be attached to the 5’ as well as to the 
3’ end of oligonucleotide probes, offering some potential for 
increasing signal when fluorescent streptavidin is attached. 

Bains et a11412 described PRINS (Primed IN Situ labeling) 
to quantify poly-A and histone messenger RNA in cells. 
Poly(A) mRNA was labeled by incorporation of fluorescein- 
ated nucleotides into cDNA chains generated by reverse 
transcription from the site of oligo(dT) primer-specific an- 
nealing on the poly(A) template. 

While the sea of literature threatened to become filled 
with TOADFISH (Totally Outlandish Acronyms Describ- 
ing Fluorescent In Situ Hybridization), this didn’t stopped a 
lot of people for going after the big game, which certainly 
includes detection of low copy numbers of viral gene se- 
quences in infected cells. When the previous issue of this 
book appeared, this required amplification of those se- 
quences by in situ PCR27’8-9, as was done in the cells used to 
generate Figure 7-20. Surpassing even this feat of genetic 
engineering, Embleton et reported that it was possible 
to separately produce and assemble amplified heavy and light 
chain DNA by PCR and subsequent primer additions in 
cells in suspension. Long et examined in situ PCR on 
slides and in cell suspensions and found that results were 
comparable; nonspecific results were less frequent with cell 
suspensions. 

using conventional methods of detecting 
DNA after sorting single cells into microtiter plates, reported 
that the operational sensitivity of in situ PCR for detection 
of bovine leukemia virus was 90% when testing single in- 
fected cells. In addition, they were able to reliably amplify 
DNA from a single infected cell among as many as lo5 unin- 
fected cells and established that the sensitivity for detecting a 
single infected cell among 20, 100, or 1000 uninfected cells 
was at least 90%. This work put the concept of detecting 
small numbers of virus-infected cells directly by fluorescence 
flow cytometry following in situ PCR on a firm footing. 

Mirsky et 

In a more mundane but possibly more practical applica- 
tion of genetic sequence detection by flow cytometry, van 
Dekken et used labeled chromosomal probes to dis- 
criminate bladder cancer cells with monosomy-9 from stro- 
mal cells, enabling determination of the tumor cell kinetics 
by gated analysis of BrLJdR incorporation. 

If immunofluorescent staining has pretty much been re- 
duced to cookbook procedures, nucleic acid probe staining 
may be said to still require both technical skill and FISHer- 
man’s luck (FISHerperson’s luck, if you insist). Andreeff and 
Pinkel have edited a big book on basic principles and clinical 
applications of FISH2”’. 

In recent years, it has become possible to use tyramide 
signal amplification (p. 344) in FISH; new probe labeling 

can reduce or eliminate nonspecific back- 
ground fluorescence, making ir possible to detect a few 
dozen copies of a sequence in cells. 

teChniqueS2671 ,271 1-2 

Peptide Nucleic Acid (PNA) Probes 
A new class of probes, peptide nucleic acid (PNA) 

probe~*~~’ -~ ,  appear to offer some significant advantages for 
cytometry, but clearly have a potential range of applications 
that extends far beyond this field. 

A PNA molecule is comprised of the same purine and 
pyrimidine bases as are found in nucleic acids, attached to a 
pseudopeptide with amide or peptide bonds forming the 
backbone of the polymer, rather than sugars linked by phos- 
phates. PNA molecules are insensitive to digestion by prote- 
ases and nucleases, and bind to DNA and RNA; a strand of 
PNA complementary to a region of double helical DNA will 
disrupt the double helix and bind to it, displacing its com- 
plementary strand. PNAs have been used in experiments on 
antisense therapy; some short sequences can enter intact 
cells, while others can be transported inside cells by carrier 
peptides. PNA probes tagged with thiazole orange or a 
homologue are nonfluorescent, but become fluorescent on 
hybridization with nucleic acid; PNA probes incorporating a 
fluorescent label and a quencher also become fluorescent on 
hybridization. Less stringent conditions are required for 
PNA probe hybridization than for hybridization with oli- 
gonucleotide probes. 

I can leap into fantasy and envision using PNA probes ro 
do FISH on living cells, which can subsequently be sorted. 
In the real world, PNA probes have been applied to identifi- 
cation of microorganisms based on rRNA ~equence?‘~ and 
to determination of telomere length*7”-6, both of which will 
be discussed in Chapter 10. 

7.9 PROBES FOR VARIOUS CELL CONSTITUENTS 

Surface Sugars (Lectin Binding Sites) 
The specificity of binding of various lectins to different 

carbohydrate moieties of cell surface and other glycoproteins 
was appreciated well before the first fluorescence measure- 
ments were made in a flow cytometer. In the early 1970’s, as 
flow cytometry began to become popular, the use of lectins 
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as reagents for characterization of cell surfaces was logical 
and attractive; before the advent of monoclonal antibodies, 
no immune reagents were nearly as well defined, chemically 
or functionally, as were lectins. In addition, the mitogenic 
activity of lectins such as concanavalin A (con A), phyto- 
hemagglutinin (PHA), and pokeweed mitogen (PWM), 
and reports of different patterns of lectin binding in normal 
and transformed cells, suggested that quantitative analysis of 
lectin binding to cells might provide valuable information in 
research and clinical laboratories. 

The first reported flow cytometric analyses of lectin 
binding to cells were done by Kraemer et al””’ at Los Ala- 
mos, who examined binding of fluorescein-con A conju- 
gates. In the initial study, fluorescence was the only cellular 
parameter measured, and it was difficult to resolve the weak 
fluorescence of fluorescein-con A above background noise. 
Later work was done with a multiparameter instrument, in 
which cell volume measurements were used to gate fluores- 
cence measurements, improving discrimination of cell- 
associated fluorescence from noise. Analog electronics were 
used to compute the 2/3  power of cell volume, a quantity 
proportional to cell surface area, and to derive a measure of 
the cell surface density of lectin binding sites from the ratio 
of the fluorescence signal to the derived surface area. 

Another relatively early paper”’, published by Bohn in 
1976, described the use of a dye exclusion technique with 
two-color fluorescence measurement to discriminate be- 
tween intact cells, to the surfaces of which lectin binding was 
measured, and cells with damaged membranes. In this paper, 
Bohn also pointed out that the capability of flow cytometry 
to precisely measure cell-associated ligand in cell suspensions 
from which unbound ligand had not been removed by wash- 
ing could be useful in the analysis of many types of ligand- 
receptor interactions. Both Bohn’s work and that of 
Kraemer et al were considerably more sophisticated than 
most of what was in print when they were published, and 
were probably not widely appreciated on that account. 

While the present emphasis on analysis of cell surface 
structures with antibodies has decreased interest in the use of 
labeled lectins, the latter can still be used effectively as aids 
in enumeration and separation of cell subpopulations. 
Measurements of lectin binding have typically been used 
with measurements of other parameters for this purpose. For 
example, Nicola et al”’ used measurements of forward light 
scattering and of the fluorescence of fluorescein-PWM and 
rhodamine-labeled antineutrophil serum to separate hema- 
topoietic progenitor cells from murine fetal liver, while 
Bauman et a l l 4 ”  purified murine stem cells and committed 
progenitors using a combination of wheat germ agglutinin 
and monoclonal antibodies. The anti-H lectin identifies 
nucleated and non-nucleated erythrocytes14’*; other lectins 
have been described as markers for eosinophil~’~’~, and so on. 

Lectin binding has also been applied to flow cytometric 
analysis of and to subcellular organelles; 
Guasch, Guerri, and O ’ C o n n ~ r ‘ ~ ~ ~ ’ ~ ~ ’ ~  have examined lectin 
binding to Golgi fractions from rat liver. Others have exam- 

ined changes in lectin binding before and after physiologic 
changes induced in cells, e.g., by cell-cell and cell-cytokine 
 interaction^'^^'.^. 

Lectin binding patterns change during immortalization 
and neoplastic transformation of cell lines1427 and, conversely, 
during induced differentiation of tumor cells‘428; heterogene- 
ity of tumor cells1429 may reflect different propensities of dif- 
ferent cells for metastasis, which has been shown to be re- 
lated to expression of cell surface glycoproteins that are 
themselves l e c t i n ~ ~ ~ ’ ~ - ~ .  

Because lectins are polyvalent, they have a somewhat 
greater tendency to agglutinate cells than do antibodies. 
McCoy et al 784 describe a method for blocking all but one 
active site of a fluoresceinated lectin to produce a monova- 
lent label. The  extent to which this technique may be gen- 
eralized is not completely clear; however, monovalent, 
monomeric derivatives of lectins may be produced by other 
chemical means’433. Some formal chemistry can be done with 
lectins on cell surfaces; sugar competition assays can be used 
to define binding and sites1435. 

Reagents for anyone interested in future work along 
these lines, in the form of fluorescent conjugates of a good 
selection of lectins, are available from a number of sources 
(e.g., Molecular Probes and Polysciences). I haven’t found 
recent general review on the use of lectins in flow cyometry; 
there is a 1987 paper by 

Analysis of Total Cellular Carbohydrate Content 
While lectins bind specifically to particular carbohy- 

drates, they cannot effectively be used as reagents for deter- 
mination of total cellular carbohydrate content. Instead, 
Duijndam and van D ~ i j n ’ ~ ~ ~  employed a technique well 
known in classical histochemistry, the periodic acid-Schiff 
reaction, to determine the carbohydrate content of erythro- 
cytes. Periodic acid oxidation was followed by pararosaniline 
staining, providing a strong enough fluorescence signal to 
allow measurement by flow cytometry. Dimethylsuberimi- 
date fixation was used and yielded low autofluorescence and 
only faint staining of unoxidized cells. This methodology 
should be generally applicable. 

Specific Detection of Cellulose 
Taylor et a1271s have shown that a cellulase and an isolated 

bacterial cellulose binding domain (CBD) conjugated to 
fluorescent dyes can be used for specific detection of cellu- 
lose by flow cytometry or laser scanning cytometry. 

A Probe for Cell Surface Aldehydes 
In conjunction with studies on the mechanism of lym- 

phocyte mitogenesis by compounds that produce oxidation 
at sites in the cell membrane, Roffman and Wilcheksob syn- 
thesized a fluorescein diaminobutyryl hydrazide that 
could be used for quantitative determination of aldehydes 
in the membrane. They found, incidentally, that the mito- 
genic activity of different oxidizing agents was not correlated 
with the degree of aldehyde formation. 



364 / Practical Flow Cytometry 

Probes for Lipids and Cholesterol 

Nile Red 

Greenspan et a180z-3 described Nile red, an oxazone pre- 
pared from the oxazine dye Nile blue, as a fluorescent stain 
for neutral lipids in cells and tissues. The dye fluoresces 
yellow when dissolved in neutral lipids, and red when in 
more polar lipids, e.g., phospholipids; its fluorescence is 
quenched in aqueous solution. Nile red can be excited at 
488 nm; fluorescence of the lipid-bound dye is typically 
measured at about 550 nm. Dive et used Fourier trans- 
form flow c y t ~ m e t r y l ' ~ ~  to detect emission spectral changes 
in Nile red in differentiating ovarian granulosa cells; the 
fluorescence component related to lipid droplets increased 
with maturation. While the Fourier transform technique is 
not accessible to most investigators, Smyth and W h a r t ~ n I ~ ~ ~ ,  
examining differentiating adipocytes, found that the ratio of 
gold to red fluorescence from Nile red also reflects the ac- 
cumulation of cytoplasmic lipid droplets, and can be used to 
define cells as being differentiated or undifferentiated. 
Brown, Sullivan, and Green~pan '~*~  reported that flow cy- 
tometry of Nile red fluorescence could distinguish macro- 
phages bearing orange-colored phospholipid inclusions from 
control alveolar macrophages, in which yellow-gold fluores- 
cence from the neutral lipid droplets predominates. Nile red 
has lately been used to quantitate polyhydroxyalkanoic acids 
in ba~ te r i a~ '~~- '~ .  

Filipin 

Muller et alRo4 reported in 1984 that the polyene antibi- 
otic filipin, which was known to form fluorescent complexes 
with membrane-associated cholesterol, could be used for 
quantitative flow cytometric analysis of unesterified choles- 
terol in formaldehyde-fixed cells. Kruth et a1805 used filipin 
staining to detect and isolate cholesteryl ester-containing 
"foam" cells from atherosclerotic aortas by flow cytometry. 
Filipin is excited in the UV; fluorescence is measured be- 
tween 510 and 540 nm. H a s ~ a l I ' ~ ~ '  used a combination of 
cyanine dye-labeled low-density lipoprotein (LDL) to meas- 
ure lipoprotein uptake, Nile Red to measure cholesteryl ester 
accumulation, and filipin to study free cholesterol homeosta- 
sis in a multiparameter analysis of human foam cell-forming 
macrophages. Hassall and Graham2721 found that changes in 
filipin fluorescence correlated with changes in cholesterol 
biosynthesis in these cells. 

Lipid Droplet Detection Using Scatter Signals 
Suzuki et studying triacylglycerol accumulation in 

cytoplasmic lipid droplets in the U937 macrophage-derived 
cell line, found that the extent of lipid droplet formation in 
each cell could be assessed in the absence of any staining by 
changes in the intensity of 90" light scatter; using the scatter 
measurement might save you a fluorescence channel if you're 
running short. 

Probes for Cytoskeletal Organization I Actins 

Wallace et a16" used the fluorescent probe NBD-phallacidin 
for flow cytometric analysis of changes in cytoskeletal or- 
ganization (in particular, changes in actin conformation) in 
blood neutrophil granulocytes following exposure to chemo- 
tactic peptides. This material is available from Molecular 
Probes. Phalloidin binds to F-actin; deoxyribonuclease I 
(DNAse I) binds to G-actin, and Haugland et have 
shown that the rwo types of actin can be analyzed simulta- 
neously in cells using BODIPY-phalloidin and fluorescein- 
DNAse I, both available from Molecular Probes. 

7.10 TIME AS A PARAMETER: KINETIC 
MEASUREMENTS 

Flow cytometry can be used for quantitative analyses of 
the degree to which almost any fluorescent substance associ- 
ates with cells, whether the material is bound to the cell sur- 
face or is taken into the cell; it is often useful to examine the 
processes of binding, uptake, and efflux over time. 

When the material is taken up over a period of hours, it 
is customary and sensible to examine cell samples at inter- 
vals. When uptake occurs over a period of seconds to min- 
utes, the speed and throughput of flow cytometry can be 
utilized to best advantage if a single sample is analyzed con- 
tinuously, and the time at which each cell arrived at the ob- 
servation point is recorded with the values of scatter, fluores- 
cence, and other more conventional cytometric parameters. I 
have alluded to the existence of kinetic measurements on p. 
2, and, on pp. 177-8, mentioned the fact that the more so- 
phisticated varieties may require nonstandard hardware. 

I will stress here, as I did on p. 2, that, while kinetic 
measurements in flow cytometry are based upon measure- 
ments of single cells, the temporal patterns obtained repre- 
sent data from successive cells in the same sample. We meas- 
ure cell 1 at time 1, cell 2 at time 2, ... , cell n at time n, and 
make the assumption that cell 1, had we been able to bring 
it back into the flow cytometer and remeasure it at time n, 
would have looked more or less the same as cell n did. If that 
assumption holds, we can expect a flow cytometric kinetic 
measurement to provide more or less the same results as 
might be obtained from multiple sequential microphotomet- 
ric measurements of the same cell. If not, we will have to 
resort to a technique such as scanning laser cytometry, which 
will allow us to observe the same cell repeatedly over time, to 
get the kinetic data we need. 

Measurements of fluorescence versus time can, as should 
be obvious, be used to analyze the kinetics of efflux or disso- 
ciation of fluorescent material from as well as the 
kinetics of binding and/or uptake. The time measurement 
technique is also applicable to studies of enzyme kinetics, in 
which development of color or fluorescence in cells as a re- 
sult of enzyme action on chr~mogenic~~ '  or fluorogenic sub- 
strates is followed over time, and is essential in analyses of 
other rapidly changing functional parameters such as mem- 
brane potential and cytoplasmic calcium ion concentration. 
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The first publication on time measurement in flow cytome- 
try was by Martin and Swartzendruber; it appeared in 
1 980346. 

Figure 7-21 is a typical display of data from a timed 
measurement; it shows changes in cytoplasmic [Cat+] over a 
period of about 200 seconds following stimulation of T- 
lymphoblastoid cells with a mitogenic monoclonal antibody. 

Time (204.80 sec) (3) vrs FL4-Ratio (2) 

TIME 

erroneous assumption that cells arrive at evenly spaced inter- 
vals, and Lindmo and Funding~rud’~’ showed that this was 
very much not the case (see pp. 144-5). Nonetheless, if your 
instrument hasn’t got a time parameter, erroneous assump- 
tions may be better than nothing at all. Some third-party 
data acquisition systems and add-ons for older instruments 
add time measurement capability. 

Sample Handling for Kinetic Measurements 

When the events being monitored in flow cytometric ki- 
netic studies occur over very short time periods, it is desir- 
able to be able to minimize the delay between the start of 
sample incubation and the passage of the first cells through 
the observation point(s) of the flow cytometer. Sample han- 
dling systems to permit rapid kinetic analysis by flow cy- 
tometry have evolved over the years 349-50.810.1 532-4 . A commercial 
version of Kelley’s available from Cytek Devel- 
opment, provides mixing and temperature regulation in a 
unit that mounts close to the nozzle holder for reduced tran- 
sit times, and allows stimuli to be added to a sample with 
observation of results within 1 second. An electronic circuit 
activated at the time of injection generates a data time stamp 
for direct correlation of injection and cellular response. 

D ~ n n e ” ~ ~  emphasized the importance of time window 
analysis, also called fixed-time flow cytometry, in which 
each cell reaches the observation point in a controllable, 
fixed time after a stimulus is added, in studies of rapid cellu- 
lar responses; this can be achieved by allowing the cell sam- Figure 7-21. Plot OF cytoplasmic [a++], as indicated by 
ple and the solution containing the stimulus to mix in a T- indo-I fluorescence ratio (pp. 47, 403-4, versus time 

i n  T ]ymphob]astoid following with junction upstream from the nozzle; the time between stimu- 

OKT3 antibody to the T cell receptor. Data were lation and observation is varied by adjusting the pressure and 
provided by Keith Kelley (Miles Research Center). the length of tubing between the mixing junction and the 

observation point. T A r n ~ k ~ ~ ~ ~ ~ ~  describes a relatively simple 
Note that while most of the cells represented in Figure 7- 

2 1 appear to change their cytoplasmic calcium concentration 
in response to the applied stimulus, there is considerable 
heterogeneity in the degree of response. This pattern is not 
uncommon in kinetic measurements of functional parame- 
ters; data from fluorescent ligand binding to ostensibly ho- 
mogeneous cell populations usually produces nicer looking 
curves. 

The time measurement implemented by Martin and 
S~artzendrube?~‘ relied on a linear ramp generator to pro- 
duce a voltage that increased as a linear function of time; this 
voltage was used in lieu of a detector signal as an input pa- 
rameter for the data analysis system. It is now more common 
to use digital timers, the outputs of which can be read by the 
data acquisition hardware, for time measurements. Kachel et 
al”’ and Beumer et a18” have described digital timing cir- 
cuitry for collecting kinetic data; such circuits, some of 
which make use of the real-time clock incorporated in the 
computer system*”, are now available in most commercial 
flow cytometers. 

A crude estimate of cells’ arrival times in systems that 
lack a time parameter can be obtained by simply plotting 
events in the order in which they occurred; this makes the 

mixing device for time window analysis that he has used to 
study calcium transients in neuronal cells, and to sort cells 
with unusual patterns of calcium response. The constant 
pressure maintained by his mixing arrangement is essential 
for neuronal cells, because they undergo calcium shifts in 
response to pressure changes that may occur in syringe 
pump-driven mixing apparatus. 

John Nolan, Larry Sklar, and their collaborators at Los 
Alamos and the University of New Mexico have been in- 
volved for some years in efforts to increase both the time 
resolution of kinetic measurements and the sample through- 
put of flow cyrometers. They have optimized nozzle design 
parameters for stream-in-air instruments to stabilize flow in 
the shortest possible time (Graves et a12454, p. 170), and re- 
fined mixing apparatus hardware and control software to 
reduce the interval between mixing and analysis from 300 
ms to 55 ms2460-1. They have also developed a dynamic tem- 
perature regulation unit that provides more accurate main- 
tenance of sample temperature than was previously possible, 
and also permits analysis of cellular and chemical responses 
to rapid temperature 

With a view toward improving sample throughput as 
well as refining kinetic measurements, Durack et devel- 
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oped the technique of time interval gating to allow data 
from kinetic experiments involving multiple samples, each of 
which is measured briefly (i.e., for a few seconds) at intervals 
of several minutes, to be collected in a single large list mode 
data file, facilitating subsequent analysis of the data. 

The technology of flow injection analysis, a rapid ana- 
lytical chemical method pioneered by Ru~icka”~’, has been 
applied by him and his colleagues to c y t ~ m e t r y ” ~ ~ . ” ~ ~ ~ ~ .  Their 
methodology uses computer-controlled systems of pumps 
and valves to handle samples, and sofnvare to facilitate non- 
equilibrium analysis. 

Sklar et a124623 have also developed systems for high 
throughput flow cytometry; the most intro- 
duces 1-3 pL “slugs” of sample, interspersed with air bubbles 
to reduce sample carryover, into the cyometer at a rate of 
one sample every 1.3 seconds. The MoSkeetoTM sampler now 
offered by DakoCytomation appears to he a commercial 
version. 

Time as a Quality Control Parameter 

cleverly extended the earlier observations of 
cell arrival times’” to permit the use of time measurements 
for quality control within individual sample runs. The in- 
terval between cell arrival or acquisition times is used to de- 
rive a real-time measurement of sample flow rate, which is 
displayed against time; in addition, a measured parameter of 
interest (DNA content, in the case illustrated in Figure 7- 
22) is shown (schematically) vs. time in a two-dimensional 
display. 
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Figure 7-22. Time used as a quality control parameter 
in DNA content analysis (after Watson8’?. 

The “lumps” in the middle of the display result from a tem- 
porary degradation in measurement precision caused by a 

transient disturbance of the flow pattern. Before and after 
the cransient, the measurement precision is considerably 
better. However, if the DNA content distribution were cal- 
culated for the entire sample, the coefficient of variation 
would be increased by inclusion of the relatively small num- 
ber of cells from which data were acquired during the flow 
disturbance. By defining a selection window as shown in the 
figure, it is possible to exclude the bad data points from the 
DNA content distribution. In many cases, e.g., when one 
analyzes cells from a very small sample of tumor tissue, being 
able to “rescue” data in this fashion may make the difference 
between getting and not getting enough information to 
characterize a specimen. Even when there is plenty of sample 
available, however, Watson’s technique provides a conven- 
ient means of assessing the quality of measurements. Kusuda 
and Melamed2-25 used the chronological order of events in a 
list mode file as a time parameter and were able, in some 
cases, to correct for drift in data values. 

Slooowww Flooowww 
Conventional flow cytometers use flow velocities of 1 - 10 

m/sec, making it almost impossible to examine the same cell 
twice at time intervals separated by more than a few hundred 
psec. The relatively high flow velocities also result in shear 
stress on cells in the sample, making the use of flow cytome- 
try for studies of cell adhesion suspect. 

Amblard et a l l 5 ”  developed a chamber for flow cytomet- 
ric analysis over an extended range of stream velocity which, 
with adaptations to the electronics, permitted standard 
analysis at velocities as low as 0.01 m/sec in a B-D FACS 
instrument. Conjugates formed by the adhesion between 
human B and resting T lymphocytes, disrupted in conven- 
tional flow cytometers, could be detected and precisely 
quantified provided analysis velocity was kept below 0.1 
m/sec. A much longer chamber, operating at this velocity, 
with widely separated measurement stations, could allow 
multiple observations of an individual cell to be made over 
periods of tens to hundreds of seconds; nobody seems to 
have built one yet. However, slow flow systems are in use for 
such applications as DNA fragment sizing, which will be 
discussed in Chapter 10. 

7.11 LABELED LICAND BINDING 
The flow cytometric analysis of ligand binding to cell 

surface and intracellular receptors, or to receptors on beads 
or other particles, can be approached in several ways, the 
most obvious of which is probably the use of labeled ligands. 
To  produce labeled ligands, you need to have enough rela- 
tively pure unlabeled ligand on hand to yield an adequate 
supply of labeled material for your experiments. Acquiring 
the starting material used to be the first hard part of the pro- 
ject; the second part was verifying that labeling the ligand 
didn’t drastically alter its binding characteristics. In this age 
of cloning, a respectable variety of labeled ligands such as 
cytokines and hormones are available off-the-shelf, and you 
probably won’t have to worry about getting and labeling 
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your ligand; if not, this isn't the place to look for help. This 
is a good place to mention that antibodies also count as 
ligands; their binding to cells can be analyzed using exactly 
the same techniques. 

The production of labeled ligands, and the flow cy- 
tometric analysis of ligand binding, have become so com- 
mon that I have given up trying to keep track of every 
ligand. Any listing or tabulation you see will be incomplete 
by the time it appears; I've run across several papers on flow 
cytometry of ligand binding that didn't turn up in my litera- 
ture search on flow cytometry. As was the case with im- 
munofluorescence, 1'11 have to stick to the basics with selec- 
tive excursions into specifics. 

Just as cell surface receptors for ligands ranging from 
small peptide hormones to viruses and bacteria can be dem- 
onstrated by flow cytometry using fluorescently labeled ana- 
logues, cytosolic and nuclear receptors for ligands such as 
steroid and thyroid hormones may also be demonstrable. 
However, since the ligands themselves are relatively small 
molecules, it is, in general, more difficult to find or synthe- 
size analogues with binding characteristics similar to those of 
the natural ligands than to prepare usable fluorescent deriva- 
tives of larger molecules. In order to demonstrate receptors 
within intact cells, the fluorescent ligand used must obvi- 
ously have the capability of crossing or being carried across 
the cell membrane, as well as the binding characteristics pre- 
viously mentioned. The size and specificity constraints on 
analogues make it infeasible to attach more than one fluoro- 
chrome moiety to each molecule of ligand; since the number 
of intracellular receptor sites is generally small, one can 
therefore expect only weak fluorescence signals at best from 
cells stained with the labeled ligand analogue. 

The flow cytometric literature in this area recounts nu- 
merous attempts at demonstration and quantitation of es- 

flow cytometry with antireceptor antibodies and fluorescein- 
labeled steroid analogues and classical radioligand binding 
methods. 

Labeling Strategies 
The procedure described by Shechter et al'"', in which 

small peptide hormones such as insulin are fluorescently 
labeled by reaction with fluorescein- or tetramethylrhoda- 
mine-labeled lactalbumin, provides a way of getting a few 
more fluorescent molecules onto a ligand than can be done 
by direct labeling. This becomes important when the num- 
ber of binding sites per cell is small; under these circum- 
stances, flow cytometry may allow detection and quantita- 
tion of amounts of bound ligand too small to be seen under 
the fluorescence microscope. This degree of sensitivity is also 
associated with the technique of video intensification mi- 
croscopy (VIM)445.6, which offers the advantage of allowing 
the same cell to be observed over a period of time. A paper 
by MacInnes et a1447 illustrates the use of VIM and cell sort- 
ing in a complementary fashion to study luteinizing hor- 
mone releasing hormone binding sites on rat pituitary cells. 

When the ligand for which receptors are to be demon- 
strated is a small molecule, covalent attachment of ligand 
molecules to a fluorescently tagged protein, or, alternatively, 
a phycobiliprotein, may yield a material that will still bind 
specifically to receptors, thereby enabling attachment of 
more than a single fluorochrome moiety to each receptor 
site. This technique was used by Osband et a1448 to show that 
a subpopulation of T cells bore H, (cimetidine-reactive) 
histamine receptors; the reagent employed was a conjugate 
of histamine with fluoresceinated albumin. Hallberg et al"' 
used the same material to demonstrate H, and H, receptors 
on platelets; Muirhead et however, found only nonspe- 
cific binding of similar conjugates to lymphocytes. 

trogen receptors in cells. The presence or absence of estro- 
gen recentors, as determined by radioligand binding analysis Formal Analysis of Ligand Binding 
" L " Y ,  

of biopsy specimens, is of significance in assessing prognosis 
and planning therapy of breast cancer. Fisher et a13?', using 
fluoresceinated estrone (1 7-FE) and fluorescence micros- 
copy, demonstrated heterogeneous binding patterns of the 
material in tissue samples; Tyrer et a1379, Kute et alSs0, and 

Bohn313'326-7 was probably the first to appreciate that flow 
cytometry could be used for quantitative analyses of fluo- 
rescent ligand binding to cells that yielded essentially the 
same data as were obtained from conventional radioligand 
binding assays; in some circumstances, bulk fluorimetry 

Van et a13" made flow cytometric measurements using 17- 
FE and other fluorescent analogues. 

A study by Benz, Wiznitzer, and Leesz8, who utilized bo- 
vine serum albumin (BSA) as a carrier molecule to which an 
average of 25 estradiol and 4 fluorescein molecules were 
bound, generated a heated exchange of correspondence be- 
tween Ashcrofta2' and Benza3', which did not resolve the issue 
of how accurately one can study binding sites for small 
molecules using much larger ones. If you simply want to 
determine the number of binding sites, anti-receptor anti- 
bodies may be preferable to labeled ligand analogues as re- 
agents, but, if the objective is to measure binding affinities, 
you may be literally and figuratively stuck with labeled 
ligands. On the bright side, Marchetti et found compa- 
rable results in analyses of glucocorticoid receptors using 

must be used in addition to flow cytometry for precise de- 
termination of the ratio of bound to unbound ligand, but, in 
other cases, information can be derived solely from flow 
cytometric data. 

The flow cytometric method offers a particular advan- 
tage over radioisotope techniques in that the binding equi- 
librium is not disturbed because there is no need to wash 
away unbound ligand; the speed of the flow cytometric 
analysis and the elimination of the necessity to deal with and 
dispose of radioactive materials also weigh in its favor. Sklar 
and F i n n e y  demonstrated the capabilities of flow cytome- 
try in an analysis of steady-state binding of a fluoresceinated 
chemotactic peptide to neutrophils. 

The study of Benz, Wiznitzer, and Leesz8 on estrogen re- 
ceptors provides good examples of the calculation of binding 
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affinities and the construction of the Scatchard and 
Lineweaver-Burk plots commonly used with radioligand 
assays. Other older examples of quantitative analysis, dealing 
with binding of antibodies to cell surface receptors, were 
published by Uckun et and Krause et Ziegler et al 
studied labeled insulinz313. In addition, Chatelier and 
Ashcroft’!” proposed an alternate method, isoparametric 
analysis, for determining ligand-binding characteristics. 

described a Scatchard analysis 
of concanavalin A binding to lymphocytes, noting that 
cytometric plots seemed more precise than those obtained 
using radiolabeled ligands, particularly at low ligand concen- 
trations. et al quantified fatty acid binding to cells 
using a BODIPY-labeled dodecanoic acid. Cherukuri et a12728 
used flow cytometry, fluorescence spectroscopy, and two- 
photon microscopy in an elaborate mechanistic study of 
binding and internalization of fluoresceinated poly-D-lysine 
by murine macrophages. Waller et a12729 established the fluo- 
rescence characteristics of six fluorescently labeled N-formyl 
peptides, which bind to neutrophils, and developed and 
validated competitive binding protocols to determine bind- 
ing constants of unlabeled ligands. Lauer et a12730 performed 
real-time quantitative flow cytometric analysis of the interac- 
tion of fluoresceinated cholera toxin subunits with gan- 
glioside receptors inserted into phospholipid membranes 
supported by glass beads. All of the reports just described 
may be helpful to anyone interested in doing quantitative 
work with other ligands. 

Labeled Ligands versus Anti-Receptor Antibodies 
In some cases, there is a choice of labeled ligands avail- 

able that will bind to a particular receptor; for example, 
transferrin receptors can be demonstrated using either fluo- 
resceinated tran~ferrin~~’ or a monoclonal antibody such as 
Ortho’s OKT9, which reacts with the transferrin re~epto:~~ 
(CD71). Flow cytometry can, of course, be utilized to estab- 
lish the fact that two different ligands do react with the same 
or closely spaced sites on cell surfaces. Fingerroth et a1453 used 
flow cytometric analysis to study the binding of fluorescently 
tagged viruses, antibodies, and complement components to 
human B cells, and showed that the Epstein-Barr virus binds 
to the type 2 complement receptor. 

More recently, 

Ligand Binding Detected by Functional Changes 
When the ligand of interest is not available in sufficient 
quantity or purity to permit ligand labeling, the only feasible 
way to identify cells that have bound and responded to 
ligand is by demonstrating induced changes in functional 
parameters. This approach was taken by Price et a l 4 I 7 ,  who 
isolated erythroid and myeloid precursor cells from bone 
marrow based upon SCM responses to impure preparations 
of growth stimulatory factors, and by Osband et a1454, who 
isolated H, receptor bearing T cells based on membrane 
potential responses to a combination of histamine and an HI 
receptor antagonist. For this approach to work, it is neces- 
sary to have stable and reproducible flow cytometric meth- 

ods for the detection of physiologic changes induced by 
ligand binding; while such methods have improved over the 
years, the methods of preparing labeled ligands and the sen- 
sitivity of instruments have also improved, making it easier 
to detect binding per se. However, demonstration of func- 
tional changes remains useful for distinguishing between 
cells that merely bind ligand and cells that respond. Tordai 
et for example, used binding of labeled antireceptor 
antibodies and induction of calcium fluxes by unlabeled 
thrombin to identify functional thrombin receptors on T- 
lymphoblastoid cells. 

Fluorescent Ligand Binding: Some Examples 

High-density lipoprotein (HDL) binding was studied 
by Schmitz et using a rhodamine label; they compared 
fluorescent and radiolabeled ligand binding and estimated 
the number of binding sites on human lymphocytes, mono- 
cytes, and granulocytes. Trail1 et used “DiI” (dioctade- 
cyl-indocarbocyanine) to label HDL and quantified its 
binding to lymphocytes; they also1449-50 studied binding of 
DiI-labeled low-density lipoprotein (LDL). Corsetti et 

labeled LDL with N,N-dipentadecylaminostyryl- 
pyridinium iodide, which has very flow fluorescence in 
aqueous solution and which therefore should yield lower 
fluorescence background in HDL-binding measurements. 

Laborda et and Torres et examined the binding 
and endocytosis of fluorescently labeled a-fetoprotein and 
transferrin by lymphoid cells. Midoux, Roche, and Mon- 

studied binding, uptake, and degradation of fluo- 
resceinated neoglycoproteins. Others have used fluorescein 
as a label for the clotting factor VIII’460, for anaphylotoxin 
C5a1461, and for low molecular weight heparinz7”. Richer- 
son et and Sumaroka et examined binding of my- 
cobacterial muramyl dipeptides to macrophages, while 
other groups studied binding of bacteria to  platelet^'^^^.^ and 
gastrointestinal Szabo and D a m j a n o ~ i c h ’ ~ ~ ~  reported 
the used of a fluorescein-labeled, protein A-rich strain of 
Staphylococcus as a second-step reagent for immunofluores- 
cence. 

While some work has been done with fluoresceinated 
preparations of the lipopolysaccharide (LPS)‘456-’ derived 
from various species of Gram-negative bacteria, Triantafilou 
et a12732 used Alexa 488 hydtazide to label the oligosaccharide 
core of the material, avoiding interaction of the label with 
lipid A, which is the portion of the molecule involved in 
binding. Their labeled preparation can be used at concentra- 
tions in the range of those reported to be present in the 
blood of patients with Gram-negative sepsis. 

Indirect staining was used by Gabrilovich et a11468 to 
quantify binding of the HIV gp12O protein to cells; the 
protein was labeled with biotin and subsequently reacted 
with Texas Red-streptavidin. Indirect staining also provides 
amplification to facilitate detection of small numbers of 
binding sites for growth factors and cytokines. Wognum et 
al used biotinylated ligands followed by phycoerythrin- 
streptavidin to detect receptors for erythrop~ietinl~~~ and for 
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interleukin-6 (1L-6)1470; further amplification with biotin- 
anti-phycoerythrin antibody increases the signal for erythro- 
poietin receptor dete~tion’~”. Biotinylated ligands have also 
been used to quantify receptors for IL-2’47”3 and IL-41474-5, 
enabling demonstration of fewer than 100 receptor sitedcell 
in some cases. Lawrence et a12733 used a fluorescein-labeled 
high-affinity opioid in studies of the kappa opioid receptor, 
amplifying signals by staining the bound ligand with a phy- 
coerythrin-labeled anti-fluorescein antibody. 

Both direct fluorescent labeling and biotinylation of 
small molecules may, as mentioned before, result in loss of 
activity and even in the labeled ligand acquiring the charac- 
teristics of an antagonist, as was shown by Helmreich et 

who fluoresceinated glucagon at different sites, and by 
Newman et a11477-8, who made biotinylated derivatives of 
parathyroid hormone. Jans et used spacers to preserve 
biological activity when preparing biotinylated vasopressin. 
In other cases, even small molecules may be labeled without 
apparent loss of activity and binding specificity; active fluo- 
rescein derivatives of transforming growth factor beta148o, 
of chemotactic peptides’”, and of the fibronectin peptide 
arg-gly-asp-~er’“~ have been prepared, as has an active fluo- 
rescent NBD-phorbol Chianelli et have used 
fluorescence flow cytometry with a labeled antireceptor anti- 
body in competitive assays to determine whether derivatiza- 
tion of IL-2 to various nonfluorescent products affects bind- 
ing. 

Moving from very small ligands to very large ones, I 
should mention the use of labeled aggregated human im- 
munoglobulin in a flow cytometric assay for circulating 
immune complexes based on competitive binding to sur- 
face receptors on Raji cells1484, and a couple of papers on 
binding of fluorescein-labeled viruses to ce11s1485-6. 

Since ligand binding is one of the phenomena investi- 
gated in the context of high throughput screening of lead 
(I don’t mean Pb!) compounds in drug development, I 
should point out that a high throughput flow cytometer 
could be gainfully employed in this area. 

7.12 FUNCTIONAL PARAMETERS I 
The distinction I have made between structural and 

functional parameters is, to some extent, arbitrary; it is, after 
all, the function of cells that determines, maintains, and/or 
changes their structure. In general, what I have called struc- 
tural parameters describe cells’ stable morphologic charac- 
teristics and their content of specific chemical constituents, 
while the classification of functional parameters has been 
reserved for physical and chemical properties of cells which 
are defined operationally and/or which change rapidly. Both 
of these characteristics of functional parameters tend to 
make them more difficult to measure, by flow cytometry or 
otherwise, than are structural parameters. The motivation to 
make such measurements is provided by the perceptions that 
functional heterogeneity within cell populations is of bio- 
logical significance and that observations of their functional 
characteristics can aid in understanding and predicting cells’ 

behavior. I’ll start with the outside of the cell here and work 
my way in. 

Cell Surface Charge 
Valet et a1372’377 have estimated cell surface charge from 

the binding of fluoresceinated polycations to the cell sur- 
face. They believe their flow cytometric method can be 
somewhat more informative than can the conventional 
measurement of surface charge based upon cells’ electropho- 
retic mobilities, since flow cytometric analysis can be done 
using labeled polycations of different molecular weights and 
structures to define the accessibility, as well as the number, 
of various charged sites on cell surfaces. 

Cell Membrane Characteristics 

Membrane Integrity versus “Viability”: 
Dye Exclusion Tests 
I have discussed membrane integrity in connection 

with vital staining on pp. 299-301. Most people who work 
with cells are familiar with tests of “viability” based on cells’ 
capacity to exclude acid dyes such as trypan blue, eosin, 
erythrosin, nigrosin, and primulin and some basic dyes 
such as propidium. The basis of all of these dye exclusion 
tests is the same; the dyes used are impermeant, and do not 
normally cross intact cell membranes. 

A slight variation on the same theme is provided by us- 
ing esters of fluorescein or related compounds as the re- 
agents; fluorescein diacetate (FDA), introduced on pp. 24- 
7, is lipophilic, uncharged, and nonfluorescent, and thus 
readily crosses cell membranes. Once inside cells, FDA is 
hydrolyzed by nonspecific esterases to produce the fluores- 
cent fluorescein anion, which is retained (for a few minutes, 
at least) by cells with intact membranes and lost by cells with 
damaged membranes”’. 

When doing dye exclusion tests, bear in mind that 
propidium and ethidium are not interchangeable. A- 
though the two dyes behave nearly identically as intercalat- 
ing stains for double-stranded nucleic acid, ethidium will 
enter intact cells slowly, especially if the p H  of the medium 
is high, but is likely to be pumped out by an efflux pump. 
Propidium, which has one more positive charge, will not 
enter normally enter intact cells; you should thus use 
propidium, not ethidium, to test membrane integrity. 

In these days of multicolor immunofluorescence meas- 
urements, it is preferable to have a dye exclusion indicator 
that emits at a longer wavelength than propidium; Schmid et 

have shown that 7-amino-actinomycin D (7-AAD) is 
useful for this purpose, and the red-excited TO-PRO-3, 
which, like propidium, is doubly charged and impermeant 
(pp. 300-l), is also useful. In work with bacteria using a 
dual-laser instrument and adding both dyes to samples, I 
have noted that cells that take up propidium take up T O -  
PRO-3 and vice versa; I never observed cells that took up 
only one of the dyes. I have not had the opportunity to play 
the same game with either propidium or TO-PRO-3 and 
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SYTOX Green, which is a current favorite for membrane 
integrity testing, especially in and which I sus- 
pect has at least three positive charges. 

Bhuyan et a1336 and Roper and D r e ~ i n k o ’ ~ ~ ,  in papers 
published in 1976, showed independently that cells treated 
with lethal doses of cytotoxic drugs remained “viable” by dye 
exclusion tests for several days, and that the fraction of viable 
cells estimated by dye exclusion or 5’Cr was consid- 
erably higher than the fraction of cells that retained clono- 
genicity in culture. As a general rule, cells that let in try- 
pan blue or  propidium are dead, but cells that don’t are 
not necessarily viable. 

Despite the limitations of dye exclusion tests, there have 
been a lot of papers published that describe various flow 
cytometric adaptations and application2 ‘65.  ‘’” 240’ 3L3’ ’*‘”’ 338-45. 

As might be expected, dye exclusion provides a somewhat 
more accurate measure of viability when applied to situa- 
tions in which cells are killed by punching holes in their 
membranes, e.g., freezing or immune l y ~ i ? ~ ~ .  

Cells that do have holes in the membrane usually admit 
molecules considerably bigger than dyes, and thus tend to 
stain nonspecifically with fluorescent antibodies, lectins, etc. 
If fluorescein is being used to label such ligands, the addition 
of erythrosin or ethidium (or, preferably, propidium) to the 
sample produces strong fluorescence in the dead cells, allow- 
ing them to be gated out of analyses165’ 313’ 326-7. Khaw et 
worked the other side of this street, detecting loss of mem- 
brane integrity in cardiac muscle cells by their binding of 
fluorescent spheres coated with an antimyosin antibody. 
Stohr and Vogt-Schaden”’ used a mixture of Hoechst 33342 
and propidium to stain DNA in unfixed cells; this allows 
discrimination of cells with intact (blue fluorescence) and 
damaged (red fluorescence) membranes. Wallen et al showed 
that this test, like other dye exclusion tests, does not give a 
good indication of reproductive ~iability’~’, reinforcing the 
conclusions others reached earlie?36-7. 

If you think about it, you’ll probably guess that it is eas- 
ier to see a cell lightly stained with eosin or propidium, un- 
der a fluorescence microscope, than it is to see a cell lightly 
stained with trypan blue under a transmitted light micro- 
scope. This would suggest that dye exclusion tests done by 
absorption and fluorescence might give different results. 
During the development of the Block differential leukocyte 
counter, some comparative studies of trypan blue and 
ethidium (we didn’t appreciate the difference between 
ethidium and propidium at the time) exclusion were done; 
the proportion of damaged cells estimated by ethidium fluo- 
rescence was always higher than that estimated by trypan 
blue absorption, and the ratio of the two remained nearly 
constant from sample to sample (K. F. Mead, unpublished). 
Other? have made similar observations. 

Berglund et alSos examined the UV-excited, blue fluores- 
cent sulfonated dye Calcofluor White M2R (CFW), an 
optical brightener closely related to the ‘ I N ”  used in the 
Block differential staining system, as a dye for assessing 
membrane integrity; it works well with animal cells but may 

stain the walls of plant cells even when the membranes are 
intact. There may be some advantage to using CFW or dyes 
with similar spectral characteristics when one is trying to 
measure other parameters by green and orange or red fluo- 
rescence using 488 nm excitation. However, as a general 
rule, one can use propidium as a membrane integrity indica- 
tor even when utilizing orange fluorescence measurements 
for other purposes, by adjusting the propidium concentra- 
tion; if not, 7-AAD (or TO-PRO-3 if you have a red laser 
and a 488 nm laser) will almost certainly work. 

If, for example, you are trying to measure pyronin Y 
fluorescence in intact cells, adding propidium at a concen- 
tration of 1-2 pg/ml to the sample (this is less than 1/20 the 
concentration at which the dye is commonly used for 
stoichiometric DNA staining) will produce strong red fluo- 
rescence in cells with damaged membranes. If the detector 
used for the pyronin measurement has a response extending 
to at least 600 nm, the cells with damaged membranes will 
show up off-scale in this channel; alternatively, a separate red 
(600-640 nm) detector could be used. When using cells 
stained with Hoechst 33342, bear in mind that, if it gets in, 
propidium will strongly quench the Hoechst dye fluores- 
cence; if you are triggering on the Hoechst dye fluorescence 
signal, you may have to adjust the threshold accordingly. 7- 
AAD, in my experience, does not quench Hoechst dye fluo- 
rescence to the same extent. 

Even if a cell does let propidium or the other “excluded 
dyes in, you can’t be absolutely sure it’s nonviable. Cell 
membranes can be transiently permeabilized, not only to 
dyes, but to macromolecules, by physical or chemical means, 
as discussed on pp. 300-301, and then resealed with reten- 
tion of viability - even reproductive viability. If you perme- 
abilize cells in a solution of propidium, reseal them, and add 
FDA (to a final concentration between 500 ng and 1 pg/ml, 
from a 0.5-1 mg/ml working solution in DMSO), any cells 
that weren’t permeabilized will show only green cytoplasmic 
fluorescence, any cells that didn’t reseal or had damaged 
membranes to start with will show only red nuclear fluores- 
cence, and cells that were permeabilized and resealed will 
show green cytoplasm and red nuclei (F. Tsang & H. 
Shapiro, unpublished). Jones and Senfiso7 noted that air- 
dried smears could be made from cell suspensions stained 
with FDA and propidium, allowing the fraction of cells with 
intact membranes to be determined as long as a week after 
slides are made. 

Two compounds closely related to FDA and originally 
developed for intracellular pH estimation also offer advan- 
tages for dye exclusion tests because the fluorescent materials 
formed from them in cells are lost from the cells much more 
slowly than is fluorescein. The compounds are carboxyfluo- 
rescein (COF) and 2’,7’-bis’(carboxyethy1)-5-(6’)- 
carboxyfluorescein (BCECF); they will be discussed in 
more detail in the section on p H  measurement. However, 
when it comes to dye-exclusion tests, the real champion 
among fluorescein-based dyes is calcein, introduced into 
cells as the acetoxymethyl (AM) ester; once the ester is 
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cleaved, the free dye stays inside cells much longer than the 
others (but see pp. 376-7). In general, however, people now 
seem to use nucleic acid dyes in preference to various fluo- 
rescein derivatives for dye exclusion testing, because the ob- 
jective is often to eliminate dead cells from immunofluores- 
cence analysis, and any of the fluorescein derivatives will 
produce enough of a green fluorescence signal to make it 
difficult or impossible to measure immunofluorescence using 
fluorescein, PE, or even PE tandems. 

Detecting “Dead” Cells in Fixed Samples 
Many of the samples now run through flow cytometers 

have been fixed before they are run. Identification of cells 
that had lost membrane integrity before fixation is useful, 
because when a sample is stained with fluorescent antibodies 
to a cell surface antigen or antigens prior to fixation, anti- 
bodies will enter cells with damaged membranes, and those 
cells will therefore exhibit high levels of nonspecific fluores- 
cence. Riedy et developed a method for identification 
of membrane-damaged cells using the irreversible binding of 
photoactivated ethidiurn rnonoazide (EMA). EMA is a 
positively charged molecule containing the nucleic acid- 
binding fluorophore ethidium; it is excluded by “viable” 
cells with intact membranes and enters cells with damaged 
membranes. When added to a sample prior to fixation, 
EMA can be covalently bound to nucleic acids by photo- 
chemical crosslinking using visible light. When the samples 
are subsequently washed, stained with antibodies and fixed, 
ethidium is retained only in those cells that had damaged 
membranes prior to fixation; at appropriate levels, the 
ethidium fluorescence is distinguishable from fluorescein 
and phycoerythrin emission. 

These days, there’s an easier way to do things. Schmid et 
a12735 found that, if cells were exposed to 4 &mL 7-AAD 
before fixation, the dye could be kept in only those cells that 
had lost membrane integrity prior to fixation by addition of 
4 pg/mL actinomycin D (AD) to subsequent fLy, stain and 
wash solutions and buffers. AD is nonfluorescent, but com- 
petes with 7-AAD for binding sites on DNA. The 7- 
AAD/AD combination was used with fluorescein- and PE- 
labeled antibodies and TO-PRO-3 (with added RNAse) to 
permit two-color immunophenotyping and DNA content 
determination in cells that were not membrane-damaged 
prior to fixation. 

Membrane Fusion and Turnover; Cell Tracking 
It is often desirable to be able to attach permanent or 

relatively permanent fluorescent labels to cell membranes, 
for such purposes as detecting cell aggregation or hybridiza- 
tion, determining the localization and fate of cells isolated 
from and reinjected into an animal, and establishing the rate 
of turnover of various components of the membrane itself. A 
number of fluorescent compounds have been used for such 
membrane labeling. 

Covalent labels such as FITC and XRITC bind to mem- 
brane proteins; Abernethy et found that lymphocytes 

labeled with both dyes and reinjected into sheep could be 
followed over periods of days, and that FITC-labeled cells 
isolated from lymph could be double labeled with XRITC 
and recovered. Capo et noted that there was some non- 
specific transfer of fluorescein molecules (about 10,000 
molecules) from FITC-labeled to unlabeled cells in vitro, 
suggesting that FITC is not the stablest of labels. Weston 
and Parish’542 reported that Hoechst 33342-, BCECF-, and 
calcein-labeled cells could be followed for 2-3 days, while 
cells covalently labeled with carboxyfluorescein suc- 
cinimidyl ester (CFSE) retained label for weeks. 

Another class of labels are incorporated into the mem- 
brane lipid bilayer itself. Among the most widely studied are 
derivatives of cyanine dyes, including “DiI” (dioctadecyl- 
indocarbocyanine) and “DiO” (dioctadecyloxacarbo- 
~yanine)’~~’,  both of which can be excited at 488 nm, with 
DiO emitting green fluorescence at about 500 nm and DiI 
emitting yellow fluorescence at about 565 nm. Fluorescein 
and phycoerythrin emission filters are, respectively, well 
suited for measurement of DiO and DiI. The octadecyl (C,J 
side chains of these probes reside in the lipid bilayer; the 
chromophores remain at the surface. 

When used to label neuronal cells, which do not divide, 
DiI and DiO persist in the membrane for months; they were 
found to remain detectable for more than a week in cultured 
endothelial and smooth muscle St. found 
that DiI was toxic to embryonic rat neurons, and that the 
C,, derivative, which was not, could be used effectively for 
long-term labeling. Ledley et used DiI as a marker to 

determine localization of transplanted hepatocytes and thy- 
roid follicular cells by flow cytometry. 

Paul Horan and his  colleague^^^^^-^^ introduced the PKH 
series of tracking dyes, which includes both radioactively and 
fluorescently labeled compounds incorporating longer ali- 
phatic chains (e.g., CZ4) than are found in DiI and D10. 
Presumably, these molecules incorporate into the outer layer 
of the lipid membrane bilayer and penetrate into the inner 
layer, providing stronger binding and, as a result, longer 
persistence. These dyes have been used to study peritoneal 
macr~phages’~~~.~,  to discriminate target from effector cells in 
cytotoxicity assays155”, to track lymphocytes used in adoptive 
i m m ~ n o t h e r a p ~ ~ ~ ~ ,  and to label bacteria for studies of 
phago~ytosis~~~’. I know of no comparative study of PKH 
dyes vs. DiI and DiO, but the PKH dyes demonstrably 
work. 

Cell Proliferation Analyzed Using Tracking Dyes 
if a cell labeled with a 

tracking dye subsequently proliferates, each daughter cell 
will get approximately half the label; in the next generation, 
each daughter cell will carry one-quarter of the label, and so 
on. Analysis of the labeling intensities of cells grown in vivo 
or in vitro after labeling will, therefore, allow determination 
of the number of division cycles through which each cell has 
progressed since the label was applied. While similar infor- 
mation can be obtained from bromodeoxyuridine labeling 

As Horan et al pointed 
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studies, it is much simpler to obtain using tracking dyes. 
Ashley et used the yellow-fluorescent dye PKH26 GL 
to follow leukemic cells through several cell divisions; more 
recently, Yamamura et al’555 developed a method for analysis 
of proliferation of stimulated lymphocytes using the same 
dye. Results are shown in Figure 7-23. 
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Figure 7-23. Cell proliferation indicated by dilution 
of fluorescence of the tracking dye PKH26 in mito- 
gen-stimulated and unstimulated peripheral lympho- 
cytes after 5 days in c~lture’”~. The data and figures 
were provided by Yasuhiro Yamamura (Ponce (PR) 
School of Medicine), Abraham Schwartz (Flow Cy- 
tometry Standards Corp.), Bruce Bagwell, and Don 
Herbert (Verity Software House). 

The raw histograms in the figure were analyzed using a 
variant of the ModFit DNA analysis program from Verity 
Software House, which does nonlinear least squares fits to 
decompose a histogram into a sum of distributions repre- 
senting successive generations of daughter cells. The model 
can identify as many as ten successive generations of cells. 
This cannot be done using BrUdR or tritiated thymidine; 
the tracking dye technique also has the advantage of being 
usable with live cells, permitting sorting of cells in different 
generations. The PKH dyes and analysis software are avail- 
able from Sigma. 

Tracking dyes are particularly useful for analysis of re- 
sponses of lymphocytes to antigens. When mitogens are used 
for lymphocyte stimulation, a majority of cells respond. In 
antigen stimulation, the fraction of responsive cells ranges 
from 1 or 2 percent, in mixed lymphocyte reactions, to one 
cell in several hundred thousand, which is typical when cells 

are exposed to viral antigens. In a lymphocyte population, 
there should be a spectrum of affinities for a particular anti- 
gen; cells that begin proliferating earlier may have different 
characteristics from those that begin proliferating later. This 
could be established by sorting of cells with different labeling 
intensities following stimulation by antigen, which might 
also provide clones useful for their cellular or humoral speci- 
ficities. Sorting experiments along this line should also be 
able to determine to what extent late proliferative responses 
in antigen-stimulated cells are the result of recruitment, 
rather than of specific reaction to antigen. 

A look at Figure 7-23, however, shows that the fluores- 
cence distributions calculated by the model for successive 
generations of PKH26-labeled cells are rather broad and 
overlap considerably, meaning that sorting from any particu- 
lar segment of the distribution would be likely to yield a 
mixture of cells from several generations. Since the previous 
edition of this book appeared, carboxyfluorescein suc- 
cinimidyl ester (CFSE)2349-50 has become widely used as a 
tracking dye for analysis of cell proliferation. 

CFSE is, as Dick Haugland points out in the Molecular 
Probes H ~ n d b o o k * ~ ~ ~ ,  an inappropriate term to describe the 
succinimidyl ester of 5(6)-carboxyfluorescein diacetate. He 
suggests CFDA SE; the name may not sell, but the sales 
receipts from the chemical itself should salve any wounds to 
his pride. CFSE is not properly a membrane label; it, like 
FDA and the esters of carboxyfluorescein and calcein, readily 
crosses cell membranes and enters cells, and is cleaved by 
intracellular esterases to a fluorescent form. Unlike fluo- 
rescein, carboxyfluorescein, and calcein, the fluorescent form 
of CFSE carries a reactive succinimidyl group, allowing it to 

bind covalently to amino groups in proteins; this accounts 
for the extremely long-term retention of the dye. 

Both CFSE and the PKH dyes have been reported to be 
toxic to cells; this limits the concentrations at which they 
can be used to label a first generation, and, since tenth- 
generation cells will, on average, be only 1/1024 as bright as 
first generation cells, starting with lower concentrations of 
tracking dyes will usually decrease the number of generations 
discernible by flow cytometric measurements. 

The PKH dyes and other long-chain fatty acid deriva- 
tives are more difficult to load into cells than is CFSE, but it 
is possible to make measurements of fluorescein- and PE- 
Cy5-labeled antibodies in cells stained with PKH26, while it 
is impossible to use fluorescein-labeled antibodies and difi- 
cult to use PE and some of its tandems in CFSE-stained 
cells. However, as can be seen from a comparison of Figures 
7-23 and 7-24, CFSE clearly outdoes PKH26 in delineating 
generations. It is likely that if cells were sorted from a narrow 
middle region of one of the peaks shown in the bottom 
panel of Figure 7-24, the sorted population would come 
predominantly from a single generation. 

Tracking dyes have had a substantial impact on studies 
of cellular immunology in recent years, and their applica- 
tions to the study of lymphocyte development and activation 
will be discussed further in Chapter 10 (p. 501). 
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Figure 7-24. Cell proliferation of CD4+ lymphocytes indicated by dilution of fluorescence 
of carboxyfluorescein introduced into cells as the succinimidyl ester of carboxyfluorescein 
diacetate (CFSE). TO-PRO-3 was used to exclude dead cells. The data and figures were pro- 
vided by Jonni Moore (U. of Pennsylvania) and Don Herbert (Verity Software House). 
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It would be desirable to have a tracking dye that did not 
emit fluorescence in the range of major popular antibody 
labels. There is nothing magic about :he chromophores of 
either the PKH dyes or CFSE. The critical components of a 
PKH dye or of DiO, DiI, etc. are the long chain alkyl 
groups, which lock the compound into the lipid bilayer; the 
cyanine dye serves as a label. The chromophore in PKH26 is 
basically Cy3; Molecular Probes offers similar dyes with C,, 
alkyl groups and red-excited (Cy5-like) or near-infrared- 
excited (Cy7-like) chromophores. 

The key characteristics of a CFSE-like dye are permeancy 
and a reactive group (amine-reactive, in the case of CFSE). 
Molecular probes sells a succinimidyl ester of SNARF-1 
carboxylic acid, acetate, this compound, for which I’ll accept 
any nickname with fewer than 10 letters, can be excited at 
488 nm, but emits at longer wavelengths than does CFSE. 
Unfortunately, SNARF-1 itself was designed as a p H  indica- 
tor; its emission characteristics change rather more dramati- 
cally with pH than do those of fluorescein, and any changes 
in intracellular pH with cell cycle stage or generation num- 
ber might compromise the use of the SNARF-1 derivative 
for proliferation studies. A permeant reactive dye with spec- 
tral characteristics similar to Cy5.5 or rhodarnine 800 (red- 
excited, emission >690 nm) would permit use of fluorescein, 
PE and almost all PE tandems for antibody labeling and 
gating, and could be very useful. 

Membrane Organization and FluiditylViscosity 

Lipid Packing Assessed with Merocyanine 540 
Merocyanine 540 (MC.540) is a green-excited, orange- 

fluorescent dye that, when it is applied to nerve axons, ex- 
hibits very small (0.3%) fluorescence changes in response to 
changes in membrane potential457. It can be excited at 488 
nm, and its fluorescence is detectable through the 575 nm 
filters normally used for phycoerythrin measurement. 
MC540 was found by Valinsky, Easton, and R e i ~ h ~ ~ ~  to stain 
immature and leukemic but not normal leukocytes; the 
staining was independent of membrane potential. The dye 
was subsequently used to photosensitize and 
malaria-infe~ted’~~’ cells. 

McEvoy et a1155s noted that MC540 binds preferentially 
to membranes with loosely packed lipids, and provides a 
flow cytometric method for assessing lipid organization in 
individual cells. Analyses of cells stained simultaneously with 
MC540 and 1-[4-trimethylammo-niumphenyl]-6-phenyl- 
1,3,5-hexatriene, which gave a signal to normalize for surface 
area, showed that all leukocytes in peripheral blood bound 
equivalent amounts of dye per unit surface area, indicating 
that lipids of the plasma membranes of all cell types are or- 
ganized similarly. Lymphocytes, monocytes, and neutrophils 
activated by appropriate stimuli all bound increased 
amounts of dye per unit surface area, indicating a change in 
lipid organization to a less-ordered state. 

Bright staining with MC540 is often achieved by W il- 
lumination of the cells during staining. Szabo et 

showed that staining of mouse spleen cells was greatly en- 
hanced by UV illumination before addition of the dye, and 
that UV treatment caused an increased permeability toward 
propidium iodide and, later, intracellular fluorescein as well 
as increased MC540 staining, although the increase in 
MC540 fluorescence preceded the other effects. They sug- 
gested that penetration of MC540 to the more fluid inner 
membrane structures explains the fluorescence increase. 

using 
MC.540 and Hoechst 33342 on total bone marrow or pe- 
ripheral blood cells, confirmed that the MC540-stained 
population included all the cycling cells, indicating that 
MC.540 can be used as a marker for human hemopoietic 
cells. However, Pyat$736 et al found more total and commit- 
ted progenitor cells in (:he CD34+MC540 dim population 
than in the CD34+MC540 bright population. 

Around the time Annexin V2353-4 was recognized as de- 
tecting membrane asymmetry in apoptotic cells, it was re- 
ported that MC540 was also effective for that pur- 

, staining apoptotic cells more brightly. The dye pose273~-s.2~~a 

has been used only sporadically to detect apoptosis, but ap- 
pears to be e f f e ~ t i v e ~ ~ ~ ’ ~ ~ ~ .  Changes in MC540 fluorescence 
occur during platelet activation, and are apparently depend- 
ent on changes in accessibility of phosphatidyl~erine~~~’~~. 

I suspect that at least some oxonol dyes may also respond 
to membrane asymmetry; I will have more to say about this 
in the section on membrane potential dyes. 

Double-staining experiments by Belloc et 

Membrane Fluidity and Microviscosity: 
Assessment Using Fluorescence Polarization 

The concepts of membrane fluidity and microviscosity 
date from the early 1970’~~’’.~, by which time the Singer- 
Nicholson fluid mosaic model of the cell membrane399 
was generally appreciated, if not equally generally accepted. 
While it had become clear that many of the processes in- 
volved in the regulation of cell growth, differentiation, and 
differentiated function were mediated by receptor proteins 
extending through the cell membrane, it was also evident 
that the function of these proteins might be altered by local 
or global changes in the state of the lipid bilayer portion of 
the membrane. 

Shinitzb and Inba?97-8 investigated this possibility using 
measurements of the polarization of fluorescence of a hydro- 
phobic probe bound to the membrane bilayer to derive an 
estimate of the physical state of membrane lipids. As was 
noted on pp. 114 and 283, when fluorescence is excited by 
polarized light, both the polarization and the anisotropy of 
fluorescence increase as the motion of chromophores be- 
comes more restricted, i.e., as the “viscosity” of the medium 
increases, or as the “fluidity” decrease?. 

The probe Shinitzky and Inbar used for their measure- 
ments is 1,6-diphenyl-l,3,5-hexatriene (DPH). This is an 
uncharged hydrophobic material that is essentially nonfluo- 
rescent when coerced into aqueous media but which exhibits 
W-excited blue fluorescence in nonpolar solvents. When a 
small amount of DPH in tetrahydrofuran (THF) or di- 
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methyl sulfoxide (DMSO) is added to a cell suspension, 
examination of cells under the fluorescence microscope 
shows DPH in most membranous and lipid-containing 
structures, inside the cells as well as in the outer membrane. 
If you look at cells such as peripheral blood lymphocytes, in 
which there aren't a lot of intracellular membranous struc- 
tures, you'll get the idea that DPH is only in the outer 
membrane, but it ain't so. 

The original measurements of DPH fluorescence polari- 
zation were done on cuvettes full of cells in a modified spec- 
trofluorometer; an instrument specially designed for such 
measurements was later manufactured by Elscint (Haifa, 
Israel). Differences in anisotropy were found between nor- 
mal and leukemic and between cells before and after 
exposure to mitogen?' and viru~e?.~. These findings 
stimulated Arndt-Jovin et al to implement anisotropy meas- 
urements on their cell s o r t e Y 6 ;  they found changes in 
anisotropy during DMSO-induced differentiation of Friend 
leukemia cells. 

Several factors that affect membrane microviscosity have 
now been identified. The cholesterol content and the frac- 
tions of unsaturated and saturated fatty acids in membrane 
lipids exert strong influences; cholesterol depletion decreases 
viscosity while increasing cholesterol content has the oppo- 
site effect. Increasing the content of unsaturated fatty acids 
decreases rni~roviscosity~'~. Changes in lipid composition 
could explain some of the slower changes in microviscosity 
observed in connection with interactions of various materials 
with the membrane; however, it is more difficult to explain 
rapid changes in microviscosity on this basis. 

In experiments with phospholipid membrane vesicles, 
Lelke;" showed that measured microviscosity increases with 
the electrical potential difference across the cell membrane, 
whether the interior of the vesicles is made electrically nega- 
tive with respect to the exterior (as is the case with cells) or 
vice versa. He suggested that this results from an electrostric- 
tive effect, i.e., that the high electric field, proportional to 
the transmembrane potential difference, which exists only 
across the thickness of the membrane bilayer maintains ori- 
entation of the lipid molecules and that mobility is decreased 
as field strength increases. 

Karnovsky et a l 4 I 2  have attacked the concept of mem- 
brane microviscosity as being too simplistic; they have 
amassed abundant evidence that the mobility of lipids differs 
in different domains of the membranes of individual cells. 
One certainly cannot expect to derive detailed information 
from measurements of the average anisotropy of a few mil- 
lion cells in a cuvette. This doesn't mean that there may not 
be a place for flow cytometric measurements of DPH emis- 
sion anisotropy in single cells, but nobody seems to have 
found a good use for them yet. Later studies, which have 
looked at fluorescence polarization using DPH845 and other 
membrane pr0beS4'~''~~ have not provided a major impetus 
for a resurrection in this area. 

Details of flow cytometric measurement techniques have 
been given by Fox and Del~hery '~~,  and, more recently, by 

Bock et a11561-2 and Collins and G r ~ g a n ' ~ ~ ~ ' ' ' ~ ~ .  Collins and 
G r ~ g a n ' ~ ~ ~  compared bulk fluorometric and flow cytometric 
measurements and found them equivalent; they ex- 
amined a series of n-@anthroyloxy) fatty acid probes, where 
n = 2, 3, 6, 7, 9, 12, and 16, showing that the anthroyloxy 
moieties of the probes located at a graded series of depths in 
the outer leaflet of the plasma membrane of living HeLa 
cells. For diRerent n, the efficiency of quenching with an 
aqueous phase quencher, Cu", decreased with increasing n. 
The probes should therefore be usable for measurements of 
dynamic parameters related to membrane fluidity at differ- 
ent depths in the plasma membrane. Vincent-Genod et a12762 
noted a decrease of 3-, 6-, and 9-(9-anthroyloxy) fluores- 
cence anisotropy values in late apoptotic lymphocytes, com- 
pared to viable lymphocytes. 

Seidl et a12'" devised a method for estimating membrane 
microviscosity that does not require fluorescence polariza- 
tion measurements. Pyrene decanoic acid (PDA), a W- 
excited lipid probe, normally emits at 397 nm; collision be- 
tween two molecules, one in the excited state and one in the 
ground state, forms an excimer that emits at 485 nm. Since 
the rate of excimer formation depends on the rate of diffu- 
sion of molecules in the membrane, a change in microviscos- 
ity results in a change of the excimer/monomer fluorescence 
emission ratio. 

Lipid Peroxidation 

Hedley and described a method for measuring 
lipid peroxidation using time resolved flow cytometry. The 
naturally fluorescent fatty acid cis-parinaric acid, which is 
readily consumed in lipid peroxidation reactions, losing its 
fluorescence, was loaded into cells by exposure to a 5 pM 
concentration for 60 minutes at 37 "C. Fluorescence micros- 
copy showed diffuse staining of surface and internal mem- 
branes. A 325 nm HeCd laser was used to excite parinaric 
acid fluorescence at 405 nm. Addition of the oxidant t-butyl 
hydroperoxide resulted in a burst of intracellular oxidation, 
demonstrated by simultaneously loading the cells with di- 
chlorofluorescein, and in loss of parinaric acid fluorescence 
over time; this was followed by cell death, indicated by de- 
creased forward light scatter and propidium uptake. Pre- 
treatment of the cells with the antioxidant alpha-tocopherol 
(200 pM) reduced the rate of loss of parinaric acid fluores- 
cence and delayed the onset of cell death. Simultaneous bio- 
chemical analysis of the lipid peroxidation breakdown prod- 
uct malondialdehyde revealed a close temporal correlation 
with loss of parinaric acid fluorescence, with and without 
alpha-tocopherol treatment, suggesting that the flow cy- 
tometric assay for lipid peroxidation is comparable to stan- 
dard methods. 

The problem with parinaric acid is that, while it is very 
well excited by a 325 nm He-Cd laser, it is very poorly ex- 
cited at 350 nm and above, meaning that you will get almost 
no signal out of the probe even if you use a big argon or 
krypton laser for UV excitation. That didn't stop somebody 
I knew from publishing some essentially meaningless figures 
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in which the distributions (mostly of noise) just happened to 
shift around in the right directions to support his hypothesis 
- and in a good single-name journal, too. As I have said be- 
fore, bad flow happens to good journals. 

If you only have a 488 nm laser, you can measure lipid 
peroxidation using a fluorescence emission ratio from hexa- 
de~anoyl-B0DIPY-FL’~~~, or by measuring decreasing fluo- 
rescence from 5-dodecanoylfl~orescein’~~~~~ or fluoresceinated 
ph~sphatidylethanolamine’~~“~. 

Membrane Permeability to Dyes and Drugs: 
The Drug Efflux Pump(s) Revisited 
Differences in the temporal pattern of uptake and reten- 

tion of Hoechst 33342 were used in the late 1970’s for 
studies of lymphocyte a ~ t i ~ a t i o n ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ’ ~ ~ ;  this led to the 
demonstration in 1981 by Lalande, Ling, and Miller that 
dye retention was determined by the operation of what is 
now recognized as the P-glycoprotein (Pgp) drug efflux 
pump. This subject has already been discussed briefly on p. 
309; we will return to it presently. 

Flow cytometry of the kinetics of intracellular accumula- 
tion of fluorescent drugs, e.g., anthracyclines such as 
doxorubicin (daunomycin) and adr iamy~in~~’ .~ ’~~~ ,  and drug 
analogues, such as fluoresceinated derivatives of meth- 
otre~ate~’~.~,  can obviously be useful in pharmacology, e.g., 
for determination of mechanisms of drug resistance. The 
methotrexate analogues, in particular, have been valuable in 
studies of gene amplification357. Krishan, who has done ex- 
tensive studies of anthracycline uptake and retention pat- 
terns in tumor cells and of their perturbation by phenothiaz- 
ines and calcium channel has reviewed the 
general area of flow cytometric analysis of drugs and drug 
analogues on several occasions over the  year^^^^'^^^^-^^. 

The cationic dye rhodamine 123 had been shown by 
Lan Bo Chen and his colleagues in 1980 to stain mitochon- 
dria@’; it was established in 1981 that the retention of the 
dye in mitochondria after washing was dependent on the 
existence of an interior-negative mitochondrial membrane 

By this time, it had already been noted that 
lymphocyte stimulation was accompanied by increased rho- 
damine 123 s t a in inc .  From 198 1 to 1985, rhodamine 123 
retention was thought to depend primarily on membrane 
potential. In 1985, Sonka et found that in cells of an 
anthracycline-resistant tumor line, which was known to have 
an active efflux pump, rhodamine 123 retention was low. 
Substances such as verapamil, which were known to increase 
the sensitivity of anthracycline-resistant cells, inhibiting the 
pump, also shifted the cells from low to high rhodamine 123 
retention. Tapiero et 

At about the same time, Bertoncello, Hodgson, and 
and, slightly later, Mulder and V i ~ s e r I ~ ~ ~  observed 

that bone marrow stem cells exhibited low rhodamine 123 
retention. This characteristic remains usehl for isolation of 
cells with marrow repopulating activity; it is now known to 
be due to the operation of an efflux pump, although it was 
originally attributed to decreased mitochondrial respiration. 

reported similar findings in 1986. 

Since the mid-l980’s, various authors have described 
methods for demonstrating multidrug resistance, i.e., the 
presence and activity of the drug efflux pump, in tumor 
cells, based on uptake and or retention of Hoechst 33342I5’O, 
a n t h r a c y c l i n e ~ ’ ~ ~ ~ ~ ~ ~  1576, rhodamine 123 
and antibodies against P -g ly~opro te in l~~~~~’  1576 . The pump has 
also been demonstrated in human peripheral lymphoid cells 
(B and NK, but not most T c e l l ~ ) I ~ ~ ~ ,  t r y p a n o ~ o m e s ~ ~ ~ ~ - ~ ~ ,  and 
some Kessel et in an article well worth 
reading, demonstrated efflux from drug resistant cells of 
Hoechst 33342, rhodamine 123, and several cyanine dyes 
commonly used as membrane potential probes, and cau- 
tioned against drawing the conclusion that changes in rho- 
damine and cyanine dye fluorescence in cells are due to 
membrane potential changes. Oxonol dye probes of mem- 
brane potential, which are anionic and which apparently do 
not enter cells in large amounts, are largely unaffected by the 
operation of the pump. I will return to this issue in the dis- 
cussion of membrane potential probes. 

Assaraf and  other^"*^.^ further characterized methotrexate 
(MTX) resistance mechanisms, demonstrating that fluo- 
rescein-MTX is not transported by the carrier responsible for 
MTX uptake, but enters cells by passive diffusion. The la- 
beled compound, however, remains useful for demonstration 
of increased intracellular dihydrofolate reductase, which 
causes one type of resistance to M’TX. A second type appears 
to be due to decreased transport of MTX analogues into 
cells. 

Fluorescent probes for specific transporters have been 
developed; Wiley et allss6 described a fluorescein-labeled 
probe for the nucleoside transporter, while Knaus et a115n7-s 
made BODIPY-labeled probes which bind to calcium chan- 
nels. Using a somewhat less specific probe, the blue-violet- 
excited, green fluorescent anionic dye lucifer yellow, loaded 
into cells by electroporation, Dinchuk et aliSs9 showed that 
an anion transport mechanism was responsible for efflux of 
the dye from lymphocytes. Aller et a12751 and Natarajan and 
Srien~’~~’.~, respectively, used NBD-glucose to study glucose 
uptake kinetics in rat brain cells and E. roli. 

Dordal et a12754 used a three-compartment mathematical 
model and kinetic measurements to assess the pharmacoki- 
netics of doxorubicin. 

We now know that there are multiple pumps that can 
mediate efflux of drugs and dyes from ce11s2748-50. In addition 
to P-glycoprotein, there are (at least) multidrug resistance 
protein (MRP)2755-7, breast cancer resistance protein 
(BCRP)2758, and lung resistance protein (LRP)’748, and 
some tumors and cell lines contain more than one active 
pump. Whole-cell studies of one pump in such cells there- 
fore require either the use of a substrate that is processed by 
only that pump or the use of a selective inhibitor(s) for the 
pump(s) not under study. 

P-glycoprotein transports Hoechst 33342, rhodamine 
123, and doxorubicin, among other compounds, and many 
acetoxymethyl (AM) esters, including indo-1 AM and fluo-3 
AM, both used for cytoplasmic calcium measurements, and 

1575, 1577 , cyanine 
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calcein AM, used in tests of membrane integrity (pp. 370- 
1). If you are using these probes, it is advisable to determine 
whether or not the cells you are studying contain pumps 
that might interfere with your experiment. P-glycoprotein is 
inhibited by cyclosporin A, which competes with substrate 
molecules for binding sites, by the calcium channel blocker 
verapamil, which does not, by phenothiazines such as 
trifluoperazine and prochlorperazine, and, for those with a 
taste for political controversy, by RU 486. 

MRP is a particularly effective transporter of glutathione 
S-conjugates of drugs; it also effluxes both calcein AM and 
free calcein, and ~arboxy-2',7'-dichlorofluorescein~~~", bur 
not BCECF-Ah4'757. MRP is inhibited by indomethacin, 
MK571, and probenecid. Mitoxantrone was found by 
Minderman et a12758 to be the only material that served as a 
substrate for BCRP in all of the cell lines they tested; fumi- 
tremorgin C inhibited mitoxantrone efflux by BCRP. 

It is advisable to use a n t i b ~ d i e < ~ ~ ~ . ~ ~ ' ~ ,  particularly anti- 
bodies that do not interfere with pump activity, as well as 
substrates to detect and quantitate protein pumps. Chen and 
Simon276o transfected cells with a Pgp-GFP hsion protein, 
allowing simultaneous quantitation of cells' content of pro- 
tein and substrate, and showed that the degree of efflux de- 
pended only on the quantity of Pgp present in cells; Wang et 
alZ7'"' have standardized a flow cytometric assay for identifica- 
tion and evaluation of Pgp inhibitors. 

There is a great deal more biochemical diversity among 
the prokaryotes than among the mammals, and we know 
that bacteria have a broader range of pumps than we do, and 
use some them to resist the actions of antibiotics. This is 
probably a good place to point out that all membranes are 
not created equal; the outer membrane of Gram-negative 
bacteria is, under normal conditions, impermeable to many 
lipophilic materials, such as cyanine dyes, which readily and 
rapidly enter almost all other types of cells, although it can 
be permeabilized, e.g., with EDTA. I have used this property 
as the basis of a "flow cytometric Gram stain" which will be 
discussed in Chapter 10; Molecular Probes advertises sets of 
nucleic acid dyes for the same purpose. 

Endocytosis of Macromolecules and Particles 
Fluorescently tagged macrorn01ecule?~~~~~, plastic mi- 

crop article^^^'^^, and have been used to study en- 
docytosis and phagocytosis. Murphy et a1369 and Bassse et 
a1375 have examined p H  changes in the environment of endo- 
cytosed material, utilizing the pH-dependence of fluorescein 
fluorescence . A refinement in this technique was intro- 
duced by Murphy et d376; cells are incubated with a mixture 
of fluorescein- and rhodamine B-labeled ligands, and excited 
at 488 nm, and the ratio of fluorescein and rhodamine fluo- 
rescence is calculated. 

The emission intensity of fluorescein, when the dye is 
excited at 488 nm, decreases with decreasing pH over the 
range 8-4. The spectrum of rhodamine B does not change 
appreciably with pH over this range. The ratio of fluores- 
cence signals from the two labels can thus be used to provide 
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a measure of the ambient p H  that does not vary with varia- 
tions in the total amount of material in different cells. Addi- 
tional material relating to this technique will appear in the 
later section on p H  measurements. 

As one would expect, work on flow cytometric meas- 
urement of endocytosis has concentrated heavily on analysis 
of blood mononuclear and polymorphonuclear phagocytic 
cells. Terstappen et als2' developed a flow cytometric assay 
for circulating immune complexes in serum based upon 
phagocytosis of the complexes by granulocytes from healthy 
donors and subsequent immunofluorescent detection of 
intracellular complexes. Davis et al"'" have used fluorescein- 
labeled dextran to study fluid pinocytosis induced in poly- 
morphonuclear cells by chemotactic peptides. 

When microparticles, rather than macromolecules, are 
used to demonstrate endocytosis, it is possible to precisely 
specify both the size and spectral characteristics of the indi- 
cator used, and, if one cares, to obtain histograms of the 
numbers of particles taken up by cells, provided the particles 
are relatively bright and uniform. The particles themselves 
may also be coated with specific ligands. To  permit simulta- 
neous immunofluorescence analysis using fluorescein anti- 
bodies and measurement of phagocytosis, Rolland et a1827 
employed 0.3 pm plastic particles labeled with ethidium as 
targets; the red fluorescence of the particles could readily be 
discriminated from fluorescein fluorescence. 

Newer phagocytosis assays have added extra tricks. Using 
two-color analysis, orange- or red-labeled bacteria, and 
2,7-dichlorofluorescin diacetate (DCFH-DA), an indica- 
tor of oxidative metabolism which will be further discussed 
shortly, it is possible to determine both phagocytosis and the 
subsequent occurrence of the respiratory b u r ~ t ' ~ ~ ~ . ' ;  approxi- 
mately the same trick can be done using green-labeled bacte- 
ria and hydroethidine, a derivative of ethidium that is oxi- 
dized to the red fluorescent form during the respiratory 
bur~t' '~'. Phagocytosis can also be assayed, with somewhat 
less certainty, with DCFH-DA and unlabeled bacteria, using 
the occurrence of the burst as an indicator of phagocyto- 
sis . Phagocytosis of immunoglobulin-coated sheep eryth- 
rocytes and respiratory burst can be assayed using the fluo- 
rescent product of DCFH-DA for the latter and changes in 
scatter signals for the former'594. 

Differentiating between green-labeled phagocytic targets 
attached to the cell surface or in solution and those that have 
actually been ingested can be accomplished by adding trypan 

to the sample. A somewhat more 
informative technique allows neutrophils to phagocytose 
fluorescein-labeled, heat-killed yeast cells, after which 
ethidium bromide is added to the solution. Ingested yeast 
cells are green; those attached to the cell surface are red'597. 
Similar distinctions can be made by allowing cells to ingest 
opsonized green fluorescent beads and then adding red fluo- 
rescent antibodies to stain the externally bound, but not the 
ingested this requires lots of fluorescence compen- 
sation, and would probably work better with red beads and 
green antibodies. If all you want to measure is the ingested 

. 1593 

or crystal 
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labeled bacteria, a commercial lysing reagent can be used to 
get rid of the 

Ma et a11600 used crystal violet to quench fluorescence 
from antibody in solution, which allowed them to demon- 
strate internalization of fluorescein-conjugated IgG from 
normal serum or serum containing anti-ribonucleoprotein 
by normal lymphocytes. The results showed that 54% of 
normal lymphocytes were penetrated by anti-RNP antibody 
and 23% by normal IgG, respectively. Suzuki et all"' em- 
ployed DiI as a label to study endocytosis of lipid micro- 
spheres. Haynes et a l l s o 2  studied intracellular digestion of 
endocytosed albumin by labeling the protein so heavily with 
rhodamine that the fluorescence of the dye was largely 
quenched; as protein was hydrolyzed within phagocytic 
vacuoles, small rhodamine-labeled fragments were released 
into solution, and became more fluorescent. 

Wang Yang et a11603 used pulse width and area measure- 
ments to analyze capping and endocytosis of fluorescein- 
immunoglobulin by mouse B cells; fluorescence decreased 
when the material entered acidic subcellular compartments. 
Chanh and Aldereteibo4, however, observed decreases in fluo- 
rescence intensity associated with capping itself. 

Basscae et a12763 have recently described the use of multiple 
probes, flow cytometry, and confocal microscopy to dissect 
the phagocytic process in neutrophils; they were able to 
demonstrate formation of reactive oxygen species (ROS) 
(pp. 379-80) in phagosomes. 

Moving away from the mammals, flow cytometry and 
mathematical modeling have been applied to analysis of 
feeding by the ciliated protozoan Tetrabymeizapyrifomzis'605~'. 
Flow cytometric analysis of the distribution of various types 
of microplankton before and after exposure to larger organ- 
isms has also been used to determine the dietary habits of 
the latteri6". Nature is red in cilium and pseudopod.. .and if 
it isn't, we can stain it so it is. 

Enzyme Activity 

Enzyme activity in single cells can be demonstrated and 
quantified by flow cytometry following incubation of the 
cells with chromogenic or fluorogenic which, 
respectively, yield colored and fluorescent products. Some 
products normally detected by their absorption are fluores- 
cent, so the distinction between chromogenic and fluoro- 
genic substrates can be blurry. The colored reaction products 
of chromogenic substrates are detected by scatter and ab- 
sorption or extinction measurements; forward and side scat- 
ter as measured in conventional fluorescence flow cytometers 
are generally usable for this type of analysis. We have already 
encountered fluorogenic substrates in the contexts of mem- 
brane integrity determination (fluorescein diacetate, etc.) 
and signal amplification (p. 344). 

Bayer's instruments for differential leukocyte counting 
(developed by Technicon, which was acquired by Bayer) 
measure peroxidase activity by scatter and absorption to 
discriminate among lymphocytes, monocytes, neutrophils, 
and e o s i n o p h i l ~ ~ ~ ~ ~ .  These systems have also been adapted to 

study staining kinetics3*" and, using immunoenzyme staining 
methods, to analyze T cell subsets in peripheral blood779 
Ross et allsa9 described a pararosaniline method for esterase 
staining and a naphthyl phosphate method for alkaline 
phosphatase staining, allowing the Technicon H-1 to be 
used for those relatively common cytochemical analyses. 
Kaplow, who collaborated in this work, had earlier used 
chromogenic substrates with the Bio/Physics Cytograf, 
which measured scattering and extinction of 633 nm laser 
light, to demonstrate esterase, peroxidase, and phosphatase 
activities in blood cells)59 

Dolbeare and Smith358 discussed a number of fluoro- 
genic substrates that can be used to demonstrate the activity 
of enzymes in, and in some cases on, cells: many such mate- 
rials are available commercially. The majority of fluorogenic 
substrates are derivatives of fluorescein, of coumarins such 
as 4-methylumbelliferone (4-MU), or of a-naphthol. 
Substrates derived from fluorescein, as would be expected, 
yield blue-excited, green fluorescent products, while cou- 
marin and a-naphthol-based substrates, the latter more often 
employed as chromogens rather than fluorogens, form prod- 
ucts that require UV or violet excitation and emit in the blue 
and green regions of the spectrum. Derivatives of resorufin, 
which form green- to yellow-excited, orange-red fluorescent 
products, can be used to demonstrate esterases and oxidative 
enzymes. The excitation maximum of resorufin, however, is 
at about 570 nm, necessitating the use of a krypton laser at 
568 nm, a dye laser, or, possibly, the 577 nm line of a mer- 
cury arc lamp for excitation. 

Dolbeare and Vande~laan~'~ and Smith and Dean364 have 
described fluorogenic reagents based upon other UV-excited, 
blue fluorescent and blue- excited, green fluorescent materi- 
als for flow cytometric demonstration of peptidases and acid 
phosphatases. Fluorogenic substrates suitable for use with 
red excitation are uncommon; Lee, Berry, and Chenl'l' de- 
scribed one candidate, vita blue, which could be derivatized 
for use as both an esterase substrate and a p H  indicator, but 
the dye hasn't made it to the majors yet, as far as I know. 

If cells are incubated with two (or more) fluorogenic 
substrates that yield products with different spectral charac- 
teristics, it is possible to demonstrate and monitor several 
enzymes in cells using multiparameter flow cytometric analy- 
sisSs4-'. Since the amount of detectable reaction product in a 
cell at any given time depends on many factors, including 
the rate of accumulation of substrate in the cell, the rate of 
entry of substrate to the cellular compartment containing 
enzyme, the rate of enzymatic reaction, and the rate of efflux 
of reaction product from the cell, it is not surprising that 
cellular fluorescence values, especially for different cell types, 
do not always correlate with enzyme activitiessL4. 

Dick Haugland reviewed fluorogenic substrates and their 
uses in an 8-page article in 19952764; since his current (2002) 
edition of the Molecular Probes Handbook2332 devotes 56 
pages to the subject and probably has at least 8 pages of ref- 
erences, you probably don't need to look for the article. 
Both article and handbook emphasize the desirability of 
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trapping the fluorescent product in or on cells for flow cy- 
tometry and other assays done on cell suspensions. 

Indicators of Oxidative Metabolism I: Tetrazolium 
Dye Reduction 
Blairet al'" used forward and side scatter measurements 

to demonstrate the development of oxidative enzyme activity 
in HL-60 human promyelocytic leukemia cells stimulated to 
granulocytic differentiation by dimethyl sulfoxide. The re- 
agent employed was nitroblue tetrazolium (NBT)'6', 
widely used in histo- and cytochemistry for demonstration 
of oxidative enzymes. NBT, which is colorless, is reduced 
to a diformazan that forms an amorphous blue-black pre- 
cipitate. NBT reduction is used as an indicator of the func- 
tion of mature granulocytes and to determine whether mor- 
phologically immature cells belong to the myeloid series. 

Blair et al found that the forward scatter signal was de- 
creased, and the orthogonal light scatter signal was increased, 
in cells that reduced NBT. This work was noteworthy be- 
cause it called attention to a general method for demonstrat- 
ing color reactions in cells (or at least those which yield 
products with very high extinction) that requires neither 
absorption nor extinction measurements, and thus could be 
used with most flow cytometers. 

Huer et al"" used side scatter signals for flow cytometric 
analysis of 3-(4,5-dimethylthiazolyl-2-yl)-2,5-diphenyl- 
tetrazolium bromide (MTT) reduction: the color reaction 
produced when M T T  is reduced is commonly used as a vi- 
ability indicator in cell cultures. Fattorossi et a11612 devised an 
alternate method for measurement of tetrazolium dye reduc- 
tion by neutrophils; the cells were labeled with fluorescein- 
con A, the fluorescence of which was quenched by the for- 
mazan product of NBT reduction. Van Noorden, Dolbeare, 
and Ater~'~' '  proposed a more general method for detection 
of enzymatic reactions yielding colored formazan products; 
the formazan quenches glutaraldehyde-induced "autofluo- 
rescence" in cells. 

Fluorescent tetrazolium dyes were investigated by 
Severin and Stellmach821~2, who measured oxidative activity 
of living cells using cyanoditolyl tetrazolium chloride 
(CTC), which is reduced to a water-insoluble fluorescent 
formazan that has an excitation maximum at 450 nm and 
emits in the range from 580 to 660 nm. CTC generates 
more product than NBTl6I4; Huang and S e ~ e r i n ' ~ ' ~  used it 
with lactate, fumarate, and other metabolic intermediates to 
characterize the activities of six different dehydrogenases in 
Ehrlich ascites cells, and it has become fairly popular for 
studies of 

Indicators of Oxidative Metabolism II: 2,7-Dichloro- 
fluorescin Diacetate (DCFH-DA), etc. 
Bass et a1362 used another fluorogenic material to demon- 

strate oxidative metabolism of blood granulocytes. 2,7- 
dichlorodihydrofluorescein diacetate, also known as di- 
chlorofluorescin diacetate (DCFH-DA or H,DCFDA), 
like FDA, is uncharged, nonfluorescent, and lipid soluble, 

and readily penetrates cells. Nonspecific intracellular es- 
terases transform the ester into a nonfluorescent intermedi- 
ate, DCFH. In the presence of peroxidase, and of H,O, 
formed during the respiratory burst in activated granulo- 
cytes, DCFH is converted to the fluorescent 2,7-dichloro- 
fluorescein (DCF). Duque and Ward'" described the use of 
DCFH-DA and other dyes for quantitative assessment of 
neutrophil function. Cells are loaded with 5 pM DCFH-DA 
for 15 minutes at 37 "C, after which gated fluorescence 
analysis of the neutrophil population, identified by forward 
and side scattering characteristics, is done over time follow- 
ing administration of a stimulus such as a phorbol ester. Like 
fluorescein, DCF does leak out of cells; Molecular Probes 
offers C ~ ~ ~ O ~ ~ - H , D C F D A ~ ~ ~ ~ ,  which responds to the respi- 
ratory burst by forming carboxydichlorofluorescein (car- 
boxy-DCF), which is better retained by cells than is DCF2332. 

DCFH-DA has been used in combination with various 
particles for combined analyses of phagocytosis and respira- 
tory burst in . The presence of peroxidase 
in neutrophils is evidently important for the development of 
the fluorescent product; monocytes, which have much less 
peroxidase, don't become as brightly fluorescent as neutro- 
phils, even when H,O, is 

Maresh and Monnatf6'*, studying cells derived from mye- 
loid leukemias, note the existence of a DCFH-DA oxidative 
pathway stimulated by fluoride, which appears distinct from 
that involved in the respiratory burst, and wonder whether a 
similar pathway in normal cells might confound some results 
obtained with this reagent. 

Indicators of Oxidative Metabolism 111: 
Hydroethidine (Dihydroethidium) 
Dihydroethidium is probably more widely known un- 

der the name hydroethidine (HE), which is a trademark of 
Prescott Laboratories. I t  is the product of reduction of 
ethidium by sodium borohydride; described in 1384 by Gal- 
lop et al"'. The UV-excited, blue fluorescent HE, unlike 
ethidium, readily enters live cells, in which it may be oxi- 
dized to ethidium, which then exhibits its characteristic 
blue- or green-excited red fluorescence, enhanced by binding 
to double-stranded nucleic acids. H E  has been used as an 
indicator of viability""; when it is added at low concentra- 
tions, little ethidium accumulates in the nuclei of dead cells, 
while those of live cells become red fluorescent. H E  has also 
been used as an indicator of the neutrophil respiratory 

while DCFH-DA responds primarily to hydrogen 
peroxide generation, H E  is more affected by superoxide, 
and the two dyes, used separately, allow discrimination of 
these two types of reactive oxygen species (ROS)'6zo-'. 

Indicators o f  Oxidative Metabolism IV 
Dihydrorhodamine 123 
In 1988, Rothe, Oser, and Valetf6" introduced dihy- 

drorhodarnine 123, which is oxidized to the green fluores- 
cent cationic dye rhodamine 123, to detect the respiratory 
burst in neutrophils. According to Henderson and Chap- 
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pell''Z3, rhodamine 123 fluorescence is produced only in cells 
containing peroxidase, meaning that the dye is relatively 
insensitive to superoxide production. Dihydrorhodamine is 
said to provide brighter signals than DCFH-DA. 

Indicators of Oxidative Metabolism V: 
Detection of Hypoxic Cells 
Some of us, e.g., radiobiologists and radiotherapists, are 

interested in finding cells that aren't getting and/or using 
their share of oxygen. Hypoxic cells in transplanted tumors 
and tumor cell spheroids had been distinguished by their 
pattern of uptake of Hoechst 33342'"'", but attempts were 
later made to develop more specific markers. Hodgkiss et 
a11627-8 prepared 2-nitroimidazole derivatives with coumarin 
and indolizine chromophores that appeared usehl for hy- 
poxic cell detection. A more recent reportZ7Gb utilized 2- 
nitroimidazole bound to theophylline (NITP). Under hy- 
poxic conditions, this molecule is bioreductively bound to 
cellular macromolecules; it is then detected using anti- 
theophylline antibodies. 

Detection of Caspase Activity 
Caspases (cysteine-aspartic acid specific proteases) are 

activated by cell death inducing stimuli, and several reagents 
have been described for detection of caspase activity in apop- 
totic cells. PhiPhiLux' fluorogenic caspase 
with either green or yellow emission, excitable at 488 nm, 
are available from OncoImmunin. Molecular Probes offers 
UV-excited, blue fluorescent (aminomethylcoumarin-based) 
and blue-green excited, green fluorescent (rhodamine 110- 
based) substrates for caspase-8, which is activated early in 
apoptosis, and caspase-3, which is activated laterZ332. Caspases 
can also be detected using fluorescent inhibitors. Benzy- 
loxycarbonyl-valinealanine-aspartic acid-fluoromethyl 
ketone (zVAD-FMK) is a potent broad-spectrum inhibitor 
of caspases that binds irreversibly (covalently) to the enzyme 
active site and can block apoptosis. Serologicals Corpora- 
tion offers a line of caspase inhibitors (originally Intergen's) 
usable for ~ y t o m e t r y * ~ ~ ~ .  FAM-VAD-FMK is a carboxyfluo- 
rescein (FAM) derivative of zVAD-FMK, and blocks apop- 
to~is*~ '~ ;  there are also FAM-labeled inhibitors selective to 
various degrees for individual caspases, including caspase-3 
and caspase-8, and yellow fluorescent sulforhodamine B- 
labeled (SR) derivatives of zVAD-FMK and of a caspase-3 
inhibitor. Immunochemistry Technologies is an alternate 
source. Since pockets of caspase activity may be localized 
within cells, it may be advantageous to use scanning rather 
than flow cytometry for studies of caspases in a p ~ p t o s i s * ~ ~ ~ ~ ~ .  

Other Enzymes 

Cathepsin L a ~ r i v i t y ' ~ ~ ~ '  can be measured flow cytomet- 
rically in single viable cells by the intracellular cleavage of 
non-fluorescent (Z-Phe-Arg)2-rhodamine 1 10 to the green 
fluorescent monoamide Z-Phe-Arg-rhodamine 1 10 and rho- 
damine 110. (Z-Phe-Arg)2-R110 and (Z-Arg-Arg)2-R110 
are several hundredfold more selective for cathepsin L than 

for cathepsin B, providing sensitivity for the former. Rho- 
damine-1 I 0-based substrates for nonspecific aminopep- 
tidases have also been developedz773. 

For assessment of activities of lysosomal enzymes, van 
N ~ o r d e n ' ' ~ ~  reports that the best results have been obtained 
with methods based on naphthol AS-TR derivatives and 
with methods for the demonstration of protease activity us- 
ing methoxynaphthylamine derivatives as substrates and 5'- 
nitrosalicylaldehyde as coupling reagent. 

used flow cytometry to 
measure the activity of gamma-glutamyl transpeptidase, by 
monitoring the conversion of gamma-glutamyl ami- 
nomethylcoumarin to aminomethylcoumarin. This was 
technically difficult because of the location of the enzyme on 
the cell exterior, resulting in rapid escape of the product. 

have developed fluorogenic substrates 
for alkaline phosphatase. Molecular Probes' ELF-97 phos- 
phate2774-5 produces a violet-excited, green-yellow fluorescent 
insoluble precipitate when cleaved by either alkaline or acid 
phosphatases; it can be used to demonstrate phosphatases in 
cells or for enzyme amplification using alkaline phosphatase- 
tagged antibodies or nucleotide probes (p. 344). This should 
be a good reagent to use with violet diode lasers. 

Meshulam et a11367 measured phospholipase A activation 
using bis-BODIPY-phosphatidylcholine, which localizes in 
the inner leaflet of the cell membrane. Sidhu et al'"' used 
ethoxyresorufin and scanning laser cytometry to measure the 
activities of cytochrome P-4501A1 and NADPH DT- 
diaphorase. 

Dive, Workman, and 

Huang et 

Detection of Enzymes and Products by Antibodies 

Like other proteins, enzymes can be detected in or on 
cells using antibodies, although antibody reactivity doesn't 
absolutely indicate enzyme activity. 

compared levels of the neutral 
endopeptidase-24.11, also known as the CDlO or CALLA 
antigen (Common Acute Lymphocytic Leukemia Antigen) 
on normal granulocytes, leukemic cells, and transfected 
COS-1 cells, as detected using fluorescent anti-CD10 anti- 
body and by analysis of enzyme activity in cell suspensions; 
they found good correlation between results obtained by the 
disparate methods. Milhiet et a11630 used a fluorescent inhibi- 
tor, N- [fluoresceinyl] -N- [ 1 -(6-(3-mercapto-2-benzyl- 1 - 
oxopropyl) amino-I-hexyl] thiocarbamide (FTI), for flow 
cytornetric detection of CDlO as an enzyme. 

Antibody detection of the products of enzymatic reac- 
tions is a more direct indicator of enzyme activity than is 
antibody detection of the enzyme protein itself. Antibodies 
to pho~pho ty ros ine '~~ ' ' ~  have been used for flow cytometric 
quantification of tyrosine kinase activity. 

Tran-Paterson et 

Enzyme Kinetics in Single Cells 
By making appropriate timed multiparameter flow cy- 

tometric measurements, it is possible, as Dive, Workman, 
have shown, to characterize intracellular 

enzyme reactions in considerable detail, determining relevant 

and WatSOn813,1637-8 
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parameters of reaction and inhibition kinetics. As is always 
the case when kinetic measurements are made using flow 
cytometry, it is necessary to validate the assumption that the 
time courses of reactions are similar in at least a substantial 
fraction of the cells in the sample. Scanning laser cytometry 
can be used to study enzyme kinetics in individual cells over 
time when this is necessary or 

Sulfhydryl (Thiol) Groups; Glutathione 

Sulfhydryl or thiol groups in protein, and non-protein 
thiol compounds such as the tripeptide glutamyl-cysteinyl- 
glycine, more commonly known as glutathione, play an 
important role in cells’ oxidative metabolism. When cells 
become hypoxic, the sulfhydryl/disulfide ratio increases, and 
the free radical scavenging properties of thiols are believed to 
play a pivotal role in increasing the resistance of hypoxic 
tumor cells to ionizing radiati01-1~~’ and to some chemothera- 
peutic agents. Flow cytometry of glutathione levels, in par- 
ticular, has acquired new importance because of their rela- 
tion to drug resistance in cancer cells8°L’11‘6 and the progres- 
sion of HIV i n f e ~ t i o n ~ ’ ~ ~ ~ ” .  

Olive and D ~ r a n d ~ ~ ~ - ~  examined several rnaleimide and 
bromobimane derivatives as reagents for determination of 
cellular thiols. A rnaleimide derivative of coumarin emits 
blue fluorescence and can be used with W excitation; 
monobromobimane (MBB) and didansylcysteine have 
similar spectral characteristics. Fluorescein-5-maleimide 
penetrates viable cells less well, but excites at 488 nrn. 

Treumer and Valet800 and Rice et alaol, respectively, char- 
acterized o-phthaldialdehyde (OPT) and monochloro- 
bimane (MCB), both of which form UV-excited, blue fluo- 
rescent products with reduced glutathione (GSH), as rapid 
and specific vital stains for this substance. These reagents 
were used to demonstrate heterogeneity in GSH content in 
tumor cell populations. O’Connor et advocated the use 
of mercury orange, and Poot et the use of chloro- 
methylfluorescein, both of which can be excited at 488 nm 
with, respectively, orange and green emission, for glu- 
tathione measurement. 

While MCB is probably the most specific reagent for 
glutathione, because its reaction with the peptide is catalyzed 
by glutathione S-transferase, the form of this enzyme pre- 
dominant in human cells (GST-pi) is much less effective in 
catalysis than is the form found in In 1994, 
Hedley and evaluated a wide variety of methods for 
measurement of glutathione by flow cytornetry, concluding 
that MBB was the reagent of choice for work with human 
cells. They found that MBB could be adequately excited by 
the 325 nm line of a He-Cd laser; its absorption maximum 
is 394 nm, making a violet diode laser a near ideal source for 
exciting the probe. MBB emission can be measured ade- 
quately at 450 nm; the emission maximum is at 490 nm, 
but one would normally want to cut off detection well below 
this wavelength to avoid interference from 488 nm laser 
light. Mercury orange was found usable, although results 
were less consistent and background fluorescence was higher. 

Chow and Hedley277’ have measured GSH in clinical sam- 
ples, attempting to correlate GSH concentration and drug 
resistance. MBB staining of intracellular glutathione is illus- 
trated in Figure 7-25. 

Figure 7-25. Specific staining of glutathione in cells 
by monobromobimane (MBB). The x-axis shows for- 
ward scatter, the y-axis MBB fluorescence, which is 
greatly reduced in the sample shown in the right 
panel, which was treated with N-ethylmaleimide 
“EM) to deplete intracellular glutathione. The fig- 
ure was provided by David Hedley (Princess Margaret 
Hospital, Toronto). 

7.13 FUNCTIONAL PROBES II: INDICATORS OF 
CELL ACTIVATION 

Introduction 

The functional parameters I will emphasize in this sec- 
tion, i.e., *structuredness of cytoplasmic matrix” (SCM), 
cytoplasmic and mitochondrial membrane potential, 
“membrane-bound” and cytoplasmic calcium ion con- 
centration, and intracellular pH, and the effects of cell 
surface ligand-receptor interactions on these parameters, 
have been the subject of a good deal of research and a large 
number of publications. 

Much of the earlier work, and of the earlier literature, 
did not deal with flow cytornetry or with alternative meth- 
ods of analysis of functional parameters in single cells. Most 
investigators now working in this area are well aware of the 
capabilities of flow cytometry, and are in possession of at 
least some of the information that has already been gained 
from flow cytometric studies of functional parameters and of 
the probes used for their measurement. 

Cytoplasmic calcium ion concentration ([Ca*’]) and dis- 
tribution, intracellular pH, and membrane potential (A”) 
have all been observed to change during the early stages of 
surface receptor-mediated activation processes related to 
the development, differentiated function, and pathology of a 
large number of cell types. Accordingly, [Ca”], pH, and A Y  
have, individually and collectively, been envisioned as “sec- 
ond messengers” mediating responses to cell surface ligand- 
receptor interactions. 

The investigation of changes in the cellular ionic envi- 
ronment during activation has been actively pursued in 
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hopes of clarifying the mechanisms of receptor function and 
of developing more precise tests of cell function for clinical 
and research use. Studies in this area have been facilitated by 
the development of fluorescent probes that allow estimation 
of [Ca**], pH,  and A Y  in cell populations and, in conjunc- 
tion with instrumental methods such as flow cytometry, in 
individual cells. 

While the current state of the art appears to allow fairly 
precise quantitation of [Ca’*], pH, and AY in terms of popu- 
lation averages, the use of flow cytometry to measure the 
same probes in single cells can reveal and has revealed 
marked heterogeneity even within supposedly homogeneous 
cell populations. Flow cytometric analysis of the effects of 
ligands, agonists, and antagonists on individual cells may 
yield otherwise unobtainable information about mechanisms 
of receptor function. It can also provide considerable insight 
into the sources of inaccuracy in measurements based on 
existing fluorescent probe technology. 

Changes in the Cellular Ionic Environment Following 
Activation by Ligand Interaction With Cell Surface 
Receptors 

In 1977, when I got interested in this subject, I read a 
then current review by Sonenberg and Schneide?’ dealing 
with physical and chemical changes in receptors, in the 
membrane, and in other cellular structures following ligand 
interactions with cell surface receptors. Few of the details 
had been worked out back then (for example, we didn’t 
know JAK about kinases, and N O  way did we suspect that a 
gas could act as a messenger), but the review and a few other 
articles written in that era did have the big picture: 

The earliest detectable biochemical changes occur in mil- 
liseconds to seconds after the number of occupied receptor 
sites increases following exposure of cells to ligand. They 
include alterations in transmembrane ion fluxes, in intracel- 
lular [Ca*+], pH, and AY, and in activities of membrane- 
associated enzymes such as adenylate cyclase, protein kinases, 
and phospholipid methyltransferaseS422. 

Within seconds to minutes, there may be changes in cy- 
clic nucleotide concentrations, increased protein 
phosphorylation, and alterations of membrane uptake of 
sugars, amino acids, and fatty acids. Cat+ redistributions 
within the cell and changes in the mobility of membrane 
lipids and proteins also may occur in this time frame. The 
biologic response to surface stimulation may occur in 
milliseconds, as happens in nerve impulse transmission, or 
after days, as in mitogenic activation of lymphocytes. 

The observation that changes in [Ca+*], pH, and/or AY 
occurred early in the course of interaction of many different 
ligands with cell surface receptors in diverse cell types led to 
investigation of the role of ionic species in signal transduc- 
tion between the cell surface and the nucleus and cytoplas- 
mic organelles such as mitochondria. Ion flux changes were 
observed, and assigned a role in signal transduction, in the 
accivation of lymph~cyte?~.’,  platelet^^^^^^^^^'' , mast ce11S432-5, 

and neutrophilS436-8, and in growth factor a ~ t i o n ~ ” . ~ ~ ,  as well 
as in many other cell activation processes. 

A single pattern of ionic events has been observed in 
most of the cell activation processes that have been examined 
to date. Following ligand binding to cell surface receptors, 
there is a rapid influx of Cat*, usually accompanied by release 
of intracellular “membrane-bound Ca++, and resulting in a 
transient rise in free cytoplasmic [Ca”], which lasts for a 
few minutes at most. There is also typically an increase in 
intracellular pH,  resulting from Na+/H+ exchange or anti- 
port, which can be inhibited by amiloride. Changes in 
membrane potential (AY),  when they are observed, can go 
either in the direction of depolarization (decrease in 
transmembrane potential) or hyperpolarization (increase 
in transmembrane potential), and appear to be due 
primarily to Na’ and/or IS shifts across the membrane. 

In some cases, crosslinking of two or more receptors 
by a multivalent ligand is required to induce ion flux 
changes; in others, binding of monovalent ligands to recep- 
tors is all that is necessary. When ion flux changes are initi- 
ated by crosslinking, bivalent antibodies to the receptor can 
produce the same effect as the natural ligand, while monova- 
lent fragments c ~ ~ I I o ? ~ .  In most cases, materials that induce 
ion flux changes of the same nature and magnitude as those 
induced by natural ligands also induce the biologic responses 
induced by those ligands. For example, the calcium iono- 
phore A23187 is mitogenic for T lymphocytes, induces 
platelet aggregation, stimulates histamine release from mast 
cells, 

If one monitors the average [Ca”], AY,  or pH of millions 
of cells in a suspension, it is possible to demonstrate dose- 
response relationships between the amounts of active 
ligand added and the magnitude of changes observed in the 
measured parameters. When the same parameters are fol- 
lowed in single cells, a correlation between ligand dose and 
degree of response may also be However, when 
the biologic responses of individual cells are examined, the 
usual pattern of response appears to be a l l -~ r -none ’~~ .  Neu- 
rons exposed to neurotransmitters either generate a propa- 
gated action potential or they do not; lymphocytes either 
reproduce or do not, and so on. 

It is generally accepted that an individual neuron is sub- 
ject to the excitatory and inhibitory influences of various 
neurotransmitters, which are secreted by neighboring cells 
and which act on its dendrites and cell body, raising or low- 
ering its resting membrane potential and, accordingly, 
changing its firing threshold. The membrane is a locus for 
summation of excitator). and inhibitory effects. 

It is also known that the biologic responses of so-called 
“non-excitable” cells, such as lymphocytes, can be modu- 
lated by a great variety of cytokines, peptide hormones, neu- 
rotransmitters, and other ligands that react with cell surface 
receptors. It was hypothesized that, if the signals from these 
ligand-receptor interactions were transduced by ion fluxes 
across the cell membrane, the membranes of non-excitable 
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cells, like those of neurons, might serve as “summing nodes” 
for excitatory and inhibitory stimuli. 

The fact that ionic responses to ligand binding to surface 
receptors seem, even at the single cell level, to be dose- 
dependent, while biologic responses tend to be all-or-none, 
suggested that there might be [Cat+] and/or A Y  or pH 
threshold levels that must be reached for biologic responses 
to occur. Investigation of this possibility would require 
means to detect and quantify heterogeneity of cell popula- 
tions with respect to ligand binding, [Ca*’], AY, pH, and 
changes in these parameters. Doing this nondestructively 
should allow one to make serial observations of cells, which 
could establish relationships between the nature and magni- 
tude of cells’ early responses to ligands and the same cells’ 
subsequent biologic behavior. 

It seemed to me at the time that cytometry, flow and 
otherwise, might usefully and profitably be applied to such 
studies. I knew there existed some fluorescent probe tech- 
niques for estimation of AY, [Cat+], and pH; and I thought 
it would be fairly simple to adapt them for use with flow 
cytometry, and not much harder to answer all of the biologi- 
cal questions raised above. This view, needless to say, was 
excessively optimistic, for many reasons, some of which I 
will explain after the upcoming grand tour of functional 
parameters. 

“Structuredness of Cytoplasmic Matrix” (SCM) 
and the Cercek Test for Cancer 

“Structuredness of cytoplasmic matrix,” or SCM414, 
was probably the first functional parameter measured by 
flow cytometry. The measurement of SCM, like that of 
membrane fluidity, requires fluorescence polarization meas- 
urements. In this case, the fluorescence is emitted by fluo- 
rescein, produced by the action of nonspecific cellular este- 
rases on fluorescein diacetate (FDA), about which a fair 
amount has already been said (pp. 247,369-71). 

The original work in this area was done, and the term 
SCM was coined, in the early 1970’s by Lea and Boris Cer- 
cek4I5, then working in Manchester, England. They meas- 
ured fluorescein fluorescence polarization in cell suspensions 
in cuvettes using a modified spectrofluorometer, and, in 
analyses of synchronized cell cultures, found changes during 
different phases of the cell cycle. The fluorescence polariza- 
tion, calculated as described on p. 114, was taken as a meas- 
ure of SCM. 

In studies done over a period of several years (summa- 
rized in reference 414), the Cerceks found that SCM 
changed within a few hours after human lymphocytes were 
exposed to mitogenic lectins or antigens. They also reported 
that lymphocytes from cancer patients exhibited diminished 
SCM responses (i.e., smaller changes in polarization after 
exposure) to the lectin PHA when compared to cells from 
controls, and that lymphocytes from patients with cancer 
showed more marked SCM responses after exposure to 
preparations containing tumor antigens than did cells from 
controls. These results seemed to promise a rapid method for 

cancer diagnosis, and therefore excited considerable interest 
among cancer researchers and oncologists and in the diag- 
nostics industry. 

From about 1975 on, several groups of investigators at- 
tempted to duplicate the Cerceks’ results with cancer pa- 
tients, and at least as many failed as succeeded; this led, 
among other things, to everybody criticizing everybody else’s 
methodology. It therefore seemed logical to try to put things 
on a more objective basis by making measurements of single 
cells, which has since been done by microfl~orometry~~~ as 
well as by flow cyt~metry~~~~~~~~~~~~~~’~. Stewart et a1338 reported 
differences in the fluorescein polarization responses of lym- 
phocytes from breast cancer patients and controls following 
exposure to PHA and pooled tumor antigen; their study was 
designed to exclude observer bias. Hartmann et aI4l8 noted 
diminished polarization responses of lymphocytes from can- 
cer patients compared to cells from controls. 

On another front, Price et a14” demonstrated changes in 
fluorescence polarization of bone marrow cells within a few 
hours following addition of preparations of (granulocyte) 
colony stimulating factor and erythropoietin. By sorting cells 
with the most marked responses, they were able to obtain 
suspensions enriched in granulocytic or erythrocytic precur- 
sors dependent upon which cell growth factor was used as 
the stimulus. This suggested that changes in SCM, whatever 
their physicochemical explanation might be, could serve as 
general indicators of the effect of activators such as mitogens 
and growth factors on responsive cells. 

Udkoff et a14” analyzed the effects of the concentration 
of lectin, FDA, Cat+, and K on the polarization responses of 
lymphocytes from normal donors, and found that all of the 
above might influence the shape of both fluorescence polari- 
zation and intensity distributions. To put it in lay terms, 
sometimes it works and sometimes it doesn’t, and, when it 
doesn’t, you can’t always tell why (G. Price, R. Miller, L. 
Kamentsky, R. Udkoff, S. Chan, W. Eisert, W. Beisker, H. 
Steen, L. Scherr, and others, personal communications). I 
might add that SCM is not the only indicator of cell activa- 
tion with which this problem has been encountered. This 
inhibited commercial development of an SCM-based cancer 
diagnostic test, but lefi the way open for further investiga- 
tion and application of the effect. 

Meisingset and Steen4*’ investigated binding of fluo- 
rescein to proteins and lymphocytes, and noted both polari- 
zation and spectral changes on binding. Clearly, the rota- 
tional mobility of free cytoplasmic fluorescein will be greater 
than that of fluorescein bound to intracellular macromole- 
cules, and changes in the ratio of free and bound dye will 
therefore change the polarization measured in a cell or cell 
suspension. Based upon studies using time-resolved spec- 
troscopy, Kinoshita et als47 concluded that the fraction of 
bound molecules and the anisotropy produced by binding 
are the primary determinants of intracellular fluorescein 
fluorescence anisotropy; they did not suggest a mechanism 
by which changes might occur in activation. Prosperi et al“’” 
found that various membrane-active agents changed rates of 
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fluorescein influx and efflux; similar changes during activa- 
tion might affect SCM by changing the ratio of free to 
bound dye. 

The difficulty of measuring fluorescence polarization by 
flow cytometry has impeded investigation of the physico- 
chemical basis of SCM response, although work with care- 
fully modified commercial a p p a r a r u ~ ’ ~ * ~ ~  has established that 
polarization changes are routinely detectable in activated 
cells, and that such changes do not occur in the absence of 
calcium or in the presence of cytochalasin B. 

The SCM test has been intensively studied by two Israeli 
physicists, Mordechai Deutsch and the late Aryeh Weinreb, 
and their colleagues at several hospitals and research institu- 
tions in Israel and elsewhere. Initial success with the SCM 
test using bulk fluorometry in the 1 9 8 0 ’ ~ ’ ~ ’ ~ - ~  led Deutsch 
and Weinreb to develop a static cytometer, the Cell~can”~’, 
which uses a single photon counting technique (p. 164) to 
maximize the precision of measurements of fluorescence 
polarization of fluorescein and other dyes in single cells. A 
commercial version of this apparatus is available from Medis 
Technology; Deutsch et al have since developed a next gen- 
eration apparatus, the Individual Cell Scanne?, which also 
makes high-precision polarization measurements. 

Measurement precision is critical for SCM measure- 
ments because the largest changes in polarization tend to 
occur in those cells with the lowest intensity of intracellular 
fluorescence. The precision of a fluorescence intensity meas- 
urement made in a flow cytometer, in which observation 
time is constant, decreases as intensity decreases because 
fewer photoelectrons contribute to lower intensity measure- 
ments. The polarization values calculated from low intensity 
fluorescence measurements will also be less precise. The 
Cellscan and Individual Cell Scanner count a preset number 
of photons (usually 10,000 or 20,000) in each fluorescence 
measurement channel, and derive fluorescence intensity val- 
ues from the time taken to reach the preset photon count; 
the contributions to variance from photoelectron statistics 
are therefore the same for both low and high intensity fluo- 
rescence measurements. 

The polarization of intracellular fluorescein fluorescence 
in T cells decreases when the cells are exposed to mitogens; 
the average polarization of mitogen-treated cells is 9.7% 
lower than that of control cells at 15 min following addition 
of mitogen, and 13.5% less at 180 rr~in*~”. The coefficient 
of variation of the distribution of polarization values, pre- 
sumably reflecting biologic variation, is large, approximately 
75 percent, and, if the measurement technique itself is not 
highly precise, it may not be possible to distinguish differ- 
ences between treated and control cells. 

We now know a great deal about SCM and changes in 
SCM. The effect can be demonstrated using carboxyfluo- 
r e ~ c e i n ~ ’ ~ ~  and BCECFZ7” as well as fluorescein. Decreases in 
polarization, beginning at 40 min after exposure and lasting 
24 hr, are induced by the T cell mitogens PHA, Con A, and 
anti-CD3 antibody, by phorbol esters, and by the calcium 
ionophore ionomycin, but not by pokeweed mitogen 

(PWM), a B cell m i t ~ g e n ~ ’ ~ ~ ’ ~ ~ ~ ~ .  The effects of ConA can be 
counteracted by addition of a competing sugar, methyl a-D- 
mannopyrannoside within 1 hr, but not after 5 hrZ7”. The 
mitogen-induced decrease in fluorescence polarization is 
inhibited by inhibitors of energy metabolism (NaN,, NaF, 
KCN, and a proton ionophore), by proton kinase C inhibi- 
tors (H7, staurosporin) and by agents that disrupt cytoskele- 
tal microtubules (colchicine, the Vincu alkaloid vinblastine) 
and microfilaments (cytochalasin B)278”2785. 

Intracellular fluorescein fluorescence polarization values 
measured in cells from the Jurkat T-lymphoblastoid line 
were lower in S and G, /M phase cells than in Go /GI cells2786. 
Fluorescein fluorescence polarization in human lung-derived 
fibroblasts was decreased by IL 1-a and IL 1-0, and by 
TNF-a; the effects of these cytokines were inhibited by vin- 
bla~tine’~’~. Increases in fluorescence polarization in mouse 
thymocytes and Jurkat cells occur in the early stages of spon- 
taneous apoptosis and of apoptosis occurring in response to 
treatment with glucocorticoids, Fas ligand, or cancer chemo- 
therapeutic agents; the increase in polarization is unaffected 
by treatment with caspase-3 inhibitors. The polarization 
changes in apoptosis appear to be associated with cell dehy- 
dration and shrinkagez788 ’. 

In an earlier edition of this book, I suggested that intra- 
cellular pH changes related to cell activation might play a 
part in the SCM response. The excitation spectra of fluo- 
rescein, and of carboxyfluorescein and BCECF which can 
also serve as indicators of SCM response, are pH-sensitive, 
and changes in cytoplasmic pH occur in at least some cell 
activation processes, as will be discussed later, and could 
conceivably affect both the spectrum and the binding of the 
dye. However, after extensive discussions with Motti 
Deutsch and Reuven Tirosh, and consideration of recent 
 finding^'^^^^', I am persuaded that the effect is primarily due 
to changes in the organizational state and mobility of cyto- 
plasmic proteins, and differences in free and bound amounts 
of different ionic forms of the dye. SCM changes are real; 
they’re just hard to measure, which has given the whole pro- 
cedure an undeservedly bad reputation. 

Reports of clinical trials of the SCM test in cancer diag- 
nosis continue to it seems to work overall, but is 
probably not quite sensitive or specific enough to be widely 
adopted. However, if you look at the data that have been 
obtained to date with single cell measurements, something 
very interesting emerges. Two phenomena are observed in 
the Cercek cancer test that supposedly differentiate between 
people with cancer and people without cancer. First, T cells 
from people with cancer don’t show as much of a response 
to mitogens such as con A and phytohemagglutinin (PHA) 
as do T cells from people without cancer. That’s old news; 
reports of diminished immune response in cancer, e.g., loss 
of skin reactions to tuberculin and other antigens, go back 
for generations. What isn’t old news, however, is the obser- 
vation that a substantial fraction, meaning 10 percent and 
sometimes several times that, of T cells from people with 
cancer show an SCM response, or evidence of activation, on 
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exposure to tumor-derived antigens, which have little or no 
effect on T cells from people without cancer. This suggests 
that people with cancer either have a greatly expanded clone 
or clones of antigen-responsive T cells, or that some re- 
cruitment phenomenon is occurring in people with cancer 
but not in normals. 

As I hope will be made clear by the end of this book, 
there are a lot of ways of measuring lymphocyte activation 
cytometrically, ranging from looking at calcium fluxes in the 
first few minutes to measuring activation antigens such as 
CD69 and CD98 (4F2) and cytokine production after 4-8 
hours to measuring increased RNA and DNA synthesis after 
24 and 36 hours. We also now have tetramers that allow us 
to identify cells that respond specifically to antigens. 

The time course of SCM changes is roughly that of cal- 
cium changes; none of the proponents of the SCM test seem 
to have followed up and found out whether the activated 
cells go on to express activation antigens and reproduce. The 
studies done on SCM in blood cell precursors by Price et 
a14” offer some encouragement, but we don’t have the data 
for lymphocytes. Assuming that the cells from cancer pa- 
tients that are activated by tumor antigens are doing what 
comes naturally for specifically activated lymphocytes, we 
ought to be able to detect activation by any of the several 
means just mentioned, all of which are much easier to im- 
plement than fluorescence polarization measurements, and 
most of which can be implemented on commercial flow 
cytometers. If the Cercek cancer test really works, this could 
be a big shot in the arm for clinical flow cytometry, because 
a lot of people will be getting tested every year or two. If the 
cancer test doesn’t work, at least we might learn something 
about tumor immunology by looking further into patients’ 
T cell responses to antigen. 

The Cerceks themselves moved from England to South- 
ern California around 1980, and went to work for Beckman. 
Shortly after they got there, I helped some folks at Beckman 
to build a flow cytometer that was supposed to be used for 
SCM work. The flow cytometer project stopped, and noth- 
ing further was heard until 1993, when the Cerceks pub- 
lished three  paper^'^'^.^ describing the isolation of a cancer- 
associated, SCM-recognition, immunedefense-suppressing, 
and serine protease-protecting (CRISPP) peptide from the 
blood plasma of cancer patients. A consensus, synthetic 29 
amino acid CRISPP peptide (CRISPPs) has the same cancer 
SCM-recognition (CR) activity and SCM-response modify- 
ing effects as the natural peptides; in other words, if you add 
it to normal T cells, they behave like T cells from people 
with cancer. The Cerceks subsequently attempted to deter- 
mine the genetic origin of the CRISPP p e ~ t i d e ” ~ ~ ,  and re- 
ported that CRISPP peptide increased DNA synthesis in 
cultured hepatocytes, while increasing DNA synthesis at low 
doses and decreasing DNA synthesis in higher doses when 
added to PHA-stimulated cultures of human lympho- 
cytes . Before Beckman and Coulter merged, Coulter 
looked into the SCM test and decided not to pursue it; it 
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doesn’t look as if Beckman was any more interested in the 
CRISPP peptides than in the SCM test. 

Thus far, neither the Cellscan nor the Individual Cell 
Scanner seem to have been used to make a multiparameter 
measurement of fluorescein fluorescence polarization and of 
another activation-related parameter (e.g., cytoplasmic Ca**, 
pH, cytoplasmic or mitochondrial membrane potential, 
early activation antigen expression, or cytokine production), 
or even to detect phenotypic differences between responding 
and nonresponding cells. It would be nice to look into all of 
that. Every couple of years or so, somebody runs across the 
SCM literature and asks me about measuring fluorescence 
polarization of fluorescein in lymphocytes using a flow cy- 
tometer, and I have to say that my limited experience bears 
out Motti Deutsch‘s contention that flow cytometry isn’t 
precise enough to be usefbl. Lou Kamentsky was trying to 
implement the SCM test using Ortho’s flow cytometers in 
the late 1970’s, without much luck, and I convinced him to 
look for another indicator of activation that might be easier 
to measure. I proposed membrane potential, which brings 
me (and you) to the next topic. 

Optical Probes of Cell Membrane Potential (AY) 

Membrane Potential and Its Physicochemical Bases 
Electrical potential differences exist across the mem- 

branes of most prokaryotic and eukaryotic cells. These po- 
tential differences are due in part to the existence of concen- 
tration gradients of Na’, K ,  and CI ions across the cell 
membrane, and in part to the operation of various electro- 
genic pumps. 

The potential differences across the cytoplasmic mem- 
branes of resting mammalian cells range in magnitude from 
about 10 to 90 mV, the cell interior being negative with 
respect to the exterior. There is also a potential difference of 
100 mV or more across the membranes of energized mito- 
chondria, with the mitochondrial interior negative with 
respect to the cytosol; this potential is dissipated when en- 
ergy metabolism is inhibited. 

In prokaryotes, the enzymes responsible for energy me- 
tabolism are located on the inner surface of the cytoplasmic 
membrane, and the potential difference across this mem- 
brane, which is typically 100-200 mV, depends largely on 
energy metabolism. 

The resting potential across the cytoplasmic membrane 
of mammalian cells is frequently estimated from the Gold- 
man equation455: 

where AY is the membrane potential, R is the gas constant, 
T is the temperature in degrees Kelvin, F is the Faraday, PIi 
is the concentration of X ions inside the cell, [XI0 is the con- 
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centration of X ions outside the cell, and P, is the permeabil- 
ity of the membrane to X ions. 

AY Measurement Using Microelectrodes 
Membrane potentials can be measured directly using 

implanted microelectrodes, but this becomes increasingly 
difficult as the technique is applied to smaller cells. Changes 
in AY in response to ligand-receptor interactions have, how- 
ever, been detected by such direct measurements. For exam- 
ple, Tak? reported that lymphocytes were electrically depo- 
larized (i.e., the potential difference across the membrane 
decreased in magnitude) within 10 minutes following expo- 
sure to PHA; depolarization reached a maximum within a 
few hours, following which hyperpolarization (increase in 
magnitude of the potential difference) occurred over a pe- 
riod of several days. See p. 408 for a follow-up. 

Indirect AY Measurement in Cell Suspensions 
Using Distributional Probes 
Indirect estimates of AY can be obtained by monitoring 

the distribution of radiolabeled lipophilic cationic indi- 
cators (e.g., ’H-triphenylmethylphos-phonium, or TPMP’, 
which was described by Bakeeva et a1 in 1970459) or of lipo- 
philic cationic dyes, such as cyanines and safranins, be- 
tween cells and the suspending medium. Lipophilic indica- 
tors are used because this characteristic enables indicator 
molecules to pass freely through the lipid portion of the 
membrane; thus, the concentration gradient of an indicator 
species C across the membrane is determined by the poten- 
tial difference across the membrane according to the Nernst 
equation: 

[ C ]  i /  [C+Io = e-FF’RT, 

where the notation is the same as was used previously. A 
ratio [C+],/[C+]o of 10 corresponds to a potential difference 
of 61 mV at 37 “C. Because their response to changes in AY 
is dependent upon their distribution across the cell mem- 
brane, lipophilic indicator cations are often described as 
distributional probes. 

Once cells have been equilibrated with an indicator 
cation, depolarization of the cells will cause release of indi- 
cator from cells into the medium, while hyperpolariza- 
tion will make cells take up  additional indicator from the 
medium. The indicator distribution will not adequately 
represent the new value of AY until equilibrium has again 
been reached; this process requires periods ranging from a 
few seconds to several minutes. Thus, while distributional 
probes may be suitable for detection of slow changes in A T ,  
they cannot be used to monitor the faster changes that occur 
during the propagation of action potentials in tissues such as 
nerve and muscle. 

Most of the dyes now used as probes of AY were devel- 
oped during a systematic search by Lawrence Cohen, of Yale 
University, and his coworkers4” for materials that would 
exhibit rapid enough changes in optical characteristics to 

respond to action potentials in nerve cells. Among the dyes 
evaluated were many that proved unsuitable because of their 
tendencies to redistribute across cell membranes in response 
to slow potential changes. As might be expected, most lipo- 
philic cationic dyes fell into this category. One of these, 
3,3’-dihexyloxacarbocyanine [DiOC,(3)], was studied by 
Hoffman and La~ i<~* ,  who were able to make estimates of 
AY in red blood cell suspensions based on the partitioning 
of the dye into the cells. 

The use of a lipophilic cationic dye as a distributional 
probe of hY involves only a slight departure from the distri- 
butional probe technique for AY estimation using radio- 
labeled lipophilic cations The radioisotope method requires 
that a known volume of cells (or organelles, e.g., mitochon- 
dria) in suspension be equilibrated with the indicator; the 
intracellular and extracellular indicator concentrations are 
calculated from a determination of the amount of cell- 
bound indicator done by scintillation counting of the cells 
after washing to remove unbound indicator. 

Estimation of AY of cells in suspension using sym- 
metric cyanine dyes458 is done in a spectrofluorometer. 
Addition of cells to micromolar solutions of dyes such as 
DiOC,(S) produces a suspension with lower fluorescence 
than that of the original solution, indicating that, at  micro- 
molar external concentrations, the fluorescence of dye 
taken into cells is quenched. When intracellular and ex- 
tracellular ion concentrations are manipulated to hyperpolar- 
ize the cells, increasing cellular uptake of dye, the fluores- 
cence of the suspension decreases further; when the cells are 
depolarized, releasing dye into the medium, the fluorescence 
of the suspension increases. The results obtained by Hoff- 
man and Laris using this method to estimate AY in giant red 
cells from Amphiuma compared favorably with the results 
these authors obtained by microelectrode measurements. 

This success led to a comparative study by Sims et a1460 in 
which 29 cyanine dyes were examined as indicators of A’? in 
red cells and lipid membrane vesicles. This paper introduced 
the abbreviated nomenclature for the cyanine dyes that is 
now in general use, explained in Figure 7-12 (p. 313). The 
lipophilicity of cyanine dyes increases with the length of the 
alkyl side chains, i.e., as n in the formula “DiYCn+,(2m+l)” 
increases. The wavelengths of maximum absorption and 
emission are essentially independent of the alkyl side chain 
length, denoted in the formula by (n + I) ,  but increase with 
the length of the polymethine bridge between the rings, i.e., 
as m in the formula increase?’. The quantum efficiency of 
the dyes is increased, and the absorption and emission 
maxima are shifted to longer wavelengths, in nonpolar sol- 
vents. Spectra of some symmetric cyanine dyes and of tan- 
dem conjugates of phycobiliproteins and cyanine dyes ap- 
pear in Fig. 7-9 (p. 296); the wide range of spectral charac- 
teristics available results in large part from the early devel- 
opment of the dyes by Eastman Kodak and their exploita- 
tion as photographic  sensitizer^^^'. 

The report of Sims et: a14,’ gave particular prominence to 
two dyes, dipentyloxacarbocyanine [DiOC,(3)] and 
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dipropylthiadicarbocyanine [DiSC,(S)], because they ex- 
hibited larger fluorescence changes than most of the other 
dyes in response to maximal hyperpolarization of the cells 
induced by the potassium-selective ionophore valino- 
mycin (see reference 444 for an extensive discussion of 
ionophores), and because they were relatively stable and did 
not cause excessive lysis of cells. 

Some people mistakenly assumed that DiOC5(3) and 
DiSC,(5) were the only cyanine dyes suitable for AY estima- 
tion; this caused some problems because these dyes, and 
many of the others described by the Yale group, were not 
available commercially. The many investigators worldwide 
who became interested in using dyes for AY measurements 
were supplied with them by Alan Waggone;", now at Car- 
negie Mellon University, who was responsible for most of 
the chemistry in the Yale project. Most people did not real- 
ize that dyes such as DiOC6(3) and DiSC,(S), which, respec- 
tively, can be substituted for DiOC5(3) and DiSC,(5), were 
readily available from Eastman and other companies (East- 
man's product line is now sold by Acros Organics, but the 
dyes remain widely available). Results typical of those ob- 
tained in cuvette measurements with cyanine dyes are shown 
in Figure 7-26. 
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Figure 7-26. Valinomycin-induced changes in fluo- 
rescence intensity of red cell suspensions equilibrating 
with a cyanine dye at various external K concentra- 
tions. 

Under normal circumstances, the intracellular concentra- 
tion of IS, [ISli, is considerably higher than the extracellular 
concentration [K'I0, while the intracellular concentration of 
Na', "a'];, is considerably lower than the extracellular con- 
centration "a'],. The ionophore valinornycin (VMC), 
which is lipophilic, forms a complex with K ions and can 
thus readily transport them across cell membranes. Addition 
of VMC thus effectively increases the cells' potassium per- 

meability (P, in the Goldman equation), to the point at 

which membrane potential is determined almost entirely by 
the transmembrane [IS] gradient. If is low, VMC addi- 
tion hyperpolarizes cells; if [KI0 is high, VMC addition de- 
polarizes cells, and, if [IS]0 = [IS],, VMC addition does not 
change A T .  

Data such as those shown in Fig. 7-26 are obtained by 
normalizing curves so that the levels of fluorescence in each 
sample prior to VMC addition are identical. This normaliza- 
tion is necessary because even when the concentrations of 
cells and dye added to clean cuvettes are carefully controlled, 
equilibrium fluorescence readings obtained from cell suspen- 
sions vary due to such factors as dye adhesion to the cuvette 
walls. Despite this, people who worked with this technique 
for AY estimation developed the notion that cyanine dye 
fluorescence could somehow be calibrated to read out AY to 
the nearest millivolt. This was credible only as long as no- 
body looked at cyanine dye uptake at the single cell level. As 
far as I can determine (L. Cohen, personal communication; 
A. Waggoner, personal communication), cyanine dye- 
stained cells, other than nerve or muscle cells, weren't even 
looked at under a fluorescence microscope until I started 
playing with A Y  probes in the mid-1970's. 

At that time, the literature stressed the point that A Y  es- 
timation with cyanine dyes depended on quenching of the 
fluorescence of intracellular dye; in essence, the assump- 
tion was being made that all of the fluorescence measured in 
the cell suspension was coming from free dye in solution, or 
at least that the contribution of cell-associated dye to the 
total fluorescence signal remained constant. When I first 
looked at cells stained with micromolar concentrations of 
cyanine dyes, such as were used for A Y  estimation in suspen- 
sions, I expected to see dark cells against a fluorescent back- 
ground, which would certainly not make it easy to adapt 
cyanine dye AY probes for flow cytometry. I was pleasantly 
surprised when I found brilliant fluorescence in the cells, 
and somewhat disappointed when I examined the broad 
fluorescence distributions (Figure 7-27, next page) obtained 
when they were run through a flow cytomete?. 

Single Cell Measurements with Distributional Probes 

According to the Nernst equation (p. 386), [C],/[C*l0 , 
i.e., the ratio of the intracellular and extracellular concentra- 
tions of a membrane-permeant cationic dye C , varies with 
A". Since the extracellular concentration [CI0  is the same 
for all cells in a suspension, the intracellular concentration 
[C], should provide an indication of AY. If A Y  is the same 
in all the cells, [C], should be the same. However, the fluo- 
rescence distribution is not a distribution of dye concentra- 
tion, i.e., of [C],, but of the total fluorescence, which we 
hope is proportional to the total amount of dye, per cell. To  
obtain a distribution of [ C ] ,  we need to divide the fluores- 
cence value for each cell by the cell's volume, obtained by an 
electronic volume sensor or estimated from forward scatter 
or extinction; this is rarely done in practice. 
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Figure 7-27. Distributions of the fluorescence of DiOC6(3) 
in CCRF-CEM T-lymphoblasts equilibrated with 50 nM 
dye for 15 min. A untreated cells, B cells depolarized 
with gramicidin, C cells hyperpolarized with valinomy- 
cin. The residual peaks at the left of the distributions 
represent signals from debris. 

While volume measurements were not made of the cells 
that provided the data of Fig. 7-27, experience tells us that 
the coefficient of variation (CV) of the cell volume distribu- 
tion of human peripheral blood lymphocytes is no more 
than 15%, while the CV of the cyanine dye fluorescence 
distribution observed in these cells is about 30%. Thus, vari- 
ance of cell volume cannot explain all of the variance of the 
fluorescence distribution. Does this mean that there is a 
broad distribution of membrane potentials in lymphocytes? 
Not necessarily. The cells treated with the ionophore grami- 
cidin (GRM), which forms channels in the membrane that 
permit most mono- and divalent ions to pass through, 
should be completely depolarized, yet their fluorescence 
distribution also shows a greater variance than could be ex- 
plained by cell-to-cell differences in volume. 

Recalling that there are large potential gradients across 
mitochondrial membranes, you might be tempted to think 
that mitochondrial uptake of dye was responsible for the 
variance in fluorescence in the distributions of Fig. 7-27. 
This possibility was investigated: lymphocytes in which the 
mitochondrial potential was abolished using a combination 
of antimycin, dinitrophenol, and oligomycin did show less 
cyanine dye fluorescence (by 15-20%) than cells that were 
not exposed to these inhibitors, but the variance of the fluo- 
rescence distribution was not significantly reduced. 

In cells treated with GRM, A’€’ should be zero; and the 
concentrations of dye inside and outside the cells should 
therefore be the same. How is it, then, that we can manage 
to see the little buggers? Well, there are two reasons. The 
first is that the fluorescence of cyanine dyes is enhanced (ap- 
proximately sixfold in the case of DiOC,(3), less for other 
dyes) when the dye is in a hydrophobic environment460. The 
second, which is quantitatively more important, is that the 
lipophilic character of the dye causes it to be concentrated in 
cells in the absence of a potential gradient because it binds to 

intracellular material, predominantly lipids and membranous 
structures (a 1997 pape?*” actually describes DiOC,(3) as a 
“specific” stain for endoplasrnic reticulum). 

In the study of Sims et a14m, symmetric cyanine dyes with 
different alkyl side chain lengths were equilibrated with 
VMC-treated suspensions of red blood cells, which had been 
estimated to have a membrane potential of -40 mV. The 
Nernst equation would predict that the ratio of intracellular 
and extracellular dye concentrations should be less than 10; 
the ratio observed for diethylthiadicarbocyanine [DiSC,(5)], 
the least lipophilic dye in the series, was over 100, and the 
ratios observed using other thiadicarbocyanine dyes in- 
creased with the length of the alkyl side chains, reaching a 
value above 10,000 for dihexylthiadicarbocyanine 
[DiSC,(S)]. Thus, while uptake of cyanine dyes does provide 
an indication of membrane potential, the association of these 
dyes with cells is distinctly “Non-Nernstian.” 

Don’t try to measure membrane potential with cyanine 
dyes with heptyl or longer side chains, e.g., DiOC,(3). In 
the series running from C, through C,, the longer chain 
dyes, which are more lipophilic, get in faster, which is an 
advantage. At C, and above, the cyanines start to take on 
characteristics associated with the cyanine tracking dyes 
such as “DiI,” “DiO,” and the PKH series, discussed on pp. 
45-6 and 371-4; they feel so warm and cozy in the lipid bi- 
layer that they’re not in any hurry to leave, even if the poten- 
tial changes. The diheptyl (C,) cyanines, which are not 
widely used, can be thought of as the “missing link” between 
membrane potential probes and tracking dyes, which typi- 
cally have akyl side chains containing at least 14 carbons. 

Non-Nernstian binding of probe is also encountered 
when AY is estimated with radiolabeled lipophilic cations 
such as ’H-TPMP’. In order to get accurate values of cyto- 
plasmic AY using lipophilic cationic indicators, it is neces- 
sary to inhibit the mitochondria and to correct the results to 
account for uptake in the absence of a potential gradient. 
Felber and Brand4”-‘ produced a few papers that resolved 
several controversies in the previous literature regarding 
lymphocyte membrane potentials. Their work, unfortu- 
nately, did not extend to single cell measurements. 

This still leaves us looking for an explanation of the vari- 
ance of cyanine dye fluorescence distributions. Further com- 
parison of flow cytometric data”’ with data obtained from 
cuvette measurements can be helpful in this regard. When 
flow cytometry is done on cells exposed to different concen- 
trations of cyanine dyes, a point is reached at which increas- 
ing the dye concentration does not increase fluorescence in 
the cells. If the dye used is DiOC,(3), this happens when 
cells at a concentration of 106/ml are incubated with 2 p M  
dye. The variance of the fluorescence distribution remains 
large, suggesting that cyanine dye fluorescence in cells results 
from fluorescence enhancement of dye bound to hydropho- 
bic regions, and that the variance of fluorescence is due pri- 
marily to cell-to-cell variations in the number of binding 
sites. 
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Further evidence in support of this hypothesis comes 
from the observation that when the hydrophobic binding 
sites are saturated, at a dye concentration of 2 pM, the fluo- 
rescence distributions of cells are identical whether they are 
suspended in isotonic NaCI, in which they maintain normal 
AY, or in isotonic KCI, in which they are depolarized. In 
both cases, addition of VMC or GRM does not change cel- 
lular fluorescence. In other words, the cellular fluorescence 
no longer responds to changes in A". However, if the fluo- 
rescence of cell suspensions equilibrated with 2 pM 
DiOC,(3) in NaCl and KCI is measured in a spectrofluoro- 
meter, the potential difference will be detectable, and hyper- 
polarization caused by addition of VMC to the cells in NaCl 
will produce a demonstrable fluorescence change. This 
means that the cells contain dye that is essentially nonfluo- 
rescent due to quenching, as well as dye bound to hydro- 
phobic sites in which fluorescence is enhanced. VMC addi- 
tion causes uptake of additional dye, which is also quenched 
once it enters the cells. Quenching of the fluorescence of 
symmetric cyanine dyes typically involves the formation of 
aggregates. So-called H-aggregates are nonfluorescent, 
while fluorescent J-aggregates typically emit at wavelengths 
substantially longer than do single dye molecules. 

The dye concentration at which saturation of binding 
sites occurs is determined primarily by the lipophilicity of 
the dye; the fluorescence of cells (at 1 06/ml) equilibrated 
with 2 pM DiOC,(3), which is less lipophilic than 
DiOC,(3), is less than the fluorescence of cells equilibrated 
with the C, dye, and does change when A Y  is changed by 
ionophore addition or by manipulation of ion concentra- 
tions in the medium. In fact, if cells in 2 pM DiOC,(3) in 
NaCl (normal AY, higher fluorescence) are mixed with an 
equal volume of cells in 2 pM DiOCJ3) in KCI (depolar- 
ized, lower fluorescence), the cells and dye reequilibrate 
within a few minutes, as shown in Figure 7-28, yielding a 
fluorescence distribution that reflects the intermediate value 
of AY resulting from the ionic composition of the mixed 
suspending medium. 

The distributions shown in Figure 7-28 are distributions 
of A Y  values estimated from the ratio of fluorescence and 
extinction signal amplitudes. This was done in an attempt to 
compensate for the effects of cell size variation in the cul- 
tured cell line used for the experiments, which results in 
broadening of the fluorescence distributions. The variance of 
the distributions of the fluorescence/extinction ratio remains 
fairly large, indicating that factors other than cell size con- 
tribute substantially to the variance in the number of sites to 
which dye binds with fluorescence enhancement. 

From what has gone before, we can conclude that the 
cyanine dyes, under the best conditions, are not going to 
give us absolute values of AY to the nearest millivolt, 
wherher we measure cell suspensions in cuvettes or individ- 
ual cells in flow cytometers or microphotometers. However, 
while the fluorescence of cell-associated cyanine dye cannot 
provide an absolute measure of A Y ,  it can provide a rea- 
sonably rapid indication of substantial changes in AY that 

occur over periods of seconds to hours, and allow us to ex- 
amine correlations between AY and other parameters. 

The breadth of the distributions obtained by flow cy- 
tometry means that cyanine dye fluorescence has only lim- 
ited capability for detecting heterogeneity of AY in popula- 
tions; if 50% of the cells have AY values that are approxi- 
mately half those of the other 50%, you'll know it, while if 
5% of the cells exhibit a 15% increase in A Y ,  you won't. Are 
there, then, any better dye probes of A Y  than the cyanines? 

1 SELLS IN KCl (LOW MP) 

(INTERMEDIATE MP) Y CELLS IN NaCL 

DiOCz(3) FLU0 / EXTINCTION 
Figure 7-28. Distributions of MP (AY) (estimated 
from the ratio of DiOC2(3) fluorescence to extinction) 
in cultured CEM lymphoblasts suspended in isotonic 
NaCI, isotonic KCI, and a mixture of the two. 

It has already been mentioned that any cationic dye that 
crosses cell membranes readily can serve as a distributional 
probe of AY. Among the classes of such dyes that have been 
investigated by Cohen, Waggoner et a1457'461'462 and by others 
are cyanines (e.g., the classical mitochondrial stain pina- 
cyan01 as well as the compounds discussed above), acridines 
(yes, acridine orange works as an AY probe if you use it a t  

about 10 nM, but who needs it?), oxazines (e.g., Nile blue), 
pyronins, rhodamines (e.g., rhodamine 123), safranins 
(e.g., Janus green, well known as a mitochondrial stain, and 
safranin 0) styryl compounds and triarylmethane dyes 
(e.g., crystal violet). I have done flow cytometry of cells 
stained with a reasonable number of cationic dyes from this 
list, and none of the dyes offers any obvious advantages from 
a metrologic point of view in flow cytometry, although some 
may be less toxic and/or more stable than the cyanines. 
PIGek and Sigler and their colleagues have refined calibra- 
tion of cuvette measurements of AY using cyanine dyes, but 
have only obtained semiquantitative results using flow cy- 

Leslie Loew and his c011eagues'~~~-* have described the use 
of the relatively hydrophilic methyl and ethyl esters of 

tornetry2s024. 
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tetramethylrhodamine for “Nernstian” membrane potential 
measurement by imaging microspectrofluorometry; by 
measuring dye concentrations in various spatial regions, 
these probes allow simultaneous determination of cytoplas- 
mic and mitochondrial membrane potential, once correc- 
tions are made for contributions for dye from out-of-focus 
regions and for non-Nernstian binding. 

Oxonol Dyes as Membrane Potential Probes 
(Figure 7-29), which are negatively 

charged, bind to the cytoplasmic membrane but do not ac- 
cumulate in intact cells; probably because they do not enter 
cells at appreciable concentrations, they are much less toxic 
than cyanines and other cationic A Y  probes. For the same 
reason, oxonol fluorescence, unlike fluorescence from cati- 
onic probes, is not greatly influenced by potential-dependent 
uptake of dye into mitochondria. These desirable character- 
istics of oxonols are offset somewhat by their weaker fluores- 
cence, as compared to cyanines, and, since they don’t pro- 
duce distributions with any less variance, than do cyanines, I 
don’t use oxonols much. I also find that the bright staining 
of damaged cells by oxonols, which, being negatively 
charged and highly lipophilic, stick like crazy to everything 
inside cells once they get in, is something of a nuisance. This 
may be dealt with by adding a dye such as crystal violet or 
trypan blue to quench the offending fluorescence, but it gets 
to be too much of a production for my taste. 

~ x o n o ~ s 4 2 6 . 8 5 0 - l  

ps ps 

bis (1,3dibutyl- 
barbituric acid) 

trimethine oxonol 
I 
ypY3 

as 
I 
\ p Y 3  

as DiBAC4(3) 
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Figure 7-29. Structures of two of the more popular 
membrane potential probes, an oxonol and a cyanine. 
Structures were provided by Molecular Probes. 

M e n  I have compared oxonols and cyanines in rat and 
human leukocytes, T cells, and human lymphoblastoid cell 
lines, I have gotten pretty much the same results in terms of 
being able to detect depolarization and hyperpolarization. 
(oxonol-stained cells are brighter when d.epolarized and 
dimmer when hyperpolarized, a mirror image, if you will, 
of cyanine dye response). This is probably so because I make 
measurements over short time periods, which, combined 

with the relative resistance of the cells I study to cyanine 
toxicity and the absence of significant mitochondrial inter- 
ference with fluorescence, lets me get away with it. Ken 
Rosenthal and I grew cells in 2 pM DiOC6(3) for a few days, 
in the dark, of course. People whose cells won’t stand up to 
that have good reason to use oxonol dyes. 

I have confidence in the estimates (calling them mea- 
surements would imply more accuracy and precision than 
dyes and flow cytometry can give us) of AY I get from cya- 
nines, which do, after all correlate with microelectrode 
meas~rementS4~~’~~~,  but oxonols work. Krasznai et alzSos de- 
scribed a method for determination of “absolute membrane 
potential” of cells using the popular oxonol DiBAC,(S), a 
dye that is frequently referred to as “bis-oxonol” but should 
not be, because it is one member of a large family of bis- 
oxonols. A calibration curve is constructed from a plot of 
fluorescence intensity measured from stained cells vs. ex- 
tracellular dye concentration; it is assumed that dye distribu- 
tion is Nernstian, which is probably a risky assumption 
given the lipophilicity of oxonol dyes. However, Krasznai et 
al reported good agreement between their flow cytometric 
measurements and patch clamp measurements. 

When cells are added to solutions of oxonol dyes, the 
fluorescence of the resulting suspensions is increased. 
Oxonols, being negatively charged, should tend to remain 
outside cells with interior-negative membrane potentials; a 
purely Nernstian distribution for cells with A Y  = -61 mV 
would make the internal oxonol concentration 1/10 of the 
external concentration. However, like most of the symmetric 
cyanines, the oxonols increase fluorescence in nonpolar sol- 
vents, with the result that any dye molecule bound to mem- 
branes or lipids becomes more fluorescent than it would be 
in aqueous solution. The lipophilicity of oxonols results in 
their being taken into cells against the electrochemical gradi- 
ent across the cytoplasmic membrane, but the dyes are 
largely excluded from mitochondria by the electrochemical 
gradient across the mitochondrial membrane. 

A careful choice of controls is required when oxonols are 
used. These dyes form complexes with valinomycin, compli- 
cating its use as a hyperpolarizing agent; monensin has been 
suggested as a replacement. The real danger, however, arises 
from using heat-killed or fixed cells as exemplars of cells with 
A T =  0, because both heat and fixation permeabilize cells 
and change the chemical structure of the membrane. The 
observed increased binding of oxonols is therefore likely to 
reflect influences of factors other than membrane potential, 
e.g., binding to intracellular proteins and changes in mem- 
brane asymmetry. 

The binding of merocyanine 540, which can be envi- 
sioned as a chimerical combination of half a cyanine and half 
an oxonol, to cells is known to be influenced by changes in 
membrane asymmetry, hence the utility of that dye in de- 
tecting apoptotic cells. I have already (p. 374) noted my 
suspicion that at least some oxonol dyes may share the char- 
acteristics of their half-sibling, although I haven’t done the 
experiments needed to prove the point. You’re welcome to 
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try and beat me to it using merocyanine 540 and DiBAC4(3) 
alternately with APC-annexin V in an apoptosis model sys- 
tem. In the meantime, stick with adjustments of the external 
potassium concentration or oxonol-friendly ionophores to 
get control cells with zero membrane potential. 

Possible Alternatives to Distributional Probes for 
Flow Cytometry of Membrane Potentials 
Dyes that work as Nernstian probes of membrane poten- 

tial are obviously just dandy for monitoring membrane po- 
tential changes in single cells in static or image cytometers; 
even with non-Nernstian dyes, making repeated observations 
of the same cell over time eliminates the otherwise vexing 
problem of cell-to-cell variability in fluorescence intensity. 
However, under the best of circumstances, distributional 
dyes can only be used to monitor relatively slow A Y  changes, 
occurring over periods of seconds to minutes. Better results 
would be expected using faster responding dyes, which sense 
membrane potential by different mechanisms. 

The hardware technology for making static or imaging 
measurements is a lot simpler than it used to be, and it cer- 
tainly seems easier than building a multistation flow system 
100 meters long, which some of us have also thought of as a 
way to make repeated observations of the same cell several 
seconds apart. Because of the photodynamic toxicity of most 
membrane potential probes, however, you have to be careful, 
when making static measurements, about how you treat the 
cells between observations. For example, if you stain cells 
with a green-excited dye, you do all of the hunting for the 
cells under low-level red illumination using phase contrast 
and/or image intensification, thereby avoiding light and heat 
damage to the cells. When you want to measure the cells, 
you give them no more than a few milliseconds worth of 
green illumination at a time, using an arc or quartz lamp 
(with heat filters!!!) and a shutter, or else a xenon flash lamp. 
This minimizes photodynamic damage to the dye as well as 
to the cells. As long as you have several measurement values 
for the same cell, all you need to calculate is the percentage 
change in fluorescence in response to the stimulus applied, 
and you are largely unconcerned by the large cell-to-cell 
variations in fluorescence intensity that plague you when 
you do A Y  estimation by flow cytometry. 

As I mentioned previously, the distributional dye probes 
of AY emerged as a spinoff of a project designed to find dyes 
that could respond within milliseconds to changes in nerve 
membrane potentials. The first dyes from which Cohen et al 
got fast responses typically showed fluorescence or absorp- 
tion changes of about 0.1% in response to a 100 mV change 
in AY. One of these, merocyanine 540467 (see above), was 
found to stain immature and leukemic but not normal leu- 
kocytes; the staining appeared to be independent of AY, but 
if the fluorescence had changed by 0.1% on VMC addition, 
nobody would have noticed. No need to worry about mem- 
brane potential affecting merocyanine fluorescence in the 
experiment suggested above. 

Better fast-response A Y  probes have since emerged 
from continued development efforts; one of the best dyes 
available a few editions back was a styryl compound that 
exhibited a 21% fluorescence change in response to a 100 
mV potential Believe it or not, this still wasn't 
good enough for flow cytometry. If we are looking for a 10 
mV depolarization in mitogen-stimulated lymph~cyte?~, we 
can expect to get a 2% fluorescence change in the best dye 
probe under the best circumstances, and we'd need an in- 
strument CV of less than 1% to be able to detect it. That's 
one flow cytometer I can't tell you how to build. If you 
could build it, it wouldn't help, because cells stained with 
the fast oxonol, merocyanine, and styryl dye probes pro- 
duce fluorescence distributions with the same large variances 
seen in cyanine dye fluorescence distributions. 

Ratiometric Probes for Membrane Potential 
Is there a way to make this a real measurement, i.e., to 

improve the accuracy or, mote to the point, decrease the 
variance, of distributions observed in flow cytometric AY 
estimation? Several possibilities suggest themselves. I have 
mentioned that the ratio of [C]i / [Cl0  in cells varies with the 
lipophilicity of the dye C as well as with AY. If two cyanine 
dyes of differing lipophilicities, e.g., a C, dye and a C, dye, 
are added to cells, the ratio of intracellular concentrations of 
the two dyes should vary with membrane potential. Since 
the dyes presumably bind to the same hydrophobic sites in 
cells, cells with more sites should take up more of both dyes. 
Thus, the cell-to-cell variation in numbers of binding sites 
should not affect the ratio of concentrations of the two dyes 
in cells. This ratio could therefore be used as an index of AY. 
In order to get this methodology to behave, however, you 
have to use a multistation system and two dyes with widely 
separated spectra; otherwise, energy transfer comes in and 
confuses things. 

The fast potential probes respond to membrane poten- 
tial changes by changing their position and/or orientation 
in the membrane; it is claimed that most do not penetrate 
to the cell interior. Since all of the transmembrane potential 
difference is developed across the thickness of the mem- 
brane, the electric field strength in the membrane itself can 
be quite high. Loew4" has designed electrochromic AY 
probes that undergo spectral changes in responses to changes 
in the applied electric field. The current champ is di-4- 
ANEPPS [ 1 -(3-sulfonato-propyl)-4- [beta- [ 2-(di-n-butyl- 
amino)-6-naphthyl] vinyl] pyridinium betaine], which re- 
sponds via a rapid (less than millisecond) spectral shift to 
membrane potential The problem with this dye 
is that the electric field affects the excitation, rather than the 
emission, spectrum of the dye; you need a blue and a green 
excitation beam (441 nm from a He-Cd laser and 515 nm 
from an argon laser would do), and the membrane potential 
is calculated from the ratio of fluorescence intensities at 610 
nm excited by the two sources. It may not be worth putting 
together a fancy flow cytometer to try the measurements; 
Chaloupka et alzsw attempted cuvette measurements of 
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AY in Saccharomyces cerevisiae using di-4-ANEPPS, and 
found that the probe was not localized to the cell membrane 
and that the magnitudes of responses increased with time, 
and I suspect that taking a ratio won’t cure all of those ills. 

Loew’s groupLGao also reported that the nonlinear optical 
phenomenon of second harmonic generation, which is 
responsible for the frequency doubling properties of crystals 
used in the laser industry, is sensitive to membrane poten- 
tial; they have found a dye that gives a big signal, but it 
would definitely require more in the way of excitation power 
than most of us have in our flow cytometers. 

Looking toward simpler solutions, we might reason that 
if the variance in distributions of cationic dye fluorescence in 
cells arises because of cell-to-cell variations in the number of 
dye binding sites, we ought to be able to do dandy AY 
measurements, at least on things like peripheral blood lym- 
phocytes, if we can find a lipophilic cationic DNA fluoro- 
chrome. If we then add dye at lower concentrations than are 
needed to get stoichiometric staining of DNA, so as to be 
sure that some dye binding sites remain available, the fluo- 
rescence histogram we get should be a histogram of AY, 
shouldn’t it? Yes, if the dye stains DNA and doesn’t stain all 
kinds of other stuff in the cytoplasm. Most of the symmetric 
monomethine cyanine dyes, e.g., DiOC,( l), DiSC,(l), 
DiQC,(l), and DiLC,(l), stain cell nuclei, and show fluo- 
rescence enhancement when bound to DNA, but they stain 
cytoplasmic constituents as well. Some blue- and green- 
excited cationic DNA fluorochromes described by Latt et 
a14” seem to present the same problems with nonspecific 
staining. The asymmetric cyanines, such as thiazole orange 
and thiazole blue, should be good candidates, except that 
they’re not DNA-specific. I would bet that a suitable dye 
exists, but not on when someone will find it. 

FarinasZeo7 et al have managed to come up with a flow cy- 
tometric ratiometric technique for membrane potential 
measurement that uses an asymmetric cyanine dye; they 
measure fluorescence of DiBACJ3) and SYTO-62 in a slow- 
flow microfluidic system. The ratio of fluorescence of the 
two dyes changes by approximately 2% for each 1 mV 
change in membrane potential. The measurement is not 
made at equilibrium; instead, mixing fluidics insure that the 
time interval between dye addition and observation is con- 
stant (see p. 365). I don’t see why the measurement 
wouldn’t work in a more conventional instrument with ap- 
propriate sample handling hardware. 

Gonzalez and T ~ i e n ~ ~ ~ ~ ~ ~ ~ ~ ~ - ~  have described (and, via 
Aurora Biosciences, now part of PanVera, patented) a 
high-sensitivity, fast-response ratiometric method for meas- 
uring cytoplasmic AY that also uses oxonol dye fluorescence, 
but in a far more specific way. Oxonols bind to both the 
inner and the outer face of the cytoplasmic membrane; as 
cells depolarize, dye shifts from the outer face to the inner 
face, while, as cells hyperpolarize, dye shifts from the inner 
face to the outer face. Gonzales and Tsien made energy 
transfer (FRET) measurements using fluorescently labeled 
lectinszeo8 and, later, fluorescently labeled fatty acidszeo9 as 

donors, and oxonols as acceptors, using the ratio of acceptor 
fluorescence to donor fluorescence as an indicator of AY. 
They achieved the best sensitivity with coumarin-labeled 
phosphatidylethanolamine as the donor and bis( 1,3-dihexyl- 
2-thi0barbiturate)trimethine oxonol as the acceptor, with 
the fluorescence ratio changing 50% for a 100 mV change in 
A”. This is the highest sensitivity ever reported for a fast 
response (< 2 ms) method. An even faster response (< 0.4 
ms, shorter than the duration of nerve action potentials) was 
achieved using a pentamethine oxonol acceptor. 

1’11 discuss another, lower-tech, ratiometric membrane 
potential measurement technique, useful for bacteria, later 
on. 

Using Cyanine Dyes for Flow Cytometric AY 
Estimation, In Case You’re Still Interested 
Now, if things are as bad as I have said, why does any- 

body bother using cyanines - or other dyes - for flow cy- 
tometric estimation of cytoplasmic A Y ?  I can tell you why I 
use them; I have a good idea of the limitations of the re- 
agents and the technique and I only use them when I don’t 
need a more precise estimation of A Y  than they can give me. 
You now know most of what I know about the limitations; 
if you’re still interested in using the technique, here’s how. 

The dye I personally use most often is DiIC,(5), other- 
wise called hexamethylindodicarbocyanine and sometimes 
known as HIDC, which is available from Molecular Probes 
and (as a laser dye) from several other companies. I use 
DiIC,(5) because its fluorescence can be excited with a red 
He-Ne or diode laser and measured through 665 nm long 
pass glass filters (or 660-670 nm bandpass interference fil- 
ters) using an R928 or other red-sensitive PMT. When I 
work with 488 nm excitation, I usually use dihexyloxacar- 
bocyanine [DiOC,(3)] or hexamethylindocarbocyanine 
[DiIC,(3)], the latter also known as acronol phloxine. 
DiOC6(3) is green fluorescent and can be used with the 
same detectodfilter combination used for fluorescein; 
DiIC,(3) is orange fluorescent. I tend to use the C, dye at a 
final concentration of 50 nM and the others at 100 nM to 1 

pm. 
I make up 1 mM stock solutions of dye in DMSO and 

keep them in the dark at room temperature. I make working 
solutions by diluting the stock solution with ethanol so that 
I can reach the desired final dye concentration by adding 5 
pl of working solution to each 1 ml of cell suspension. Since 
the dye really hates to hang around in aqueous solution, the 
cells tend to suck up most of it. As a result, you need to keep 
the cell concentration with which you work fairly constant; I 
generally shoot for 106/ml because that’s a good concentra- 
tion to use for flow cytometry. 

If you are working with cells in protein-free media, dye 
equilibration is usually complete after 15 minutes at room 
temperature. If there’s protein in the medium, I give the 
cells about 30 minutes at 37 “C. It’s important to keep the 
incubation temperature and the interval between dye addi- 
tion and introduction of the sample into the flow cytometer 
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constant, and it’s not a bad idea to run all samples in an 
experiment at the same flow rate, because this is an equilib- 
rium staining procedure. 

If the experiment you are doing extends over a period of 
a few hours, it’s important to run controls during the course 
of the experiment as well as at the beginning and end. Con- 
trols should include an untreated cell sample, a sample of 
cells hyperpolarized by addition of 5 pM valinomycin 
(VMC), and another sample depolarized by addition of 10 
pM gramicidin (GRM) (this assumes you are working with 
cells in a high-Na’, low-K’ medium). If you have any doubt 
about the health of your cells, make up a triple-dip sample of 
control cells, measure them after they have equilibrated with 
dye, and then add VMC to what’s left of the sample. If the 
fluorescence of the cells doesn’t increase, either the cells are 
dead or you’ve used too much dye. If it does increase, add 
GRM to the remaining cells; they should depolarize. If they 
don’t, something’s wrong. VMC, by the way, will not 
hyperpolarize cells after GRM addition has depolarized 
them, so make sure you do things in the right order. 

I should also remind you that cyanines and other posi- 
tively charged dye probes of membrane potential are subject 
to eviction from cells by the glycoprotein drug efflux 
pump (pp. 376-7). This is not as much of a problem when 
you’re doing measurements of cytoplasmic membrane po- 
tential, and leaving cells in equilibrium with the dye, as it is 
when you’re looking at mitochondria, and have to wash the 
cells. Washed cells with an active pump lose dye, period; 
equilibrated cells with an active pump come to equilibrium 
with lower concentrations of dye than they would if the 
pump weren’t there, but the intracellular dye concentration 
still responds to membrane potential changes. If you’re 
paranoid about the pump, use 100 nM DiBAC4(3); this 
oxonol dye is unaffected by it. 

By following the procedures I have just described, you 
should be able to establish that the cells with which you are 
working have a nonzero potential difference across their cell 
membranes, and that the indicator dye you are using will 
respond to potential changes in either direction from the 
control value. You can then examine the effects of the bio- 
logic, chemical, or physical agents you are studying on the 
cells’ AY. 

It is advisable to keep the cells happy if you want them 
to continue responding over the course of a few hours. If the 
buffer capacity of the medium won’t stand up to the meta- 
bolic output of the cells, you may get h n n y  results because 
p H  does have some ill-defined effects on AY probes. If you 
are working with blood cells, avoid using NH,CI or a hypo- 
tonic medium to lyse red cells; the former depolarizes cell?’, 
and the latter may change cation contents (and thus pre- 
sumably A”) and cell volumes of different cell types in dif- 
ferentways . 

If you add practically any protein to a cell suspension 
that has been equilibrated with a cyanine or other lipophilic 
cationic indicator in a protein-free medium, the indicator 
concentration in cells will decrease because the indicator will 
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bind to the protein in solution. When you do the measure- 
ment, it looks as if the cells have depolarized, but they 
probably haven’t. If you’re trying to find the effects of add- 
ing various proteins to cells, work in a medium with added 
protein, e.g., 1-10% albumin. 

Similar artifactual “depolarization” may appear when 
you add appreciable concentrations of nonpolar solvents to a 
dyed cell suspension, which is why it’s a good idea to keep 
the total amount of added DMSO, EtOH, etc. relatively 
constant from sample to sample and not add amounts of 
these solvents in excess of 1% of sample volume. If you are 
adding material dissolved in DMSO, make sure the sample 
is well mixed, because DMSO, left to its own devices, will sit 
at the bottom of an aqueous solution, and the hydrophobic 
molecules in it may be content to stay there unless prodded. 

If you want to eliminate mitochondrial influences on the 
uptake of cyanines or other lipophilic cationic dyes, you can 
add an uncoupler. Felber and Brand463 used 5-10 pM car- 
bony1 cyanide p-trifluoromethoxy-phenylhydrazone 
(FCCP) in their TPMP’ procedure; I have tried this a few 
times and it seems to work. WaggoneP6* cautions that the 
related uncoupler carbonyl cyanide chlorophenylhydra- 
zone (CCCP) may interfere with cuvette measurements 
using DiSC,(S); I have used CCCP at 5-10 pM for flow 
cytometry without problems. 

For the record, I have tried to measure A Y  in cell suspen- 
sions in cuvettes using cyanine dyes on several occasions, 
and have only succeeded once; the flow cytometric proce- 
dure done on cells from the same samples at the same time 
has worked. Oxonol dyes, which are nontoxic and which 
respond to AY changes more rapidly than do cyanines, have 
been advocated as superior A Y  probes for cuvette measure- 
ments by Tsien, Pozzan and Rink426; I’ll try them if I ever 
have occasion to attempt more cuvette measurements 

Also for the record, there have been occasions when we 
shut off a flow cytometer after running cyanine dye-stained 
lymphocytes from one donor on one day, turned the system 
on again the next day, and found that the peak of the distri- 
bution of fluorescence from another donor’s cells was within 
a few channels of the peak of the distribution obtained the 
day before. From my point of view, the flow cytometric 
technique is more reproducible than is the bulk measure- 
ment method. 

There have been a lot of bad things said about cyanine 
dyes in the literature, many of which are true. At micromolar 
concentrations, cyanines have been observed to be toxic to 

bacteriZ3 and mammalian cells . The dyes themselves 
may perturb AY directly by altering membrane conductivity; 
their inhibition of energy metabolism may also result in A Y  
changes. When used to monitor neuttophil AY responses to 
chemotactic peptides, DiOC6(3) and TPMP’ have been re- 
ported to give contradictory result?*, while DiSC,(S) was 
found to be destroyed by oxidation following neutrophil 

The affinity of cyanine dyes for cell constituents is so 
high, and their solubility in water so low, that you can end 

474.7.1683 



394 / Practical Flow Cytometry 

up with inconclusive results when you use very low concen- 
trations of dye and relatively high concentrations of cells, 
simply because the dye molecules grab on to the first cells 
they see’”. Olive and Durand have taken advantage of this 
property and used DiOC,(3), which I told you not to use as 
an AY probe, as an indicator of perfusion or penetration of 
materials into tumor cell spheroids854. 

The toxicity of the cyanine dyes is a liability shared in 
common with other families of cationic dyes and with lipo- 
philic cations such as TPMP+; when the cyanines are used in 
flow cytometry, at concentrations of 5-100 nM, toxicity is 
less than when radiolabeled cations or cationic dyes are used 
at micromolar concentrations for bulk measurements. Dif- 
ferent cell types appear to have different degrees of suscepti- 
bility to cyanine dye toxicity; Crissman et al”’ found that 
simultaneous staining with DiOC,(3) improved both 
Hoechst 33342 staining of live CHO cells and cell survival 
following sorting, possibly because of effects on the efflux 
pump, while the supposedly less toxic rhodamine 123 af- 
fected neither staining nor survival. While this may not lead 
to the routine appearance of cyanine dyes in multivitamin 
pills, it does remind us that one cell’s poison may be another 
cell’s medium. 

Cytoplasmic Membrane Potential: Summing Up 
It is hardly feasible to make microelectrode measure- 

ments of A Y  in large numbers of cells, and impalement with 
microelectrodes is probably more traumatic to lymphocytes 
than to squid axons. Despite this, cationic dyes such as the 
cyanines, radiolabeled cations, the anionic oxonol dyes, and 
microelectrodes have produced comparable results in most 
systems to which two or more measurement methods have 
been applied. 

Tasaki and B ~ r n e ’ ~ ’ ~  studied the time course of the in- 
trinsic birefringence change of axons that coincides with 
action potentials, and attribute it to swelling of the nerve 
brought about by movement of water into the superficial 
layer of the axon. A close relationship was also demonstrated 
between nerve swelling and changes in light scattering and in 
dye absorbance. The intrinsic optical changes, by the way, 
are on the order of a few parts per ten thousand; you won’t 
be noticing them on your scatter channel, and we’ll probably 
have to stick with using dyes for flow cytometric measure- 
ments. 

In looking at some s t ~ d i e s ’ ~ ~ ~ . ~ ~  on flow cytometry that 
emerged prior ro the previous edition, I noticed that at least 
as many people seemed to use cyan ine~“~’~~  as o x o n 0 1 s ’ ~ ~ ~ ~ ’ ~ ’ ~ ~ ~ .  
Seamer and Mandler’69’ applied my trick of dividing by a 
size measure (Figure 7-28, p. 389) to lower the CVs from 
oxonol measurements. Damjanovich and Pieri16” correlated 
fluorescence flow cytometry with patch clamp measurements 
in lymphocytes. Radosevic et used DiBAC4(3) to study 
membrane potential in conjugates of cytotoxic NK cells, 
which were labeled with a tracking dye, and K562 target 
cells. Conjugates could be identified on the basis of tracking 
dye fluorescence and light scattering signals; using a slit-scan 

technique, the membrane potential of each cell in a conju- 
gate was measured separately, showing that depolarization of 
the K562 cell occurs as a consequence of the cytotoxic activ- 
ity of the NK cell. In at least some of the studies in this 
group , in which cyanine dyes were used, I suspect that 
the efflux pump had some effect on results. Watch out. 

Mitochondrial Membrane Potential (AY,) 

1687-8 

Mitochondrial Staining with Rhodamine 123 Is 
Membrane Potential-Dependent 

Since 1980, numerous investigators have used the lipo- 
philic cationic dye rhodamine 123 for investigations of 
mitochondrial structure and function; it is appropriate at 
this point to discuss the general issue of estimation of mi- 
tochondria membrane potential (which I will abbreviate 
as AYJ, as opposed to cytoplasmic membrane potential 
(AU), and to clear up some misconceptions that seem to 
have arisen concerning this particular dye. 

As was mentioned on p. 385, there is normally a rela- 
tively large (100 mV or more, interior negative) gradient of 
electrical potential across mitochondrial membranes in cells. 
The electrical potential and pH gradients between the cyto- 
sol and the mitochondrial matrix are inextricably linked to 
the processes of energy metaboli~rn~~’~’. When cells with 
normal mitochondrial function are allowed to equilibrate 
with lipophilic cations, potential differences alone generate 
gradients of cation concentration across mitochondrial and 
cytoplasmic membranes, with the concentration being high- 
est in the mitochondria. 

According to the Nernst equation (p. 386), the ratio of 
mitochondrial to cytosolic (free) cation concentrations 
should be 1OO:l if the potential difference across the mito- 
chondrial membrane is 120 mV, and 1000:1 if it is 180 mV. 
The presence of any high-affinity binding sites for the cation 
within mitochondria will result in the ratio of concentrations 
of (free + bound) cation in mitochondria and cytosol being 
higher than that predicted by the Nernst equation, unless 
there are much greater numbers of high-affinity binding sites 
within the cytosol. 

If cell samples are allowed to come to equilibrium with 
equal concentrations of a series of cationic dyes of similar 
structure with increasing lipophilicity (e.g., cyanines), higher 
mitochondrial/cytosolic dye concentration ratios should be 
found for the dyes with higher lipophilicity (in the case of 
the cyanines, those dyes with longer alkyl side chains), due 
to increased binding to hydrophobic membrane structures, 
which are at least as abundant in mitochondria as in the 
cytoplasm. The ratio of intracellular and extracellular dye 
concentrations, [C];/[C]o, should also increase with lipo- 
philicity. 

Under the equilibrium conditions just described, both 
cytoplasmic (A”) and mitochondrial (A”, ) membrane po- 
tential affect the total amount of dye taken up and bound by 
cells. The relative contributions of cytoplasm and mito- 
chondria to the cytoplasmic ‘‘AY,” as estimated by fluores- 
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cence of cells following equilibration with dyes such as cya- 
nines, are, however, difficult to estimate a priori, because the 
total amount of dye in each compartment is the product of 
concentration and volume. In addition, one cannot expect 
to measure the same amounts of fluorescence emission from 
equal amounts of intra- and extramitochondrial dye, because 
quenching increases with dye concentration. 

If cells are washed following a first equilibration with 
dye, the rate at which a new equilibrium between intramito- 
chondrial, cytosolic, and extracellular dye concentrations is 
reached should be dependent upon mitochondrial affinity 
for the dye, because, after washing, the mitochondria serve as 
the primary source for redistribution of dye into the cytosol 
and thence into the extracellular medium. More and/or 
stronger mitochondrial binding of dye should be reflected in 
longer reequilibration times and, until equilibrium is 
reached, in higher ratios of intra- to extramitochondrial dye 
concentrations. Observation of such cells under a fluores- 
cence microscope should show dye fluorescence to be con- 
fined to the mitochondria. 

All that can be concluded, however, from the observa- 
tion of fluorescence in the mitochondria of washed cells, or 
from microphotometric or flow cytometric measurement of 
cellular fluorescence under such conditions, is that the mito- 
chondria were energized prior to dye addition and probably 
remained energized at the time of measurement; variations 
in AYm cannot be inferred from variations in cell fluores- 
cence. This is so because the number and/or volume of mi- 
tochondria may vary from cell to cell and because mito- 
chondrial fluorescence itself is likely not to be proportional 
to AYm due to concentration quenching. Recall (p. 388) that 
the ratio of concentrations of cyanine dyes inside and out- 
side cells is typically at least several hundred, much higher 
than would be predicted by the Nernst equation; even if the 
ratio between cytosolic and mitochondrial concentrations is 
purely Nernstian, one can expect the concentration of dye in 
the mitochondria to be on the order of lo4 times the exter- 
nal dye concentration. If the external dye concentration were 
only 10 nM, the mitochondrial concentration would be 100 
pM, and one would expect dye fluorescence to be substan- 
tially quenched. 

If the mitochondria are deenergized, i.e., if AYm is re- 
duced to or near zero, before dye is initially added to the 
cells, e.g., by addition of a metabolic inhibitor, e.g., an 
uncoupler of oxidative phosphorylation, such as CCCP, no 
mitochondrial concentration of dye occurs in the first place, 
other than that which might result from dye binding to 
membranous structures in the absence of a potential gradi- 
ent. Under these circumstances, the dye concentration in 
cells left in equilibrium with dye responds to differences in 
(cytoplasmic) AY, and flow cytometric fluorescence and cell 
size measurements can provide valid, semiquantitative esti- 
mates of this parameter provided dye concentrations are kept 
low, as discussed on p. 392, to minimize saturation and con- 
centration quenching effects. Pretreatment with an inhibitor 
of rnitochondrial energy metabolism similarly allows valid 

estimates of cytoplasmic AY to be derived from uptake of 
TDMP' and similar substances. 

If no inhibitor is added to cells, and they are examined 
while in equilibrium with dye, differences in fluorescence 
will be observed between cells with intact membranes and 
normal mitochondrial function, on the one hand, and dam- 
aged cells, on the other. Cells with deenergized rnitochon- 
dria will, as just discussed, take up less dye than cells with 
intact energy metabolism; cells with cytoplasmic membrane 
damage sufficient to diminish or abolish the cytoplasmic A Y  
gradient will also take up less dye. Thus, equilibrium dye 
fluorescence measurements in cells can provide an indication 
of cell viability that is based upon metabolic integrity as 
well as membrane integrity. 

Washing cells before measurement can be expected to 
produce some improvement in live-dead cell discrimination. 
If mitochondria are deenergized before equilibration with 
dye, very little fluorescence will be seen in washed cells even 
if the cytoplasmic membrane is intact. If mitochondria be- 
come deenergized after equilibration with dye, but before 
washing, some concentration of dye in mitochondria may be 
observed if high-affinity binding results in dye being lost 
relatively slowly from the mitochondria. If the mitochondria 
become deenergized after washing, dye should be lost from 
the mitochondria into the cytosol at a rate dependent upon 
the affinity of mitochondria for the dye. 

Viewed against this background, the observed behavior 
of rhodamine 123 (R123) in mitochondria and cells is no 
different from what would be expected, and not markedly 
different from what would be expected and has been ob- 
served using other dyes. During the fall of 1979, when my 
initial publication on flow cytometric A Y  and 
their first paper on R123 staining of mitochondria48' were in 
press, Lan Bo Chen and Lincoln Johnson asked me if they 
could look at some R123-stained cells in one of my flow 
cytometers. We got to talking about membrane potentials; 
when I found out that R123 was a cationic dye I suggested 
that the mitochondrial staining they were seeing was poten- 
tial-dependent, and we exchanged samples of dyes. 

The R123 staining technique Johnson et a l  described4" 
involved a 30 min equilibration of cells with 10 pglrnl 
(about 25 pM) R123, following which cells were washed 
and examined. Using that concentration of R123, I couldn't 
measure unwashed cells in the flow cytometer because of the 
intense background fluorescence. Backing off to 1 pM, I 
found (unpublished) that I could get R123 fluorescence to 
respond to the usual AY manipulations involving VMC, 
GRM, and changes of (K') concentration in the same fash- 
ion as did the cyanines. Johnson and Chen4'" established that 
R123 staining was dependent upon the presence of the mi- 
tochondrial AY gradient. They also observed that cells 
equilibrated with safranin and the cyanine dyes showed po- 
tential-dependent mitochondrial staining. In fact, cyanine 
dye-stained cells could be examined without washing, 
probably because cyanines are considerably more lipophilic 
than is R123, which should make the ratio of intra- and 
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extramitochondrial dye concentrations at least somewhat 
higher for the cyanines. 

A few weeks after these experiments were done, Paul 
Horan and coworkers exhibited pictures of cyanine dye- 
stained fibroblasts at the 1979 Asilomar conference on Ana- 
lytical Cytology; these showed dye concentrated in mito- 
chondria. Horan et al found, as did Johnson et al using 
R123, that stimulation of confluent fibroblasts by wounding 
caused an increase within minutes in mitochondrial fluores- 
cence in cells adjacent to the damaged areas4". Until both 
groups published in 1981, however, most people who were 
aware of the capacity of R123 to stain mitochondria were 
unaware of the central role of mitochondrial AY in R123 
staining. 

James and B ~ h m a n ~ ~ ' ,  for example, used R123 and flow 
cytometry to study proliferation of mitochondria during the 
cell cycle of HL-60 cells, and Darzynkiewicz et a1493 reported 
increased R123 staining of stimulated lymphocytes begin- 
ning approximately 24 hr following exposure to lectins, at- 
tributing most of the increase in fluorescence to an increase 
in the number of mitochondria per cell, in work submitted 
for publication before reports of the potential dependence of 
R123 staining appeared in print. 

The R123 fluorescence response in lymphocyte activa- 
tion was not surprising to me because I and others 
(also M. Brand, personal communication), using TPMP', 
microelectrodes, DiOC6(3), and TPMP', respectively had 
found apparent hyperpolarization of lectin-stimulated T 
lymphocytes beginning at 5-12 hours, and usually preceding 
increases in RNA content as measured with pyronin Y. I also 
noted (unpublished) that R123 staining increased in stimu- 
lated T cells; an example of typical results obtained from 
lymphocytes stained with Hoechst 33342 in combination 
with various other probes appears as Figure 7-30. 

In retrospect, some of the differences in R123 fluores- 
cence between resting and stimulated lymphocytes may re- 
flect behavior of the glycoprotein pump, which appears to be 
more active in resting than in stimulated cells, leading to 
observable differences in the fluorescence of Hoechst 33342 
in when cells are equilibrated at lower concentrations of the 
dye than are typically used for stoichiometric DNA stain- 

that flow cytometric A Y  measurements 
might provide a more sensitive indicator of cell viability 
than was given by dye exclusion tests. This was of interest to 
several of my colleagues because it might provide a fast 
means for determining the effects of chemotherapeutic 
agents on cancer cells. Sam Bernal, Lan Bo Chen and X495 
looked at the effects of various drugs on R123 fluorescence 
in L1210 mouse leukemia cells, and concluded that loss of 
R123 fluorescence was a better and earlier predictor of loss 
of clonogenicity than were dye exclusion tests. However, 
later work (E. Adams, B. K. Bhuyan et al, presentations at 
the 1984 Cell Kinetics Society meeting and personal com- 
munications) showed that, while loss of R123 fluorescence 
generally indicates loss of clonogenicity, cells exposed to 
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lethal doses of some drugs may not lose R123 fluorescence 
for some time. Bhuyan et al demonstrated by biochemical 
analyses that R123 fluorescence parallels mitochondrial 
ATP content, and that the changes in this parameter fol- 
lowing lethal doses of different agents occur with different 
time courses. 

When R123 first came into use, great stress was placed 
upon its relatively low toxicity as compared to dyes such as 
the cyanines. Darzynkiewicz et a13", however, found that 
R123 inhibited the growth and cell cycle progression of cul- 
tured cells, while uncharged rhodamine dyes, which were 
not taken into mitochondria, were not inhibitory. Chen's 
group, which had reported different patterns of retention of 
the dye in normal and transformed ~ellS4~', thereafter discov- 
ered a selective toxic effect of R123 on carcinoma cells in 
v i t r ~ ~ ~ '  and in V ~ V O ' ~ ~ .  They have since established that the 
dye interferes with mitochondrial energy 

CONTROL 48 HR PHA 

RHODAMINE 123 
("MITOCHONDRIAL 

MEMBRANE 
POTENTIAL") 

DiOC6(3) 
("CYTOPLASMIC 

MEMBRANE 
POTENTIAL") 

PYRONIN Y 
(CYTOPLASMIC RNP 

HOECHST 33342 (DNA) 

Figure 7-30. Two parameter flow cytometric analy- 
ses of lectin-stimulated human peripheral blood lym- 
phocytes 48 hr after PHA addition. 

The toxicity of the more lipophilic cyanine dyes, and of 
lipophilic cations such as TPMP', relative to R123 must be 
examined in the light of the fact that differences in lipo- 
philicity exert profound effects on partitioning of the dye 
between mitochondria, cytosol, and medium. In cells equili- 
brated with equimolar concentrations of R123 and a lipo- 
philic cyanine such as DiOC6(3), the intramitochondrial 
concentration of the cyanine dye may be hundreds of times 
higher than that of R123. Conversely, there exist other fluo- 
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rescent probes of mitochondrial energization which, like 
R123, are relatively water-soluble, and which are also said to 
be nontoxic; e.g., the styryl dyes DASPMI (dimethylami- 
nostyrylpyridinium iodide) and DASPEI described in 
1976 by Be~eiter-Hahn~". The studies of R123 as an anti- 
cancer drug recalled the therapeutic use of DiSC2(5) as an 
antihelminthic agent under the name Dithiazanine5'l. I have 
often wondered whether some of the unexplained sudden 
deaths associated with this dye/drug were related to the ob- 
servation by uninformed patients of brilliant blue stools fol- 
lowing its oral administration. In a more serious vein, it 
should be pointed out that Zigman and G i l ~ n a n ~ ~ ~  have re- 
lated the toxicity of cyanine dyes to redox potential; their 
work should be read by anyone interested in the pharma- 
cologic, as opposed to the flow cytometric, aspects of dye 
probes of cell membrane potential. It is also evident from the 
work of Chen's group that thiacyanine dyes are more toxic 
than indo- and ~xacyanines '~~~. 

Since the late 1980's, a lot of interesting things have 
happened in the mitochondrial area, with flow cytometry 
playing a pivotal role. 

Borth, Kral, and K a t i n g e ~ ' ~ ~ ~  established that R123 fluo- 
rescence of hybridomas was responsive primarily to glucose 
concentration, rather than to aging or growth; this was sig- 
nificant since R123 fluorescence was proposed as a useful 
parameter that has been proposed for use in monitoring cells 
in bioreactors. Myc et al'700 used Hoechst 33342 and R123 
to determine that there was no variation with phases of the 
cell cycle in R123 retention characteristics in either normal 
lymphocytes or leukemic cells. 

Irion et al'706 and Rottele and Zimmermann1707 studied 
the kinetics of uptake of a variety of dyes with different lipo- 
philicities into HeLa cell mitochondria in situ. The kinetics 
of uptake were found to be limited by diffusion; more lipo- 
philic molecules were taken up more rapidly. Dye molecules 
accumulated in strongly lipophilic areas of the mitochon- 
dria, and both the potential gradient and hydrophobic inter- 
actions contribute to strong dye binding. Styrylpyridinium 
dyes are of interest because, unlike cyanines, they exhibit 
very low fluorescence in aqueous solution. 

The Search for Better AYm Probes: Round One 
Maftah et and  other^'^'^-^ described the use of nonyl 

acridine orange (NAO), which they reported stained mito- 
chondria in a membrane potential-independent fashion. 
One of the problems with attempting to measure AY,,, using 
the fluorescence of R123 or other dyes is that the number 
and size, or mass, of mitochondria vary from cell to cell; it is 
therefore not possible to determine to what extent differ- 
ences in dye fluorescence between cells reflect differences in 
BYm , as opposed to differences in these other factors. In 
theory, NAO fluorescence would provide a measurement of 
mitochondrial mass. Since the fluorescence emission maxima 
of NAO and R123 are quite close to one another, it would 
not be feasible to attempt ratiometric measurements. How- 
ever, I suggested in the previous edition that the ratio of 

fluorescence of a suitably spectrally separated cationic dye, 
e.g., DiIC'(5) and NAO might provide an indicator of A",,, 
normalized for differences in mitochondrial mass; I was 
wrong. I also speculated that the nonyl group locked NAO 
into the mitochondrial membrane, and it looks as if I was 
right about that; I can't finish the story without bringing in 
some other developments. 

O'Connor et al used flow cytometry with rhodamine 
123"'' and other dyes17o4 to analyze isolated individual mito- 
chondria; staining with R123, safranin 0, and DiOC6(3) 
were potential dependent, while staining with NAO was 
not, as would be expected. Wolf and K a ~ a t o s ~ ~ ' ~  were able to 
discriminate isolated neuronal synaptosomes from free mito- 
chondria because, under the experimental conditions used, 
the former maintained a membrane potential and the latter 
did not. 

Juan et alZ3l0 described a kinetic measurement procedure 
using rhodamine 123 to assess mitochondrial membrane 
potential; they found that, if dye and cell concentrations 
were kept constant, the rate of uptake of R123 by isolated 
rat hepatocytes was relatively constant, with increasing con- 
centrations of added glucose or other substrates increasing 
the dye uptake rate and addition of uncouplers decreasing 
the dye uptake rate. 

described a photocrosslinking fluorescent 
indicator of mitochondrial membrane potential; a carbocya- 
nine dye was derivatized with a photoreactive nitro- 
phenylazide group so that illumination would covalently 
attach it to nearby molecules. The dye, PhoCy (photofixable 
cyanine), specifically stained mitochondria in living fibro- 
blasts; when stained cells were illuminated and fixed with 
formaldehyde, staining was retained owing to cross-linking, 
while fixation without illumination eliminated mitochon- 
drial staining. If the mitochondria in cells were energized in 
the first place, one could, in theory, label them with PhoCy, 
wash out excess dye, lock the PhoCy into the mitochondria 
by illuminating the cells, apply some treatment, and restain 
with a spectrally distinct cationic dye to determine whether 
or not AYm had decreased. However, PhoCy itself apparently 
didn't make it to market, although some other reactive cati- 
onic mitochondrial dye probes eventually did. 

Hahn et 

AYm , JC-1, and Apoptosis 
Lan Bo Chen published two reviews, in 1988'6'4 and 

19891695, reflecting what he and his coworkers had done with 
R123 and other dyes up to that point. In 1991, his group 
described the use of the symmetric cyanine dye 5,5',6,6'- 
tetrachloro- 1,1',3,3'-tetraethylbenzimidaz.~locarbocyanine io- 
dide (JC-I), which forms fluorescent aggregates, as a probe 
of mitochondrial membrane potentia11681-2. When excited at 
490 nm, JC-1 monomers show an emission maximum at 
527 nm, while aggregates emit maximally at 590 nm. In 
theory, the orange to green fluorescence ratio should give 
you a measure of membrane potential. 

I've tried JC-1 in cells and bacteria; the biggest problems 
I've found with it is that it aggregates in solution and that it 
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takes much longer to equilibrate to stable fluorescence values 
than do the more popular dyes such as DiOC5(3) and 
DiOC,(3). The fluorescence distributions in two dimensions 
are broad enough so that taking ratios doesn’t help all that 
much. There are probably better dyes out there with similar 
properties if you want to do ratiometric measurements, but 
looking at two-color fluorescence from JC-1 has turned out 
to be very useful, even if it won’t let you measure AYm to the 
nearest millivolt. 

using NMR, found 
that R123 had different effects on intermediary metabolism 
of normal and cancer cells. O n  another front, the report by 
Chen’s group that membrane potentials were different 
based on differences in JC-1 fluorescence at different points 
in mitochondria resonated with the conclusion drawn by 
Skulachev and his colleagues, based on analyses of fibroblast 
and cardiac myocyte mi to~hondr ia”~~ and on filamentous 
cyan~bacteria’~’~, that networks of mitochondria (or bacteria) 
act as power-transmitting protonic cables, with membrane 
potential changes propagating along the ne tw~rk”~’ .  A cellu- 
lar information superhighway? For what it’s worth, Bedlack, 
Wei, and L o e ~ ’ ~ ‘ ’  observed localized membrane depolariza- 
tions that they believed to be involved in electric field- 
directed neurite growth. This gets us from subcellular power 
transmission lines to the kind a lot of people worry about 
these days; it’s not at all illogical that electric field effects 
would be mediated via membrane potential changes, but I 
haven’t seen anything along this line hit the newspapers yet. 
I haven’t looked that hard at the journals. Chen’s group 
published a methods paper and review on JC-1 in 19952810, 
but things didn’t get really interesting until after that. 

In 1993, Cossarizza et a l l 7 ”  reported using JC-1 for two- 
color flow cytometric measurement of mitochondrial mem- 
brane potential; while, as I said, it didn’t give them values to 
the nearest millivolt, it did (and does) a much better job of 
discriminating cells with energized and deenergized mito- 
chondria than did other popular dyesz8”. 

In 1993, RichterZ8I2 suggested that maintenance of AYm 
was important in preventing apoptosis; in 1994, Cossarizza 
et al’”’ and Vayssiere et a l 2 * I 4  reported that AYm was reduced 
in apoptosis, and, in 1995, Cossarizza et a12s15 reported that 
N-acetylcysteine stabilized AYm and prevented apoptosis in 
cells treated with agents that would normally induce the 
process. hchter and Cossarizza et al joined forces on a 1996 
paper emphasizing the role of maintenance of ATm and ATP 
production in the prevention of apoptosis. The concept, and 
JC-1, started to get a lot of attention from that point on; I’ll 
have more to say about the subject when I discuss apoptosis 
in Chapter 10. Meanwhile, I’ll continue with the story of 
mitochondrial probes. 

Chen’s group and 
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The Search for Better AYm Probes: Round Two 
While, by 1997, JC-1 was recognized as more reliable in 

providing information on the state of energization of mito- 
chondria than either DiOC6(3) or R123**”, it did not pro- 
vide a quantitative measure of A Y m ,  at least when applied to 

whole cells. Rottenberg and WuZ8” noted in 1997 that 
DiOC,(3) itself induced apoptotic changes in lymphocytes 
from old mice, which led them to consider some attributes 
of this and other dyes that might affect their use as probes of 
A T m ,  and, in 1998, to report that DiOC,(3) could be used 
for quantitative flow cytometric measurements of A Y m  

It had been known for some time that DiOC6(3) and 
other oxacarbocyanine dyes inhibited NADH reductase in 
isolated mitochondria in vitro; Rottenberg and Wu reasoned 
that mitochondria in situ would be affected by substantially 
lower concentrations of dye in solution, because of the 
Nernstian and non-Nernstian concentration that occurs in 
cells. They found that the respiration of lymphocytes ex- 
posed to 40-100 nM DiOC,(3), a range of concentrations 
commonly used for assessment of was inhibited approxi- 
mately 90 percent, suggesting that the probe itself was likely 
to alter the parameter they were trying to measure. 

Apart from their effect on respiration and A Y m  , extracel- 
lular dye concentrations in the 40-100 nM range create 
problems because, as mentioned on pp. 388 and 395, the 
concentration of dye in energized mitochondria can easily 
reach 10,000 times the extracellular dye concentration, and, 
at intramitochondrial concentrations in the 400- 1000 pM 
range, the fluorescence of dye in mitochondria should be 
almost completely quenched. 

I noted, in the discussion of measurements of cytoplas- 
mic membrane potential, that DiOC6(3) fluorescence in 
cells, measured by flow cytometry, becomes independent of 
membrane potential at an extracellular dye concentration of 
2 pM. I also noted that membrane potential changes in cells 
exposed to that concentration of dye can be measured in 
cuvettes, because the cuvette measurement measures the 
fluorescence of free dye in solution. In order to keep cellular 
fluorescence responsive to changes in cytoplasmic membrane 
potential, it is necessary to use lower concentrations of dye 
than might be used for cuvette measurements, and the 10- 
100 nM concentrations typically used for flow cytometry 
may be advantageous in terms of eliminating much of the 
effect of AYm on cytoplasmic membrane potential by virtue 
of extensive quenching of intramitochondrial dye. 

When we are trying to measure AYm by flow cytometry, 
we cannot practically distinguish between fluorescence from 
intramitochondrial dye and fluorescence from dye in the 
extramicochondrial portions of the cell. We would prefer to 
have a monotonic relationship between measured fluores- 
cence and A T m  ; the fluorescence intensity measured from 
cells with energized mitochondria should be greater than 
that measured from cells with deenergized mitochondria, 
and cells with intermediate values of should yield intermedi- 
ate values of fluorescence intensity. This is unlikely to hap- 
pen when there is extensive quenching of dye in mitochon- 
dria; it is far more likely that a decrease in AYm, resulring in 
release of dye into the cytosol, will lead to an increase in 
cellular fluorescence. Rottenberg and WuZ8l8 found that 0.2 
nM DiOC6(3) provided a monotonic fluorescence response 
across the range of A”,. 



Parameters and Probes I 399 

Since the concentrations of JC-1 typically used for stud- 
ies of AY,” are in the range between 1 and 10 pM, it is not 
unlikely that perturbation by the dye will complicate any 
attempt to derive a quantitative measurement. Because the 
response of JC-1 to AYm is largely dependent on the concen- 
tration of dye being high enough to promote formation of 
J-aggregates, it is likely that reducing the concentration to 
the nanomolar range would eliminate the metachromatic 
fluorescence response that has provided most of the motiva- 
tion for using the dye. Cossarizza et alza” did find a linear 
relationship between JC-1 orange (590 nm) fluorescence and 
AYm in isolated mitochondria, but it is likely that the in- 
tramitochondrial dye concentration in that experimental 
situation was lower than would be expected in mitochondria 
in situ due to the absence of the Nernstian and non- 
Nernstian concentration of dye into a cytoplasmic extrami- 
tochondrial compartment. 

In 1996, Poot et alzsZ0, at Molecular Probes, described 
two reactive probes that responded to AYm , chloromethyl- 
X-rosamine (CMXRos) and CM-H,XRos, both given the 
MitoTracker Red trade name. Both probes are lipophilic 
and cationic, and are concentrated in mitochondria, where 
the chloromethyl groups on the probes bind covalently to 
thiols. CMXRos is fluorescent; its excitation maximum is at 
578 nm, but some fluorescence is excitable at 488 nm. The 
emission maximum is at 599 nm. CM-H, XRos, the reduced 
form of CMXRos, is nonfluorescent; once inside cells with 
an active energy metabolism, it is oxidized to CMXRos. 

The ability of these probes to bind covalently to con- 
stituents of mitochondria allows them to withstand fixation, 
as did the PhoCy dye described on p. 397, but there has 
been a running controversy in the literature as to how faith- 
fully CMXRos measurements of fixed cells represent the 
state of mitochondrial energization before fixation. In dual 
staining experiments, Macho et alza2’ found CMXRos fluo- 
rescence to be highly correlated with DiOC6(3) fluorescence, 
and pursued immunofluorescence measurements of intracel- 
lular proteins such as Bcl-2 in cells that had been fixed and 
permeabilized following CMXRos staining. Ferlini et a12R22 
questioned whether some of the correlation between 
CMXRos and cyanine dye fluorescence represented spectral 
crosstalk, but Macho et alzSz3, in response, cited additional 
evidence that CMXRos responded to ATm. 

Molecular Probes offers several fixable mitochondria 
probes in addition to CMXRos and CM-HJRos; these 
include MitoTracker Green FM, which has spectral charac- 
teristics similar to fluorescein but is almost nonfluorescent in 
aqueous solution, and MitoTracker Orange CM- 
H,TMRos and CMTMRos, which emit at 576 nm2332. 
Hollinshead et alZRz4, in a paper demonstrating the advan- 
tages of antibiotin antibodies, which react with endogenous 
biotinylated proteins in mitochondria, for specific labeling 
of those organelles in fixed material, reported that Mito- 
Tracker Green FM staining, representative of the state of 
mitochondrial energization before fixation, was preserved in 
fixed tissue. Poot and Pierce28z5 reported that, in cells stained 

with 200 nm each of MitoTracker Green FM and CMXRos, 
the ratio of CMXRos fluorescence to MitoTracker Green 
fluorescence provided better discrimination of apoptotic cells 
than did CMXRos fluorescence alone. A challenge by Gil- 
more and Wilsonzaz6 was followed by a response to Ferlini et 
al by Poot and Pierce28z7, maintaining that changes in 
CMXRos fluorescence are sensitive indicators of early apop- 
tosis. Salvioli et alZaza, in a study of HL-60 cells, conceded 
that, while JC-1 and CMXRos did not always give identical 
results, CMXRos was a reliable probe for assessing AYm , but 
Mathur et alZa2’, studying cultured catdiomyocytes, found 
that JC-1 staining did reflect A”,,, , but that CMXRos stain- 
ing did not. 

control staurosporine 

JC-1 monomers 

Figure 7-31. Demonstration of apoptotic HL-60 cells (APO) 
with deenergized mitochondria by JC-I staining. Apoptosis 
was induced by staurosporine. The “JC-I aggregates” axis 
displays 590 nm fluorescence; the “JGI monomers” axis dis- 
plays 530 nm fluorescence. From: Salvioli et al, Cytometry 
40989-197, 2000 (Reference 2828), 0 John Wiley BT. Sons, 
Inc., used by permission. 

If you decide to be conservative and rely on JC-1 as your 
probe for A T m  , Figure 7-31, above, gives you an idea of 
what you can expect. The apoptotic cells contain somewhat 
fewer JC-1 aggregates, as indicated by slightly lower 590 nm 
fluorescence, and substantially more JC-1 monomers, as 
indicated by 530 nm fluorescence, than do the unaffected or 
control cells. It would not be unusual to see lower values of 
590 nm fluorescence in apoptotic cells than are shown in 
this figure. 

In 2000, Keij et a l Z a 3 O  reported that mitochondria! stain- 
ing by NAO (p. 397), MitoTracker Green, and another 
Molecular Probes offering, MitoFluor Green, was affected 
by AYm changes induced by drugs prior to staining. A cri- 
tique by Isola et alZa3’ noted that most people stained first 
and applied treatments later. However, Keij et al have made 
the point that the mitochondrial uptake of all of the dyes 
they used is potential-dependent, which should bring us 
closer to the conclusion that neither NAO nor any of the 
MitoTracker dyes is a probe of “mitochondrial mass.” 

It had been alleged for many years that NAO binding to 
mitochondria was at least partly potential-independent, and 
reflected the affinity of the dye for cardiolipin, a polyun- 
saturated acidic phospholipid found exclusively in bacterial 
and mitochondrial membranes. NAO has, therefore, been 
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used as a probe for cellular cardiolipin content as well as a 
probe for mitochondrial mass; Jacobson et a12n32, who have 
confirmed that NAO binding responds to AYm, as Keij et 
a12n40 reported, may have slain that dragon. Or maybe not. 
Rhodamine 123 had magical properties attributed to it for 
years before JC-1 came along, but the mitochondrial stain- 
ing properties of both dyes are largely deducible from their 
lipophilicities, structures, and association constants. We 
know that the MitoTracker dyes stay in mitochondria be- 
cause they bind covalently once they are driven in by cyto- 
plasmic and mitochondrial membrane potential gradients 
and by lipophilicity, and we can be pretty sure that NAO, 
once driven in by the same factors, is locked into mitochon- 
drial membranes by its tracking dye-like nonyl side chain. If 
you’re looking for a mitochondrial mass probe, anti-biotin 
an t ibodie~”~~ may not be a bad bet. 

That’s about it for mitochondria; I should mention that 
Pham et a1276r have developed a neat technique for looking at 
the activity of individual components of the respiratory 
chain in digitonin-permeabilized cells, using either 40 nM 
DiIC,(5) or 90 nM CMXRos as a probe of AYm, and simul- 
taneously detecting reactive oxygen species with carboxy- 
DCF (p. 379). 

Bacterial Membrane Potentials 
Bacteria, unlike eukaryotes, do not compartmentalize 

their respiratory enzymes inside mitochondria; the enzymes 
are, instead, located on the inner surface of the cytoplasmic 
membrane. As a result, the 100-200 mV, inside-negative, 
potential gradient generated by bacterial energy metabolism 
exists across the cytoplasmic membrane, and some bacteria 
stain in more or less the same potential-dependent fashion 
with rhodamine 123, cyanine dyes, and other fluorescent 
lipophilic cationic Other bacteria, however, have to 
be coaxed into staining. In general, there’s not much of a 
problem getting Gram-positive bacteria to take up lipo- 
philic dyes, because the dyes readily get through the bacterial 
cell wall. The Gram-negative bacteria are more of a prob- 
lem; the lipopolysaccharide-containing outer membrane, 
really a cell wall and not a membrane, efficiently excludes 
lipophilic compounds. It is possible to render the outer 
membrane permeable to lipophilic materials using any one 
of a number of chemical agents; the most widely used is 
probably ethylene diamine tetraacetic acid (EDTA), 
which removes calcium from the structure. 

Since bacterial membrane potential changes rapidly in 
response to the availability or lack thereof of suitable energy 
sources, and is rapidly dissipated when the organism is killed 
by drugs or other agents, it is possible to exploit this parame- 
ter and potential-sensitive dyes in rapid cytometric proce- 
dures for bacterial detection, identification, and antibiotic 
susceptibility testing. This subject will be hrther discussed 
in Chapter 10; here, I will consider some particular prob- 
lems in bacterial membrane potential measurement, and 
describe at least one possible solution. 

Staphylococcus aureus 
+ 30 pM DiOC,(3) 
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Figure 7-32 (legend on next page) 
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Figure 7-32 (opposite page). Measurement of the 
membrane potential of Staphy/~~occus oureus using 
DiOCJ3) and a ratiometric technique developed by 
Novo et alPn. Cells are loaded with 30 pM dye, and 
fluorescence, excited at 488 nm, is measured at 530 
nm and at >600 nm. The curves and dots plotted in 
gray represent cells depolarized with CCCP; the 
curves and dots plotted in black represent control 
cells. Plots were created with FCS Express software 
(DeNovo Software). 

Ratiometric AY Measurement in Bacteria 

There are now a substantial number of papers in the lit- 
erature (see Chapter 10 for references) describing flow cy- 
tometric measurement of A Y  in bacteria, both as a means of 
determining the metabolic state of bacteria in their natural 
environments and as a means of assessing response to antim- 
icrobial agents or lack thereof. Rhodamine 123, DiOC,(3), 
and the oxonol dye DiBAC,(3) have all been used as probes, 
and they all share a disadvantage which can be appreciated 
from panels A and B of Figure 7-32 and from Figure 7-27 
(p. 388). The distributions of dye fluorescence from cells 
that are maintaining normal membrane potential and from 
cells that have been completely depolarized by an ionophore 
(gramicidin A or CCCP) overlap enough so that one cannor 
clearly discriminate depolarized from control cells. This be- 
comes a serious problem when one is attempting to deter- 
mine whether bacteria will respond to a drug; killing 95 
percent, or even 99 percent, of the population isn’t good 
enough. 

A few years back, David Novo, now known as the entre- 
preneurial genius behind DeNovo Software and its flagship 
product FCS Express, but then fresh out of college, came to 
my lab and did a creditable imitation of a very good postdoc. 
Dave wanted to develop a flow cytometric antimicrobial 
susceptibility test, and we started looking at cyanine dye 
fluorescence in Stapbylococczls aweus, which, while otherwise 
fairly user-friendly, grows in clumps. This creates even more 
of a problem than there is with most other bacteria when 
you look at fluorescence distributions, because fluorescence 
from a clump of IZ cells is IZ times as bright as fluorescence 
from a single cell. In work with oxacarbocyanines some years 
back, I had noted that there was a fair amount of fluores- 
cence detectable from these dyes at wavelengths above 580 
nm, and Dave followed up on these observations with some 
rigorous spectrofluorimetric analyses that established that, at 
very high concentrations, the DiOC”(3) dyes developed a 
second emission peak at around 610 nm. The concentration 
dependence suggested that the long-wavelength fluorescence 
comes from J-aggregates. 

In order to get substantial emission above 600 nm from 
microorganisms, we had to use much higher dye concentra- 
tions than we or anyone else had used previously; the con- 
centration we found suitable for the most tractable of the 
dyes, DiOC,(3), was 30 pM. When we loaded bacteria with 
dye at this concentration, we found that 530 nm fluores- 

cence from the organisms (panel A of Figure 7-32) no longer 
changed significantly with A”, but that fluorescence above 
600 nm (panel B of Figure 7-32) did. Both 530 nm and 
>600 nm fluorescence signals appeared to be sensitive to cell 
(or clump) mass or size, and a dot plot (panel C of Figure 7- 
32, also shown in color on the back cover) showed high de- 
grees of correlation between the two fluorescence values in 
clusters of depolarized and control cells, with the two clus- 
ters clearly separated. It thus came as no surprise to us that 
the ratio of 

(>GOO nm fluorescence)/(530 nm fluorescence) , 

multiplied by an appropriate constant to get it on the display 
scale, could serve as a measure of A”. This quantity is plot- 
ted in panel D of Figure 7-32, and it is clear that the degree 
of overlap between values of the ratio measured in depolar- 
ized and control cells is extremely small. 

By examining valinomycin-treated organisms in buffers 
containing a range of potassium concentrations (distribu- 
tions are shown on the back cover), the fluorescence ratio 
measurement can be calibrated to read out values of A”; we 
found that the usable range for S. aureus ran from approxi- 
mately -30 mV to approximately -130 mV. 

As far as I know, the ratiometric technique we described 
remains the most accurate and precise flow cytometric 
method for measurement (we’ve gone beyond estimation) of 
bacterial AY. The details may be found in reference 2357; I 
should, however, add a few things we have learned since that 
paper was published. 

The technique can be applied to Gram-negative bacteria 
if EDTA is used to permeabilize the outer membrane, but, 
while it did provide the same large degree of separation of 
clusters of depolarized and control cells as we noted when 
working with Gram-positive organisms, we were unable to 
construct a calibration curve because the valinomycin- 
potassium buffers tended to lyse the EDTA-treated Gram- 
negative organisms. 

We examined a number of indocarbocyanine, indodicar- 
bocyanine, thiacarbocyanine, and thiadicarbocyanine dyes 
and did not find one that exhibited sufficient long wave- 
length fluorescence at high concentrations to permit its use 
for ratiometric measurements. The Molecular Probes dye 
JC-9””, a dibenzo homologue of DiOC,(3) that shares the 
tendency of JC-1 to form fluorescent J-aggregates, can be 
used for ratiometric measurements but the fluorescence ratio 
distributions obtained from control and depolarized bacteria 
stained with JC-9 are not as well separated as those obtained 
from bacteria stained with DiOC,(3). In our hands, JC-1 
itself has not been usable for ratiometric measurements of 
AY in bacteria. 

I suspect that DiOC2(3) could be used for ratiometric 
membrane potential measurement in isolated mitochondria, 
however, at the concentration necessary to produce a sub- 
stantial fraction of J-aggregates, it is likely to perturb mito- 
chondrial fUnction**‘*. 
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In the paper2357, we reported that we were unable to grow 
bacteria afier they had been exposed even briefly to 30 pM 
DiOC2(3). However, Imogen Wilding of GlaxoSmithKline 
reports (personal communication, 200 1) that it is possible to 
culture organisms that have been exposed to the dye at 30 
pM and at higher concentrations. I should have learned 
from my experience with pyronin Y (p. 324) that growing 
cells is not my strong point. 

It is worth thinking about why this particular ratiometric 
method works so well in bacteria. I used to use cyanine dye 
fluorescence for A Y  estimation, working with an external 
concentration of no more than 100 nM. Assuming that 
A Y  = -122 mV, which would make the intracellular dye 
concentration 100 times the extracellular concentration ac- 
cording to the Nernst equation, and adding another factor 
of 10 for non-Nernstian effects that increase intracellular dye 
concentration, we come up with an intracellular concentra- 
tion of 100 pM, which sounds very impressive, until we 
consider two other factors. First, the volume of the bacterial 
cell is only about 1 d, and the word from Avogadro is that, 
given that intracellular concentration, we will only find 
about 60,000 molecules of dye in the organism. Second, 
most of those molecules are likely to be quenched, meaning 
that the quantum efficiency will not be on the order of 0.5, 
which is not atypical for cyanine dyes in nonpolar solvents, 
but is more likely to be a tenth of that value or less, so it will 
take at least ten molecules of inrracellular dye to give us one 
MESF worth of fluorescence, leaving us with no more than 
6,000 MESF. If we assume that the Q value (p. 222) for 
detecting a cyanine dye is similar to that for detecting fluo- 
rescein (.O 12 photoelectrons/MESF), we’ll generate one 
photoelectron for every 80 MESF, or 75 photoelectrons for 
6,000 MESF. If photoelectron statistics were the only source 
of variance in the fluorescence distribution, the CV would 
be no lower than 11.4 percent. The ratiometric measure- 
ment method uses a dye concentration 300 rimes higher, 
and, even though we can expect there to be even more 
quenching of the fluorescence of intracellular dye, the pho- 
toelectron statistics should improve substantially. 

The ratiometric A Y  measurement described by Gonzales 
(p. 392), using a labeled fatty acid or track- 

ing dye and an oxonol, could, in principle, be applied to 
bacteria, but since one would expect there to be only a few 
thousand molecules of each of the dyes present per cell, it 
would probably be necessary to use either a slow flow system 
or a static or scanning cytometer to get good enough photo- 
electron statistics to make the exercise worthwhile. 

and ~ ~ ~ ~ ~ 2 3 5 6 , 2 8 0 8 - 9  

AY Measurement: Cautions and Conclusions 
Whether you measure cytoplasmic, rnitochondrial, or 

bacterial membrane potential, you will end up working with 
some extremely lipophilic dyes. Lipophilic implies hydro- 
phobic; these materials are almost insoluble in water and 
would prefer to be almost anywhere else. That’s what ac- 
counts for their non-Nernstian uptake into cells, and it also 
makes them stick to just about any surface to which they 

may be exposed while in aqueous solution. The dyes, and 
the ionophores used to prepare controls, which are also lipo- 
philic, will bind to the tubing in your flow cytometer. If you 
don’t flush the system carefully when you are finished, the 
dyes and ionophores will abandon the tubing for the next 
batch of cells that comes along. I use both chlorine bleach 
and alcohol to clean my system, and, when I think it is 
clean, I run some unstained cells through and see whether 
they become fluorescent during the run. If they do, I go 
through another cleaning cycle. As a last resort, I change all 
the sample tubing. That’s easy to do on a Cytomutt; it may 
not be on your apparatus. If you use a shared instrument, it 
might be a good idea to check with your fellow users and the 
operator, if there is one, before you attempt to do ratiomet- 
ric measurements in bacteria with 30 pM cyanine dye. 

When you do immunofluorescence measurements on 
fixed cells, you don’t find that your cells have good days and 
bad days; when you measure membrane potential, or pH, or 
calcium, in live cells, you do. If the cells (or at least the con- 
trol cells) aren’t happy, you won’t be. 

You do have to be fairly obsessive-compulsive about 
technique to get good results. The primary papers and the 
protocol books I mentioned in Chapter 2 and at the begin- 
ning of this chapter are a good place to start; if you need 
more detail or clarification, an e-mail to an author or a post- 
ing to the Purdue Cytometry Mailing list is likely to get you 
the information you need. 

, 

Optical Probes of lntracellular Calcium 

The Bad Old Days 

In 1984, when the First Edition of this book was writ- 
ten, it wasn’t clear that flow cytometry had much to con- 
tribute in the area of intracellular calcium measurements; a 
lot of people were interested, and the existence and impor- 
tance of calcium fluxes and redistributions was obvious, but 
the probes weren’t there. Now, they are. 

The older generation of optical and alternative tech- 
niques for measurement of intracellular Cat+ concentrations 
were discussed at length in a book by Thomas5” and in re- 
view articles by Blinks et a1503 and Tsienj“. Among the more 
classical optical probes of intracellular [Ca**]502-4 are 
aequorin, a luminescent protein now best known because of 
its connection to GFP, and arsenazo 111, a metallochromic 
dye, neither of which enters intact cells. Arsenazo I11 re- 
sponse to changes in [Ca+’] is measured by a spectral shift 
detected by two-wavelength absorption measurements; this 
technique could conceivably be adapted to flow cytometry 
but cells would have to be permeabilized or microinjected to 
get the dye in before they could be studied. 

Chlortetracycline as a Probe of “Membrane-Bound” 
Calcium in Cells 
Caswell and H u t c h i ~ o n ~ ~ ~ ~ ~  described the use of the anti- 

biotic chlortetracycline (CTC) (not, I hope, likely to be 
confixed with the tetrazolium dye with the same abbrevia- 
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tion (p. 379)) as a fluorescent probe of intracellular "mem- 
brane-bound" Ca*+. The concept of "membrane-bound" 
Ca++ arose from their finding that the fluorescence of CTC 
was increased when the compound was bound in hydro- 
phobic regions, and that the fluorescence of Ca" and Mg" 
chelates of CTC was higher than that of CTC. Measurement 
of emission at 520 nm with excitation at 390 nm supposedly 
maximizes the discrimination of fluorescence emitted by 
molecules of CTC-Ca*+ chelate bound in hydrophobic re- 
gions from fluorescence emitted by free CTC, bound CTC, 
and other chelates. 

When cells equilibrated with 10-200 pM CTC are 
examined under a fluorescence microscope, fluorescence is 
observed in the same membranous and lipid-bearing struc- 
tures that are stained by cyanine dyes. If the cells are then 
washed and the fluorescence of a cell suspension is measured 
in a cuvette, a gradual decrease in fluorescence is observed as 
CTC is released from cells into the medium. Treatment of 
the cells with Cat* ionophore A23 187 or with ligands reac- 
tive with cell surface receptors (e.g., chemotactic peptides 
in the case of n e ~ t r o p h i l s ~ ~ ~ ,  bethanechol in pancreatic acinar 
cells507-8, con A in t hy rnocy te~~~~)  causes a decrease in fluores- 
cence, observable under the microscope as well as in a 
fluorometer. This is interpreted as indicating release of Ca" 
from hydrophobic (membrane) binding sites. 

Flow cytometry of CTC-stained cells"*, using UV or vio- 
let excitation from lasers or arc lamps, yields "haystack fluo- 
rescence distributions with large variances, similar to those 
obtained from cells stained with dye AY probes. The 
distributions shift following addition of A23 187 or stimulat- 
ing ligands, but one cannot discriminate subpopulations of 
stimulated cells. Thus, single cell studies with CTC are 
probably better done by methods that allow sequential ob- 
servations of the same cells than by flow cytometry. 

Spectral studies by Mathew and Balaram5" suggest that 
two-wavelength emission measurements of CTC fluores- 
cence excited in the UV might yield a ratio sensitive to shifts 
in intracellular Ca", which should have a narrower distribu- 
tion than is observed for CTC fluorescence. Since the CTC 
spectrum is sensitive to pH changes in the physiologic range, 
however, which may also occur during cell activation, results 
might be difficult to interpret. 

Probes for Free Cytoplasmic Calcium: Quin-2 

The first probe to come into vogue for studies of free cy- 
toplasmic [Ca"] was quin-2, first introduced by Tsien and 
his  associate^.^^^^^^^-^ . This material is an extremely selective 
calcium chelator that is introduced into cells as an inactive 
ester that yields reactive quin-2 after enzymatic hydrolysis. 
Quin-2 is UV-excited (334-337 nm is the favored wave- 
length region) and blue fluorescent (maximum emission 
from the intracellular Cat' chelate is at about 490 nm). 
However, the fluorescence emission from the amount of 
quin-2 that can be gotten into a cell is pretty weak, generally 
no more than 10 times the level of cellular autofluorescence 
(in the spectral regions applicable to quin-2 excitation and 

emission measurement, this is generally pyridine nucleotide 
autofluorescence). The Cat+ chelate is about 7 times as fluo- 
rescent as the uncomplexed dye. 

Quin-2 has been used for bulk measurements of cells in 
cuvettes and for single-cell measurements by microphotome- 
try; it has been possible using either method to demonstrate 
rises in cytoplasmic [Ca"] that occur within seconds follow- 
ing receptor stimulation or ionophore addition and which 
abate within a few minutes thereafier. The extremely high 
affinity of quin-2 for Ca+' results in considerable perrurba- 
tion of Cat+ metabolism in quin-2-loaded cells and tissues; I 
have heard of the dye stopping hearts and triggering mitosis 
in lymphocytes. I also heard that some preparations of quin- 
2 yielded 10 or 12 spots on chromatography. 

Even without its toxicity or impurities, quin-2 is not well 
suited for use with most flow cytometers because the absorp- 
tion of the Ca" chelate is extremely low at the wavelengths 
above 350 nm at which most ion laser and arc lamp sources 
are operated for UV excitation. Better excitation wavelengths 
are available from arc lamps, krypton lasers (a very weak line 
at 337 nm) and from He-Cd lasers. I have used the 325 nm 
line from a He-Cd laser for quin-2 fluorescence excitation, 
which allows demonstration of an ionophore-induced [Ca**] 
transient by a shift in the position of a fluorescence distribu- 
tion. The distribution itself, however, is a haystack, malung 
it unlikely that a small number of activated cells within a 
heterogeneous population could be discriminated by flow 
cytometry using quin-2. 

For microphotometric and cinefluorometric studies in 
which fluorescence from the same cells or tissues was meas- 
ured repeatedly, quin-2 did not have the same disadvantages 
as for flow cytometry, and the probe provided investigators 
with a substantial amount of information about cytoplasmic 
[Ca"] changes before Roger Tsien and his colleagues cooked 
up two much better reagents, fura-2 and indo-1858. 

Fura-2 and Indo-I: Ratiometric Ca" Indicators 
Like quin-2, fura-2 and indo-1 are selective calcium che- 

lators; since neither compound has as high an affinity for 
calcium as does quin-2, the newer probes do not perturb 
cellular calcium metabolism to anywhere near the extent to 
which quin-2 does. Also like quin-2, both fura-2 and indo-1 
are typically introduced into cells in the form of acetoxy- 
methyl (AM) esters, which are enzymatically hydrolyzed in 
cells to the free dyes. Cells are loaded by incubation with 1- 
15 pM concentrations of AM ester for 30-90 min at  37 "C; 
in some cases, an agent such as a Pluronic detergent may be 
needed to improve penetration of cells by the dye2358. 

Both fura-2 and indo-1 are at least ten times as fluores- 
cent as quin-2, and the newer dyes also share the desirable 
characteristic, absent in quin-2, of undergoing substantial 
spectral shifts upon binding calcium. In the case of fura-2, 
the most pronounced change is in the excitation spectrum; 
while, for indo-1, the emission spectra of the free dye 
and the calcium chelate differ substantially, as shown in 
Figure 7-9 (p. 296) and Figure 7-33 (next page). Fura-2 and 
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indo-1 can, therefore, both be used to make ratiometric 
measurements of cytoplasmic [Ca**], which cancel out many 
extraneous factors, including the effect of cell-to-cell varia- 
tions in dye content. 
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Figure 7-33. Emission spectra of indo-l in solutions of 
increasing free calcium ion concentration. The figure 
was provided by Molecular Probes. 

Fura-2 has an emission maximum at 510 nm; the ab- 
sorption maximum for the calcium chelate is at about 335 
nm and that for the free dye is at about 362 nm. If fluores- 
cence at 5 10 nm is measured, first using 340 nm excitation 
and then using 380 nm excitation, the ratio (F340+510/F3R0+510) 
provides a measure of cytoplasmic [Ca*+]. The excitation 
wavelengths used for bra-2 measurements are readily avail- 
able from xenon arc lamp sources, which do not have sharp 
spectral peaks in the near W and visible regions, and fura-2 
has been used for single cell [Ca”] studies employing mi- 
crospectrophotometers and video Fura-2 is 
less well suited for use in flow cytometers, because the excita- 
tion wavelengths are not readily obtained from the standard 
laser or arc sources. 

Indo-1 fluorescence is excited by UV light; the free dye 
shows maximum emission at about 480 nm, and the calcium 
chelate emits maximally at about 405 nm. Any of the UV 
excitation sources commonly employed in flow cytometry 
can be used to excite indo-1, including He-Cd (325 nm), 
argon (351/363 nm) and krypton (350/356 nm) lasers and 
Hg arc lamps (366 nm). Fluorescence is measured through 
10-20 nm bandpass filters centered near 405 and 480 nm, 
although I have been told by various people that they prefer 
500 or even 520 nm filters to 480 nm filters for the longer 
wavelength measurement. The ratio, is . ,  (FW+405/FW+480), is 
taken as a measure of cytoplasmic [ ~ a + + ] “ ~ .  AII example of 
flow cytometric measurement of cytoplasmic [Ca++] changes 
in cell activation appears in Figure 7-21 (p. 365). 

Since quin-2 provided only poor resolution of respond- 
ing and nonresponding cell sub population^^^^, it was nor 
widely used in flow cytometry. Indo-1, however, came into 
considerable vogue in a relatively short time after its proper- 
ties were first de~cribed””’“~. A particularly useful technique 

described by Rabinovitch er a1866-7 employs indo-1 in com- 
bination with fluorescent antibodies to follow cytoplasmic 
[Ca”] responses in cell populations defined by the presence 
of a specific surface antigen. 

While ratiometric [Ca”] measurements made with either 
fura-2 or indo-1 eliminate the effect of cell-to-cell variations 
in dye content, measurements made with indo-l have an 
additional advantage in that the effects of uneven illumina- 
tion and of light source noise also are eliminated by virtue of 
their equal influences on the numerator and denominator of 
the ratio. This advantage, it should be noted, is common to 
other flow cytometric ratio measurements in which both 
parameters used in the ratio are measured at the same time 
in the same beam. 

If aliquots of fura-2 or indo-1 loaded cells are placed in 
solutions with various known Ca*+ concentrations and 
treated with a calcium ionophore such as A23187 or ion- 
omycin, it is possible to calibrate the fluorescence ratio 
measurement to yield accurate molar values of cytoplasmic 
[Ca++]. Kachel et al”” have described a general method for 
calibration of flow cytometric wavelength shift fluorescence 
measurements based on pulse modulation of the excitation 
source in a flow cytometer; it is not clear how readily this 
can be implemented in existing apparatus. 

Indo-1 is widely used, at least by people with UV excita- 
tion sources in their flow c y t o r n e t e r ~ ~ ~ ’ ~ ~ ~ .  Since there are 
probably more than 10,000 fluorescence flow cytometers out 
there that don’t have W sources, that’s small comfort. 
Luckily, there are alternatives. 

Flu03 and Other Visible-Excited Ca” Probes 

In 1989, Minta, Kao, and TsienI7l9 described a series of 
fluorescein- and rhodamine-based calcium indicators suit- 
able for use with 488 nm excitation. The most widely used 
of these is fluo-3, which has the spectral characteristics of 
fluorescein, but which is almost nonfluorescent unless 
bound to calcium. The emission spectrum of fluo-3 ar vari- 
ous values of [Ca++] is shown in Figure 7-34 (next page). 

Unlike fura-2 and indo-1, fluo-3 does not exhibit a spec- 
tral shift with changes in calcium concentration. A fluo-3 
fluorescence distribution is a haystack; if you’re stimulating a 
cell population, the haystack moves to the right when the 
cytoplasmic [Ca”] goes up and back to the left when it goes 
back down. In 1990, Rijkers et a11720 came up with a dodge 
that enables fluo-3 to be used in a more or less ratiometric 
mode; they load cells simultaneously with fluo-3 and with 
SNARF-1, a pH-sensitive dye that will be discussed in the 
next section. The amounts of the two dyes taken up by cells 
are roughly similar. The emission of SNARF-1 at 600 nm 
does not change appreciably during activation; as a result, 
the ratio of fluo-3/SNARF-l fluorescence (520 nm emission 
to 600 nm emission) provides a measure of cytoplasmic 
[Ca++] with considerably less variance than there is in the 
fluo-3 histogram. 

In 1994, Novak and Rab in~v i t ch”~~  introduced an im- 
proved ratiometric method combining fluo-3 with another 
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calcium probe, Fura Red. Fura Red is excitable at 488 nm, 
emits maximally at 660 nm, and becomes less fluorescent on 
binding calcium; the ratio of fluo-3 to Fura Red fluorescence 
is therefore relatively sensitive to small changes in cytoplas- 
mic [Ca+*]. 
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Figure 7-34. Emission spectrum of flu03 in solutions 
of increasing free Ca" concentration. The figure was 
provided by Molecular Probes. 

Molecular Probes (see the which offers 
quin-2, indo-1, fluo-3, and Fura Red, has some other visible 
excited calcium indicators, such as the Calcium Green se- 
ries. 

Akkaya and Lakowi~z"'~ reported they were developing a 
series of styryl-based, visible-excited, ratiometric indicators, 
but these have apparently not hit the market yet. 

I am told that, while it might be possible to make an 
indo-1-like calcium probe that could be excited by a W 
(370 nm) diode laser, it would be difficult, if not impossible, 
to tweak a similar molecule sufficiently to permit excitation 
by a violet diode. 

AM esters and dyes loaded as Ah4 esters may be pumped 
out of cells; Baus et a12834 reported that the anion transport 
inhibitor sulfinpyrazone blocked the efflux of Fluo-3 from 
transformed murine T cells. 

Flow Cytometric Probes of lntracellular pH 

Since we have all been exposed, generally starting in jun- 
ior high school (that might be middle school for some of you 
young ones), to dyes that change color with changes in pH, 
it should come as no surprise that some such materials can 
be used for single cell analysis. If a dye changes color with 
pH, one can find two wavelengths at which absorption, exci- 
tation, or emission will change differently as pH changes; 
the pH can then be estimated from the ratio of measure- 
ments made at those two wavelengths. As we have just noted 
while discussing the use of hra-2 and indo-1 as calcium 
probes, ratiometric measurements are highly desirable, espe- 
cially in flow cytometry; as we shall shortly see, ratiometric 
measurements of intracellular pH by flow cytometry ante- 
date ratio measurements of cell calcium. 

The first description of a flow cytometric method for es- 

timation of intracellular pH was published in 1979 by Vis- 
ser, Jongeling and Tanke5I9; they measured the fluorescence 
of intracellular fluorescein produced by enzymatic hydroly- 
sis of FDA. It is the excitation spectrum, rather than the 
emission spectrum, of fluorescein that shows the greatest 
dependence upon pH202-4'X19'376 . Since Visser et al did not have 
two-wavelength excitation capability in their flow cytometer, 
they estimated pH changes from changes in emission above 
530 nm of cells excited at a single wavelength (488 nm). 

When wavelengths above 465 nm are used for fluo- 
rescein excitation, emission intensity increases with pH; at 

excitation wavelengths below 465 nm, emission intensity 
decreases with pH. When excitation is at 465 nm, an isos- 
bestic point, emission intensity is independent of pH. Vis- 
ser et al noted that the average emission intensity of cells 
equilibrated with buffers of increasing pH increased, as 
would be expected, when 488 nm excitation was used; de- 
creases in intensity with increasing pH were observed when 
the excitation wavelength was changed to 458 nm. 

Valet et alZo0 and GersonZol described ratiometric tech- 
niques for flow cytometric pH estimation in which the ratio 
of intensities of green and blue fluorescence emission from 
UV-excited dyes was used as a measure of pH. This ratio 
increases with pH. The probe used by Valet et al is 1,4- 
diacetoxy-2,3-dicyanobenzene (ADB), also called 2,3- 
dicyano-l,4-hydroquinone diacetate; it is available from 
Sigma. ADB is enzymatically hydrolyzed inside cells to yield 
2,3-dicyanohydroquinone (DCH). Gerson used the cou- 
marin 4-methylumbelliferone (4-MU) in free and esteri- 
fied forms. These probes have an advantage over fluorescein 
derivatives in that they can be used with single beam excita- 
tion; 4-MU, however, also has the disadvantage of being 
able to cross cell membranes freely, and therefore tends to 
leak out of cells rapidly. 

There exist distributional radiolabel and dye probes of 
intracellular pH. These are weak acids and bases that parti- 
tion across membranes as a hnction of transmembrane pH 
gradients; 9-aminoacridine is an example. While they are 
usable for studies of cells in bulk, there is absolutely no rea- 
son to choose distributional pH probes for single cell stud- 
ies, given the existence of dyes that can be used for ratiomet- 
ric measurements. 

The calibration of ratiometric pH probes is straight- 
forward; fluorescence measurements are made of aliquots of 
cells suspended in high-potassium buffers at different, 
known pH's, and the cytoplasmic pH is made equal to the 
buffer pH by addition of the proton ionophore nigericin 
prior to flow cytometric measurement of emission or excita- 
tion ratios. This allows construction of a calibration curve. 
As is the case with the college chemistry variety of pH indi- 
cator techniques, cytometric measurements of pH will be 
most precise in the region of the pKa of the indicator used. 

An alternative calibration procedure was described by 
Chow et a12835, who adapted a method described by Eisner et 
a12836. Cells are suspended in solutions containing mixtures of 
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a weak acid (butyric acid) and a weak base (trimethylamine) 
in fixed ratios but different molar concentrations, allowing 
determination of a “pseudo null point” pH. The calibration 
curve is different for each cell type. 

Valet et a l 2 O 0  used ADB (DCH) primarily to demonstrate 
pH heterogeneity in tumor cell populations; AlabasterSZo 
employed the same probe for the same purpose. Gerson re- 
ported increases in p H  within a short time following lym- 
phocyte and also with progression of stimu- 
lated lymphocytes through the cell cycle52’; he has used bulk 
distributional measurements as well as flow cytometry with 
4-MU and derivativesZo’ for his analyses. 

Musgrove, Rugg and Hedley868 published a comparative 
study of 4-MU, D C H ,  and 2’,7’-bis-(carboxyethyl)-5,6- 
carboxyfluorescein (BCECF)“’ as flow cytometric pH 
probes; this provides a good reference on the use of these 
dyes and on the calibration procedure as well. UV excitation 
was used for 4-MU and DCH, with p H  being estimated for 
4-MU from the ratio FUV+450/FUV+560 and for DCH from the 
ratio FW+425/FW+540. BCECF was excited at 488 nm, and 
pH was estimated from the ratio F488+520/F488+620. 4-MU was 
poorly retained by cells; both DCH and BCECF were found 
to be usable over a pH range from 6.0 to 7.5. DCH gave the 
most sensitive indication of pH changes; BCECF was re- 
tained longest by cells. However, BCECF may be better 
suited to ratiometric measurements using dual-wavelength 
excitation than to emission ratio measurements. 

Years ago, when I played the p H  game briefly, I chose to 
pursue a flow cytometric pH estimation technique based on 
fluorescein derivatives, in preference to the probes de- 
scribed by Valet et al and Gerson, for several reasons. First, I 
wanted to be able to make correlated measurements of pH 
and cell cycle position in cells stained with Hoechst 33342, 
and, if possible, to measure p H  and [Cat*] together in quin- 
2 (or indo-1) loaded cells. Both Hoechst 33342 and the 
calcium probes are UV-excited and blue fluorescent, and 
thus cannot be used with ADB or 4-MU, which share their 
spectral characteristics. There are no substitutes presently 
available for either Hoechst 33342 or indo-1 for their re- 
spective purposes. However, I already knew8 that it was pos- 
sible to measure Hoechst dye fluorescence and p H  inde- 

Figure 7-35. Estimation of cytoplasmic pH in hu-  
man lymphocytes from carboxyfluorescein fluo- 
rescence ratio (520 nm emission; 488 and 441 nm 
excitation from argon and He-Cd lasers). The 
panel a t  left shows unstimulated peripheral blood 
mononuclear cells (PBMC) and a T cell enriched 
fraction. The panel a t  right shows control T- 
enriched cells and T-enriched cells exposed to  
PHA, 2.5 (upper pair) and 17 (lower pair) hours 
after exposure. FHA appears to increase pH in 
some cells and decrease it in others. 

pendently in a three-beam flow cytometer if fluorescein de- 
rivatives were used for pH estimation. 

Carboxyfluorescein (COF), at the time, was the probe 
best suited for such studies; while its spectrum is nearly iden- 
tical to that of f l u ~ r e s c e i n ~ ~ ~ ~ ~ ,  COF offers two significant 
advantages. The free dye produced intracellularly by enzy- 
matic hydrolysis of COFDA is lost from cells much more 
slowly than is FDA-derived fluorescein. More important, 
free COF does not enter the mitochondrial compart- 
ment, and thus provides a good estimate of cytoplasmic pH 
rather than a composite of cytoplasmic and mitochondrial 
pH; BCECF shares this characteristic. In order for COFDA 
to enter cells, the buffer p H  during loading must be kept 
relatively low (< 7.0) to keep most of the material in an un- 
ionized form. Thereafter, pH can be restored to the physiol- 
ogic (7.3-7.4) range used for most experiments. BCECF is 
preferable to COF in that cells can be loaded at  physiol- 
ogic pH. 

The pH estimate obtained from COF or  BCECF fluo- 
rescence is derived from the ratio of emission intensities at 

520-550 nm obtained using two excitation wavelengths 
above and below 465 nm. The 488 nm argon ion laser line 
is nearly optimal as the longer excitation wavelength. For 
maximum sensitivity of the emission intensity ratio to pH, 
the shorter excitation wavelength used should be in the 420- 
450 nm range; the 441 nm He-Cd laser line and the 436 
nm Hg arc lamp line are both suitable for this purpose. The 
ratio F488+530/F44,+530 increases with increasing pH. 

Nancy Allbritton and I (unpublished) used 488 and 441 
nm excitation to make estimates of pH in human peripheral 
blood mononuclear cells, and in samples enriched in T cells, 
before and after PHA stimulation. Some of our results are 
shown as Figure 7-35. 

The advantages of a ratio measurement are immediately 
apparent from the figure; this was the first “needle” distribu- 
tion not representing DNA content that I had ever seen 
emerge from flow cytometry of real cells. The CVs of p H  
distributions are on the order of 5%; the displacement of 
peaks after lectin stimulation is at least lo%, suggesting that 
this parameter could be used to discriminate small subpopu- 
lations of activated lymphocytes within a few hours follow- 
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ing stimulation. There remains some controversy””-’ as to 
whether pH change can serve as a litmus test for lymphocyte 
activation. The indicators, however, keep getting better. 

Figure 7-36 shows the emission spectra of another item 
from Molecular Probes’ copious c a t a l o c ,  the ratiometric 
pH indicator carboxy SNARF-1, which is a current favor- 
ite. This dye is well excited at 488 nm; the ratio of emission 
intensities at 640 and 580 nm provides a measure of pH. 
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Figure 7-36. The pHdependent emission spectra of 
carboxy SNARF-I excited at 488 nm. The figure was 
provided by Molecular Probes. 

Although some people got reasonably good results with 
ADB17L2-3, by the late 1980’s, BCECF had become the indi- 
cator of choice. Hedley and J o ~ g e n s e n ’ ~ ~ ~  found an 8% CV 
in the BCECF fluorescence ratio obtained from Bl6 mela- 
noma cells, which would correspond to 0.4 pH units; they 
felt, however, that much of the variance was due to instru- 
mental factors rather than pH variation. Musgrove, Seaman, 
and H e d l e ~ ’ ~ ’ ~  used BCECF to measure pH in samples en- 
riched for different cell cycle phases; higher pH values were 
associated with S, G,, and M phases of the cell cycle, with a 
corresponding increase in the percentage of GI cells at the 
lower p H  range, suggesting cell-cycle dependence of pH. 

measured intracellular pH by the distribu- 
tion of the weak acid, 5,5-dimethyl-2,4-oxaolidinedione-2- 
14C (I4C-DMO), a classical method, and by fluorescence 
flow cytometry with BCECF. The pH determined for CHO 
cells by the FCM method at external p H  values of 6.0-8.1 
agreed within 0.1 p H  unit with that determined by the I4C- 
D M O  method. 

Carboxy SNARF-1 is said to be more sensitive than ei- 
ther BCECF or ADB over the pH range 7.0-8.0’727; the dye 
is also better retained than ADBI7”. Simultaneous detection 
of conjugate formation between cyrotoxic and target cells 
during the cytotoxic process and determination of cytoplas- 
mic [Ca”] and pH are possible if one cell type is labeled with 
Fluo-3, and the other with SNARF-1; events positive for 
both dyes are identified as 

ob- 
semcd that external bicarbonate was necessary for pH regula- 

Wang et 

In studies of rat basophil leukemia cells, Lee et 

tion in these cells; it is thus advisable to have bicarbonate in 
your buffer when doing p H  measurements. 

Carboxy SNARF-1 and other dyes, e.g., BCECF and 
indo- 1, are typically loaded into cells as acetoxymethyl (AM) 
esters; the hydrolysis of these esters results in a net acidifica- 
tion, and probe-induced perturbations, problematic in [Ca’*] 
studies with quin-2 (p. 403), may also need to be considered 
in critical anaiyses of pH””. 

Measurement of pH in intracellular compartments is fea- 
sible if you can localize the p H  indicator to those compart- 
ments. McNamara et a12*” coated small polystyrene beads 
with phospholipids covalently labeled with fluorescein (pH- 
sensitive) and tetramethylrhodamine (pH-insensitive). The 
lipobeads are ingested by macrophages and directed to ly- 
sosomes; fluorescence measurements by flow or image cy- 
tometry can, respectively, provide values of average ly- 
sosomal p H  or of the p H  in an individual lysosome. Levitz 
et alza3’ covalently labeled the fungus Cryptococcz~z neofomans 
with fluorescein and 2’,7’-difluorofluorescein (Oregon 
Green), which, respectively, have pK,s of 6.4 and 4.7, re- 
spectively, allowing sensitive pH detection over a broad 
range. They used the labeled fungi to study phagosomal pH. 

Chitarra et a12839 used ratiometric flow cytometric meas- 
urements of CFSE fluorescence to estimate internal pH in 
the bacterium Clavibacter michiganensis, talung the ability of 
cells to maintain a high pH in media of lower p H  as an indi- 
cator of viability. This is, in effect, a rather fancy way of 
doing a dye exclusion test. It should not come as a surprise 
that the rather broad distributions of CFSE fluorescence 
ratio did not completely distinguish viable and killed cell 
populations; as was mentioned on pp. 256 and 402, if you 
only have a few thousand molecules of dye to work with, 
you probably won’t get enough photoelectrons to do a pre- 
cise measurement. The method would almost certainly work 
better in a slow flow, scanning or imaging system; others 
have reported making reasonably precise measurements of 
bacterial p H  with the latte?*40-1. 

The Hat Trick: Multiparameter Approaches to Ion 
Flux Measurements in Cell Activation 

It has been my experience that you can use good parame- 
ters in multiparameter measurements to help make sense of 
bad ones. When I started working with membrane potential 
and immunofluorescence, using only forward scatter meas- 
urements for gating, I always suspected that I was measuring 
garbage along with my cells. I feel much more comfortable 
when I gate on Hoechst dye fluorescence, because I’m sure 
there’s really a cell there. 

Until I got ratiometric p H  measurements working, I had 
no way of improving my conception of what was going on 
in flow cytometric estimation of AY with cyanine dyes, 
[Ca”] measurements with quin-2, etc. I thought I might be 
able to clarify things a little bit if I correlated signals from 
these probes with measurements of the amount of labeled 
ligand bound to the cellsurface, but I couldn’twork up 
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much enthusiasm about this because I’d be looking at hay- 
stack vs. haystack. When ratiometric p H  and [Ca”] meas- 
urements became available, the picture changed considera- 
bly, and it became logical to reformulate some of the ques- 
tions I originally tried to ask when there was finally some 
hope of answering them. 

Since I wanted to look at stimulation of cells by ligands 
that react with cell surface receptors, I envisioned ways of 
getting some kind of dose-response curve, for which I would 
need a labeled ligand. If the ligand were bound covalently to 
a fluorescent bead, I could count the number of beads 
bound to a cell ro determine the “dose” of ligand, and follow 
the time courses of [Ca”], pH, and/or A Y  changes in cells 
with various numbers of beads to determine the “response.” 

I figured that if I had the right dyes and the right excita- 
tion beams, I would to be able to get measurements of 
[Ca+*], pH, membrane potential, and ligand binding all at 
once, assuming that probe interactions wouldn’t cause big 
problems. Since I and others8’*’ i’i8~1729~1’3’-9 had done simulta- 
neous measurements of multiple functional parameters, I 
thought (and think) the assumption was (and is) fairly safe. 
And, of course, I’d have at least one or two fluorescence 
channels available to gate out cell subpopulations 

This is still about as fancy a flow cytometric experiment 
as I can conjure up; not surprisingly, it takes a fairly elabo- 
rate flow cytometer, with four beams. As it happens, all four 
beams ( W ,  violet, 488 nm, and red) can be derived from 
small, air-cooled lasers that plug into the wall. Nicer still, 
once we put the beast together, we can use it to do almost all 
of the other measurements that have been discussed in this 
chapter (I said all this in the previous edition, in 1994; in 
2003, as you will find in Chapter 8, you can buy such an 
instrument). 

I puckishly referred to the experiment described above as 
the hat trick, because it had three goals and might net me 
some valuable information about early events in cell activa- 
tion if I could stick to it. However, it’s on ice for now, and 
maybe for good. The reason is simple. A flow cytometer, no 
matter how fancy, is not very good at looking at individual 
cells over time, and it has become obvious that we need to 
do more of that in hnctional studies. 

Wacholtz and Lip~ky”’~ used single cell image analysis of 
changes in cytoplasmic [Ca”] after mitogen stimulation of 
individual human T cells to determine the relation between 
the [Ca”] signal and subsequent functional changes. Marked 
heterogeneity was observed in the magnitude of increase in 
[Ca”], in the lag time of responses, and in the percentage of 
T cells that responded to anti-CD3 and to PHA. However, 
mitogenic stimuli that induced IL-2 production or DNA 
synthesis consistently generated increases in [Ca”] that were 
sustained for 1 to 2 hours; elevations as small as 50 to 100 
nM above control were associated with evidence of activa- 
tion. Functional activation of T cells by PHA and anti-CD3 
is thus correlated with the induction of small, but sustained 
increases in [Ca+*] that might or might not have been de- 
tectable by flow cytometry. Image cytometry worked fine. 

And, these days, while you’re doing the image cytometry, 
you can use the patch clamp technique and other modern 
electrophysiological methods to follow fast membrane po- 
tential changes and dissect the roles of the various calcium, 
chloride, and potassium channels in activation processes in 
lymphocytes and other ce11s284z-67. However, people who do 
that seem to use cell sorters to pick out interesting cells to 
work on, so you might want to finish the book before you 
order the new equipment. 

Nosing Around for Nitric Oxide 
Rao et ali6I7 described a method for detection of the pro- 

duction of Nitric Oxide (YJust Say NO”), now recognized 
as a key intermediate in cellular signal transduction, by neu- 
trophils, in which DCFH-DA fluorescence was measured in 
cells to which calmodulin inhibitors had been added. There 
are a number of probes for NO;  Several a~thorS28’~-* have 
used 4,5-diaminofluorescein; Molecular recom- 
mends DAF-FM (4-amino-5-methylamino-2’,7’-difluoro- 
fluorescein because it is unaffected by pH above 5.5 and 
more sensitive than other probes. These probes are all loaded 
into cells as “diacetates,” i.e., as acetyl esters, in the manner 
of FDA. 

Other Ions in the Fire 
Amorino and Fox2*” describe measurement of intracellu- 

lar sodium ion concentration using Sodium Green. Balkay 
et a128’4 measured intracellular potassium ion, deriving the 
parameter from measurements of pH (using BCECF) made 
in the presence of nigericin, which keeps the ratio of potas- 
sium and hydrogen ions constant on both sides of the cell 
membrane. Pilas and D ~ r a c k ~ ” ~  used 6-methoxy-N-(3- 
sulfopropyl) quinolinium (SPQ), a W-excited, blue-green 
fluorescent probe quenched by halides, to measure intracel- 
Mar chloride ion concentration. All of the probes men- 
tioned come from - guess where - Molecular Probes, and 
the Handbookz3’* has much more information on them. 

7.14 REPORTER GENES 

Somebody Cloned My Gal: Enzymes as 
Reporter Genes 

In this era of molecular biology, flow cytometric detec- 
tion of enzyme activity has come into increasing use as a 
method for detecting and selecting cells expressing reporter 
genes. Reporter genes are genes that encode protein prod- 
ucts that are relatively readily detectable; they are linked by 
standard recombinant DNA technology to a gene or genes of 
interest to an investigator, and the resulting construct is in- 
troduced into cells. Those cells in which the gene of interest 
is expressed can then be identified by the presence of the 
reporter gene product. 

In the 1980’s, genes encoding surface antigens not 
normally present on the cells of interest were used as reporter 
genes; expression of these genes was detected by im- 
munofluorescence. This was unsatisfactory; what was gener- 
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ally observed were very broad distributions of relatively weak 
signals, and successful isolation of cells bearing the genes of 
real interest to investigators generally required multiple cy- 
cles of cell sorting, in which the brightest cells were sorted 
and clones, and the brightest progeny were resorted, etc. 

In 1988, the Herzenberg labla’ reported the develop- 
ment of a new method, called FACS-Gal, in which the kzcZ 
gene from E. coli was used as the reporter gene. This gene 
encodes the enzyme p-D-galactosidase, which is not nor- 
mally present in many eukaryotic cell types. The activity of 
this enzyme can be detected by flow cytometry using the 
fluorogenic substrate fluorescein di-P-D-galactoside 
(FDG), available from Molecular Probes, which is hydro- 
lyzed to fluorescein by the enzyme. Since a few molecules of 
enzyme can produce a lot of molecules of fluorescein, the 
FACS-Gal technique made it much simpler to detect and 
sort cells expressing the reporter gene; the stronger signals 
also made it possible to distinguish cells expressing different 
amounts of the reporter gene and, therefore, of the gene(s) 
of interest, and to sort these separately for further analyses. 

The FACS-Gal assay as originally published, although 
demonstrably usable (e.g., reference 1643) had some prob- 
lems; loading the cells with FDG was difficult, and there 
were interferences from rare autofluorescent cells and from 
endogenous enzyme activity. Finally, it was difficult to do 
long sorting experiments because the enzymatic reaction 
continued over time. In 1991, several improvements were 
described by Fiering et Optimal loading conditions 
were determined, two-color fluorescence was found to iden- 
tify interfering autofluorescent cells, chloroquine was used to 
inhibit endogenous mammalian enzyme, and phenylethyl- 
P-D-thiogalactoside, a competitive inhibitor, was added to 
stop the enzymatic reaction before sorting. 

Jasin and Z a l a r r ~ e a ~ ~ ~ ~  reported isolation of galactosidase- 
bearing sperm cells from transgenic mice using 5- 
dodecanoylaminofluorescein di-P-D-galactopyranoside, a 
substrate that is more lipophilic than FDG; it may also be 
possible to use other substrates, e.g., resorufin galacto- 

which has been used for analyses of galactosidase 
activity in yeast. 

Genes encoding enzymes other than P-D-galactosidase 
may be used as reporter genes; Puchalski et 
COS monkey kidney cells with a construct incorporating a 
recombinant glutathione S-transferase (GST) gene, which 
was demonstrable using monochlorobimane, using proce- 
dures that were discussed in the section on analysis of thiol 
groups and glutathione (p. 381). More recently, Lorincz et 
alz876 developed a reporter system using E. coli p- 
glucuronidase as the enzyme and fluorescein-di-p-D- 
glucuronide (FDGlcu) as the fluorogenic substrate. Be- 
cause selective inhibitors are available for 0-glucuronidase 
and 0-galactosidase, it is possible to detect both enzymes in 
transfected cells. 

Puchalski and FahIIa7 compared gene transfer by electro- 
poration, lipofection, and DEAE-dextran transfection for 
compatibility with cell-sorting, with the requirements that 

transfected 

the procedure used should generate morphologically homo- 
geneous populations with at least a 5% colony-forming abil- 
ity in which at least 10% of the cells expressed recombinant 
GST. Of the transfection techniques tested, only electropo- 
ration satisfied all requirements. 

At this point, I’m supposed to say “But that’s all ancient 
history.. .” because you can see GFP and its friends and rela- 
tives just a little bit down the page. I will, instead, point out 
that enzymes are still being used as reporter genes. One of 
the newer wrinkles was developed by Roger Tsien et a12877, 
and made available by his company, Aurora Biosciences, 
which is now merged with PanVera. The enzyme is a p- 
lactamase, produced by the ampicillin resistance gene of E. 
colt it is not found in untransfected mammalian or avian 
cells. The fluorogenic substrate used to detect it is called 
CCF2; it is loaded into cells as the acetoxymethyl ester, 
CCF2-AM. CCF2 contains a coumarin donor and a fluo- 
rescein acceptor attached to a cephalosporin p-lactam ring. 
When the ring is intact, the coumarin and fluorescein moie- 
ties of the probe are close enough together for energy trans- 
fer to occur, and excitation (the excitation maximum is 409 
nm) produces green (530 nm) fluorescence. When the ring 
is cleaved by p-lactamase, the distance between the coumarin 
and the fluorescein is increased sufficiently to greatly reduce 
the efficiency of energy transfer, and the probe emits blue 
(450 nm) fluorescence. The intensity of blue emission from 
the hydrolyzed probe is about twice the intensity of green 
emission from the intact probe. CCF2 was not of great in- 
terest to the flow community when it was only feasible to 
excite it with a violet krypton laser; it may be a lot more 
interesting now that relatively inexpensive 405 nm violet 
diode lasers are available. Cavrois et a12a78 used the 0- 
lactamase/CCF2 system to develop an assay for HIV-1 
virion fusion with target cells. 

Green Fluorescent Protein (GFP) et al 
In early 1994, Chalfie et a l l a 8  described the use of a gene 

encoding an intrinsically fluorescent protein from the bio- 
luminescent jellyfish Aequorea victoria as a reporter gene. 
The native green fluorescent protein (GFP) absorbs 
maximally at 395 nm, but can be excited moderately effec- 
tively at 488 nm, where its absorption is about one-third 
maximum; the emission spectrum has a sharp peak at 5 10 
nm with a shoulder at 540 nm. I included this information 
in the previous edition; at the time, GFP expression in pro- 
karyotic (E. colz) and eukaryotic (Caenorbabditis elegans) cells 
had been shown to render those cells fluorescent. I opined 
that “GFP should work for cell sorting, provided the cells 
used don’t exhibit a lot of autofluorescence.” Boy, did it. As 
I noted on p. 48,  what I described in 1994 as a “mild man- 
nered reporter” turned into Supermolecule. The first 

are distinctly 
dated (1998), and it’s hard to keep up with the literature. I 
won’t even try. I don’t do much GFP work, so I’ll just try to 
cover some points that I think are important and point you 
elsewhere for more details. 

and one of the big review 
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Most of the probes we use in flow cytometry are things 
you add to cells after the fact. DNA dyes work on any cell 
that contains DNA, provided you can get the dye in. True, 
you wouldn’t want to waste highly specific reagents, such as 
fluorescent antibodies and nucleic acid probes, on cells that 
you didn’t think were carrying any detectable target mate- 
rial, but, in principle, you could throw any probe at any cell 
that comes through the door. Reporter genes, and fluores- 
cent proteins in particular, are different; they have to be in 
or on the cells before they come through the door. 

The protocols for labeling cells with fluorescent protein 
reporter genes are molecular biology protocols, not cytome- 
try protocols; if your focus is on cytometry, what you need 
to know are the excitation and emission spectral characteris- 
tics of the proteins you’re looking for arid how much of 
them you expect to find in the cells. Figure 7-9 (p. 296) 
indudes the spectra of four fluorescent proteins, ECFP 
(cyan; excitation maximum 434 nm, emission maximum 
477 nm), EGFP (green; excitation maximuni 489 nm, emis- 
sion maximum 508 nm), EYFP (yellow-green, excitation 
maximum 514 nm, emission maximum 527 nm), and 
DsRed (orange; excitation maximum 558 nm, emission 
maximum 583 nm). They are all available, or, more accu- 
rately, the constructs you need to get the appropriate genes 
into cells are available, from Clontech, a division of BD 
Biosciences. Hawley et a12879 recently described flow cy- 
tometric detection of all four at once using 458 nm excita- 
tion from an argon laser for ECFP, EGFP, and EYFP and 
568 nm excitation from a krypton laser for DsRed. 

All of these proteins have been engineered to give them 
more desirzble fluorescence characteristics. ECFP, EGFP, 
and EYFP, produced by mutants of the Aequorea GFP 
gene2377, are well-developed, as GFP variants go, while 
d ~ R e d ~ ~ ” ’ ,  derived from a coral of the species Discosoma, is 
more of a work in progress. There are several variants, in- 
cluding dsRed which matures more rapidly and 
apparently yields more fluorescence than the original. 

The longest wavelength fluorescent protein available 
from Clontech is HcRed, from the reef coral Heteractis 
c r i ~ p u ~ ~ ~ ~ ;  its excitation and emission maxima are at 588 and 
618 nm. HcRed could be excited by a 532 nm YAG laser, 
but the 568 nm krypton line, 590 nm from a dye laser, or 
594 nm from a He-Ne laser (assuming you could get a He- 
Ne laser with enough power) would be a better bet. 

As exploration of the animal kingdom288’ and protein en- 
gineeringz377.245n.2882 5 have produced new and improved better 
fluorescent proteins, investigators have worked out optimal 

schemes to detect them by flow cytometry and put them to 
use 

The brief review by Matz et a1288’on GFPs packs more in- 
formation into 7 pages than just about any other paper I 
have ever read; I heartily recommend it. Among other 
things, I learned that members of the GFP family are unique 
among pigment proteins in that they act as enzymes and 
synthesize their fluorophores from amino acids in their own 
polypeptide chains. Other pigment proteins, such as the 
phycobiliproteins, make their chromophores or fluorophores 
from small molecules and usually require several enzymes to 
get the job done. Thus, it would be a much harder job to 
make a phycobiliprotein reporter than it is to make a GFP 
reporter. The self-contained palette of GFP proteins also 
makes it much easier to modify their spectra by site-directed 
mutagenesis than it would be to change the spectrum of 
another type of pigment protein. 

With a little help from their friends, GFPs themselves 
have “evolved” far beyond the point of merely marking 
transfection; there are fluorescent protein variants that are 
sensitive to PH~~”.’, calcium ion concentration (shades of 
a e q ~ o r i n ! ) ~ ~ ~ ~ ~ ~ ,  and membrane potential29n3, and others that 
monitor cell surface receptor in te ra~t ions~~’~  and kinase ac- 
t iv i t ie~~~’~.  There is also a “timer” protein2”” that gradually 
changes color from green to red. Of course, you do have to 
put genes into your cells to take advantage of all these bene- 
fits; I can’t help you much there. 

2886-96 . We can expect that to continue. 

Minority Reportler)? 
With fluorescent proteins and enzymes around, why 

does anybody still wanr to bother using proteins expressed 
on cell surfaces as reporters? Well, if your system works well 
enough so that only tbe cells expressing the reporter gene 
carry the product on their surfaces, you can then use anti- 
bodies on magnetic beads or a column to separate your 
transfectants instead of, or in addition to, a cell sorter. Chris- 
tine et a12906 describe a system for detecting recombinant 
switch activity in B cells based on expression of CD4 or a 
histocompatibility antigen normally not found on the cells. 

Well, that does it for parameters and probes. If you de- 
cide to quit at this point and get into image analysis or con- 
focal microscopy, you’ll be using many of the same probes, 
detectors, electronics, computers, etc., so you haven’t wasted 
too much time. If not, stick with me, and I’ll tell you how to 
acquire a flow cyrometer, and then go on to a survey of some 
of the applications of the technology. 



8. BUYING FLOW CYTOMETERS 

8.1 INTRODUCTION 
Flow cytometry obviously cannot be done without flow 

cytometers, most of which are bought from manufacturers. 
Users’ buying decisions are generally based on examination 
of manufacturers’ literature, on demonstrations, and on in- 
formation obtained from more experienced users. I get a lot 
of phone calls from people who want to know which in- 
strument they ought to buy, and/or whether they ought to 
try building one. In this chapter, I will try to give you access 
to the information necessary to formulate rational answers to 
these questions. 

Since the manufacturers will happily provide potential 
customers with literature containing photographs, diagrams, 
samples of data obtained from their instruments, and reasons 
why you should choose that particular system, I will not 
attempt to duplicate their copiously illustrated brochures. 
You may, therefore, want to arm yourself with promotional 
literature before you look at what I say about companies and 
apparatus; addresses and phone numbers of the manu- 
facturers of flow cytometers and other cytometric apparatus 
appear in Chapter 11, “Sources of Supply,” near the back of 
the book. 

The origins of cytometry have been discussed in Chap- 
ters 1 and 3. Chapter 4 provides information on light 
sources, illumination and collection optics, detectors, and 
electronics that is equally relevant to static and flow cytome- 
try, as well as information on fluidics and flow system de- 
sign, augmenting introductory material in Chapter 1. Data 
analysis hardware and s o h a r e  are introduced in Chapter 1 
and discussed in detail in Chapter 5 ,  and Chapter 6 is de- 
voted to sorring. 

I have included information on all the commercial flow 
cytometers I know about in this chapter; a selection of other 
cytometric apparatus is discussed in Chapter 10. 

8.2 HISTORY 
Only a few companies make or have made cell sorters 

and/or optical flow cytometers intended for research and/or 
clinical use. By 1970, BioIPhysics Systems, which was 
founded by Lou Kamentsky, was selling its Cytograf and 
Cytofluorograf instruments, while Phywe AG marketed 
Partec’s commercial version of the Dittrich/Gohde ICP 
apparatus. Shortly thereafter, Technicon brought out the 
Hemalog D, the first of a series of flow cytometric leukocyte 
differential counters. Becton-Dickinson introduced the 
FACS cell sorter, based on the instrument developed in Len 
Herzenberg’s lab at Stanford, in 1974; within a year, Coul- 
ter entered the cell sorter market with its TPS-1, later replac- 
ing this apparatus with the EPICS series, development of 
which was begun by Mack Fulwyler and continued by Bob 
Auer. In 1976, following its acquisition by Johnson &John- 
son, Bio/Physics Systems became Or tho  Diagnostics Sys- 
tems; Ortho acquired marketing rights to the ICP from 
Phywe in 1978, and added cell sorters to its Cytofluorograf 
line at about the same time. 

In the 1980’s, alternatives to products of the “Big Three” 
American manufacturers, B-D, Coulter, and Ortho, began 
to emerge. At the beginning of the decade, these three com- 
panies offered laser source flow cytometers with cell sorting 
capability; sorting was optional on Ortho’s instruments. 
Ortho also offered the arc source ICP, which could not be 
equipped for sorting, and the laser source Spectrum 111, a 
highly automated system, without sorting, aimed at clinical 
users. In pursuit of the same market, B-D introduced the 
FACS analyzer, a small but sensitive analytical apparatus 
employing an arc lamp source, and Coulter produced the 
EPICS C873, an ergonomically designed, computer- 
controlled “knobless” instrument that included sorting ca- 
pability. During the 1980’s, the arc source apparatus of 

411 
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Lindmo and Steen“’ was commercialized as the MPV-Flow 
by Leitz; a refined version of this instrument, the Argus, was 
later produced by Skatron, and marketed in Europe by Or- 
tho and in the U.S. by Bruker, which also introduced the 
Odam ATC 3000, a laser source sorting apparatus developed 
in France, which could make electronic volume measure- 
ments as well as optical measurements. A later version of the 
LindmoISteen instrument was made and sold by Bio-Rad; 
one is now being produced by Apogee, which also offers 
service for earlier versions. 

An apparatus using arc lamp and/or laser sources, based 
on Eisert’s  design^^^*'^^'-^, was sold for a time by Kratel, 
which also marketed data analysis hardware and s o h a r e  
developed by Kachel. A later version of this data analysis 
system, and Kachel’s Fluvo I1 flow cytometer, which made 
fluorescence and electronic volume measurements, became 
available from HEM. Partec offered another arc source 
instrument, designed by Gohde and incorporating optical 
and electronic measurements and a closed fluidic sorter. 
Finally, three Japanese companies, JASCO, Omron, and 
Showa Denko, produced laser source instruments; Omron’s 
was distributed in Europe by Ortho, and was the predecessor 
of the Cytoron Absolute, Ortho’s last entry in the market. 

After 1985, both B-D and Coulter brought out non- 
sorting benchtop instruments (the B-D FACScan and Coul- 
ter EPICS Profile) using low-power, air-cooled argon laser 
sources, and oriented at least as much toward the clinical as 
toward the research market. The efficient optical designs 
used in these instruments provided sensitivity at least equal 
to that obtained from these manufacturers’ larger systems. 
Ortho, which, interestingly enough, had offered similar in- 
strument configurations for years, ceased production of flow 
cytometers and sold its service operations to B-D in mid- 
1987. It reentered the American market in 1992, selling the 
Cytoron Absolute, built in Japan by Omron, and gradually 
withdrew again by the end of the decade. 

Cytomation, a company founded in 1988, produced a 
series of add-on upgrades to improve data processing and 
sorting performance of existing cell sorters until 1994, when 
it began selling the MoFlo modular high speed cell sorter 
developed at Lawrence Livermore National Laboratory by 
Ger van den Engh and his coworkers”*’. It was common to 
refer to B-D, Coulter, and Ortho as the “Big Three” offlow 
cytometry in the 1980’s, if the term is used today, it denotes 
the trio of BD Biosciences, Beckman Coulter, and Cy- 
tomation, now DakoCytomation. I suspect that Becton- 
Dickinson decided on the “BD Biosciences” name when 
Coulter briefly jumped ahead of it in alphabetical order, 
becoming Beckman Coulter after being acquired by Beck- 
man in 1997, but I can’t prove it. The Big Three are the big 
makers of high speed sorters, but no longer the only makers; 
Ger van den Engh’s new company, Cytopeia, arrived on the 
scene in 2000, and is now producing a relatively compact 
high speed sorter, the Influx, which, as of mid-2002, was to 
be sold by DakoCytomation, which has had an ongoing 
working arrangement with Cytopeia. Systemix, which had 

licensed the MoFlo technology from Livermore for clinical 
applications, decided not to pursue production of instru- 
ments. 

I estimated in Chapter 1 that there were between 12,000 
and 20,000 benchtop argon laser source flow cytometers in 
use worldwide, and fewer than 2,000 large systems with 
droplet sorting capability. It is therefore likely that several 
manufacturers have more instruments in the field than does 
Cytomation; Luminex and Partec come to mind. However, 
if we really want to get into a competition on eliminating 
fluid waste about this, perhaps we should do just that, and 
ask the manufacturers to supply us with the total volumes of 
sheath run through all their instruments per year. They 
don’t know, and they probably wouldn’t tell us if they did. 

Six manufacturers returned detailed responses to a ques- 
tionnaire I sent out in October 2001, asking for details 
about their instruments, and, as far as I am concerned, they 
are “The Big Six” for taking the time to do so. Their prod- 
ucts are discussed in some detail in the sections of this chap- 
ter immediately following. Then comes a section that covers 
instruments from other manufacturers who did not return 
the questionnaire, but, in some cases, did send back some 
information. The rest was filled in from the manufacturers’ 
web sites and literature, and/or from personal inspection. A 
separate section is devoted to clinical hematology instru- 
ments. Manufacturers are listed in alphabetical order within 
sections (with one exception, to be explained later). 

I’ll take the rap for the errors, but if some item of infor- 
mation about a particular instrument is of critical interest to 
you, check it out with the manufacturer. I tabulated the 
features of various instruments in the last edition of this 
book; I’m not going to do it this time around because there 
are too many instruments and too many features. 

8.3 BD BlOSClENCES 

Background 
The large cell sorter products from B-D began life differ- 

ing only slightly in construction from the apparatus built by 
Herzenberg et al at S t a n f ~ r d ~ ~ ~ ~ ~ * ~ * ~ ;  more changes have since 
been made in the electronics and data analysis systems than 
in the optics. 

The original FACS instruments used pulse height ana- 
lyzers for data analysis; the FACS IV replaced a hardwired 
analyzer with the one that incorporated a dedicated mini- 
computer, allowing multiparameter analysis and sorting and 
data storage on magnetic media. In the next successor line, 
the FACS 400 had a minimal data analysis system that only 
generated dot plots; regions of interest for sorting could be 
defined on the two-parameter live display. The FACS 420 
used an 8-bit microprocessor-based data analysis system that 
was also sold with B-D’s arc source FACS Analyzer, the 
company’s first entry into the non-sorting benchtop analyzer 
market. The FACS 440 had the same minicomputer-based 
data analysis system used in the FACS IV. The minicom- 
puter was buttoned up so tightly within the sysrem that it 
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was literally impossible to take advantage of its computer 
capabilities; at least one user site installed a second computer 
to eliminate the drudgery of pushing all the buttons that had 
to be pushed to get the data analyzer to do anything useful. 

Things were much improved when B-D elected to offer 
users a choice of micro- or minicomputer-based data analysis 
systems. The smaller CONSORT 30 and 32 systems were 
built around Hewlett-Packard Series 300 microcomputers 
using a 68000 series microprocessors running under a Pascal 
operating system. The larger CONSORT 40 incorporated a 
DEC MicroVAX minicomputer with a graphics terminal. A 
range of applications programs, and various combinations of 
floppy and hard disc storage, were offered for both computer 
systems, as was networking capability. In the mid-1990's, 
both the Consort 30 and Consort 40 series of data analysis 
systems were replaced by the FACStation series, which in- 
corporated Apple Macintosh computers. The hardware and 
software have progressed from Motorola 680x0-based Macs 
to newer PowerPC-based current models. 

BD Biosciences' current large Fluorescence Activated 
Cell Sorter (FACSm) is the FACSVantage SETM, which 
succeeded the FACStar, FACStarPLUS, and FACSVantage. 
The company also makes three smaller instruments, the 
FACSCalibugM and BDTM LSR I1 analyzers and the FAC- 
S k i d "  high-speed sorter. These benchtop systems require 
neither special wiring nor water-cooling; the LSR I1 and 
FACSaria feature FACSDiVaTM digital pulse processing, also 
available as an option on the FACSVantage SETM. 

Except for the FACSDiVa option, which has a 6-month 
warranty, all BD Biosciences' instruments and additional 
components, including lasers, have a one-year warranty. Any 
options purchased afier purchase of a new instrument have a 
3-month warranty. A 4 1/2 day Key Operator Course is 
provided for 2 operators with each instrument purchase; an 
additional course is provided with the purchase of the 
FACSDiVa Option. 

The BD FACSVantage SE" Cell Sorter 

Figure 8-1. The BD FACSVantage cell sorter. 

Light Sources and Illumination Optics: 
The FACSVantage SE (Figure 8-1) can use as many as 

three laser beams to illuminate observation points separated 
in space. Available lasers include water- and air-cooled ar- 
gon, krypton, or mixed-gas ion lasers, He-Cd, He-Ne, and 
635 nm diode lasers. A dye laser may be added if another 
laser (water-cooled argon or frequency-doubled YAG) is 
available for optical pumping. Excitation optics are adjust- 
able, allowing the user to steer the laser beam(s) and control 
the spacing between beams; an adjustable lens can be used to 
change the beam shape at the interrogation point. 
Flow System: 

The FACSVantage SE is a stream-in-air system, with ce- 
ramic orifice nozzles ranging in diameter from 50 to 400 pm 
available. Sheath and sample are pressure-driven; flow veloc- 
ity is typically I0 m/s, varying with orifice size, and is ad- 
justable by changing sheath pressure. Sample pressure is 
continuously adjustable from 2.0 PSI, for the 400 pm ori- 
fice, to 60 PSI, when the high speed Turbosort option is 
used with a 70 pn orifice. Fluid flows downward. 
Forward Scatter: 

An adjustable horizontal blocker bar and adjustable iris 
diaphragms allow the lower limit of collection to be set be- 
tween 1" and 4", and the upper limit to be set as high as 10". 
A photodiode detector is standard; a PMT is optional. 
Side Scatter and Fluorescence: 

Signals are collected around a horizontal blocker bar by 
an N.A. 0.55 lens; an adjustable iris serves as a field stop. 
Detectors are Hamamatsu PMTs; three fluorescence detec- 
tors are standard, with additional detectors optional. BD 
Biosciences' Special Products Group can provide as many as 
twelve fluorescence detectors. Field stops are used in the 
optical system to limit the region of space from which light 
reaches the detectors; an image (2 40 x) of each beam inter- 
section point is formed in the plane of the corresponding 
field stop. When multiple illuminating laser beams are used, 
combinations of half mirrors and dichroics divert light from 
different observation points to different detectors. Filters and 
dichroics can be selected, and easily removed and changed, 
by the user. 
Signal Processing: 

BD offers two markedly different systems for signal proc- 
essing and data acquisition; each has its own hardware, 
software, and computer platform. The standard FACSVan- 
tage SE uses analog and hybrid electronics for pulse process- 
ing; the FACSDiVa Option provides digital pulse process- 
ing. 

Analog Electronics (standard): 
Any parameter measured at the first observation point 

can be selected as a trigger signal. Current to voltage conver- 
sion of detected light pulses is done by a 20,000 V/A tran- 
simpedance amplifier with baseline restoration; further ana- 
log signal amplification is available. Linear signals are con- 
verted to a logarithmic scale by analog log amps with 4 dec- 
ades of dynamic range. Fluorescence compensation for spec- 
tral overlap is done in hardware. Pulse integrals are captured 



414 I Practical Flow Cytometry 

by active integrators; peaks are captured by peak detectors. A 
pulse width measurement circuit that measures width at a 
constant fraction of pulse height provides information for 
doublet detection. The pulse peak, integral and width meas- 
urements from the analog electronics are digitized by 10-bit 
ADCs. The system allows a maximum acquisition rate 
greater than 30,000 evends. 

Digital Electronics (FACSDiVa Option): 
Any signal measured at any observation point, or any 

Boolean combination of measured signals, can be used for 
triggering. Current-to-voltage conversion of detector signals 
is accomplished by transimpedance amplifiers with baseline 
restoration, but no additional analog amplification is avail- 
able. Instead, all signal pulse trains are simultaneously sam- 
pled and digitized by 14-bit (16,384 channel) ADCs at 100 
ns intervals (10 MHz conversion rate). An integral is ob- 
tained by taking the sum of at least 16 values collected dur- 
ing the pulse, providing a range of values running between 0 
and 262,143 (18 bits). The maximum 14-bit value among 
these is taken to represent pulse peak height. Linear signals 
are converted to a logarithmic scale by digital processing, 
using an 18-bit look-up table. Both hardware and software 
fluorescence compensation can be implemented. The maxi- 
mum data acquisition rate is 100,000 events/s, but may de- 
crease with the number of signals being measured. 
Sample Handling: 

The standard sample tube used is 12 x 75 mm, with a 
minimum volume of 100 pl and a maximurn of 4.5 mL. 
Temperature control for sample input and output is pro- 
vided by circulating chilled or heated water through a water 
jacket surrounding the sample tube holder. 
Sorting: 

A piezoelectric transducer is used to generate droplets for 
sorting with the Turbosort Plus option; the Macrosorting 
option uses an electromagnetic transducer to provide the 
relatively high amplitudes and low frequencies needed for 
droplet generation when large orifices are used to sort corre- 
spondingly large particles. Sort rates vary depending on the 
nozzle size used, with larger nozzle sizes yielding slower sort- 
ing rates. Rates range from 35,000 to 2,000 evends using 
the Turbosort Plus nozzles (50 to 100 pm diameter), and 
from 500 to 100 evends using the Macrosorting nozzles 
(200 to 400 pm diameter). As many as four sort streams may 
be generated. Single cells can be sorted into multiwell plates; 
each cell’s location can be stored in the list mode data file. 
Both analog and digital sort decision hardware are available. 
Software: 

For Use with Standard Analog Electronics: 
CellQuest Pro software is provided for the analog elec- 

tronics workstation, built around an Apple Macintosh com- 
puter with a G4 PowerPC processor. The FCS 2.0 data file 
format is used. The software allows protocol definition and 
batch analysis. As many as 8 parameters may be acquired; as 
many as 16 parameters, including parameters, such as ratios, 
derived from the acquired parameters, may be analyzed. Sin- 
gle parameter histograms may contain as many as 1,024 

channels. The available 2-D display formats are dot, density, 
and contour plots. Rectangular, polygonal, elliptical, “Snap- 
to-Gate,’’ and “Auto-polygon’’ regions can be defined, and 
Boolean combinations of regions can be used. Mean, me- 
dian, peak channel (mode), SD, and CV are available for 
statistical analysis of data. Overlay of single parameter histo- 
grams may be used to compare histograms. There is provi- 
sion for 3-D display of data, DNA histogram analysis (pro- 
vided by third-party software), and export of data to graphics 
and spreadsheet programs. 

For Use with FACSDiVa Option: 
The FACSDiVa Option software is provided for the 

digital electronics workstation, built around a Hewlett- 
Packard X4000 (IntelNErindows) computer. Both FCS 3.0 
and 2.0 file formats are supported. The software allows pro- 
tocol definition and batch analysis. A maximum of 16 pa- 
rameters can be acquired, with a total of 36 parameters for 
analysis; these include area and height for all 16 parameters 
acquired plus two ratio channels and a width and a time 
parameter. Linear to log transformation and fluorescence 
compensation are done in software. The maximurn number 
of channels in a single parameter histogram is 262,141. Dot 
plots are the only available live 2-D displays. Rectangular, 
polygonal, elliptical, “Snap-to-Gate,’’ and “Auto-polygon’’ 
regions can be defined, and Boolean combinations of regions 
can be used. Mean, median, SD, CV, minimum, and maxi- 
mum are available for statistical analysis of data. DNA analy- 
sis is provided by third-party s o h a r e  and graphics and 
spreadsheet export are possible. 
Other Details: 

The Vantage SE (crate and frame) is approximately 100 
cm wide x 182 cm long x 154 cm high, and weighs 286 kg. 
The Diva option is 105 cm wide x 123 cm long x 94 cm 
high, and weighs 113.4 kg. Aerosol containment and bio- 
hazard controls include the application of a vacuum to the 
sort chamber to contain aerosols formed during sorting, and 
a drip containment system on the sample injection tube 
deals with drips from the sample introduction area. The 
instrument console operates on 110 VAC +/- lo%, 50/60 
Hz, 20 A, or 23OVAC, 50Hz. Each laser has its own specific 
power requirements. 

Daily instrument optimization is needed to guarantee 
optimal performance. Sensitivity is configuration dependent. 
Fluorescence channels have detected <200 Molecules of 
Equivalent Soluble Fluorochrome (MESF) using Spherotech 
Rainbow RCP-30-5A particles. When using Bangs Labora- 
tories’ Quantum particles labeled with fluorescein, it has 
been possible to discriminate particles bearing <1,000 fluo- 
rescein MESF. The CV of fluorescence from propidium 
iodide-stained chicken erythrocyte nuclei is 3% or less. 

The BD FACSCaliburM Analyzer 
The FACSCalibur, successor to the FACScan and 

FACSort, is a benchtop analyzer, with optional fluidic sort- 
ing. The primary excitation light source is a 488 nm air- 
cooled argon ion laser; a 635 nm diode laser is optional. 



Buying Flow Cytometers I 415 

Forward and side scatter and three colors of fluorescence can 
be measured in the single 488 nm laser system, a fourth 
color is available with the 635 nm diode laser option. The 
cytometer and the computer system with which it is used 
take up about six running feet (less than two running me- 
ters) of bench space, as shown in Figure 8-2. The applica- 
tions sofnvare includes numerous routines for automated 
setup, calibration, and data analysis. 

Figure 8-2. The BD FACSCalibur benchtop cell sorter. 

Light Sources and Illumination Optics: 
The primary 488 nm laser beam is made elliptical by 

prisms and focused to a spot 20 wm high x 60 Vm wide at 
the sample stream. The optics allow fine adjustments of the 
beam pathway. The optional 635 nm diode laser is mounted 
at right angles to the 488 nm laser; the 635 nm beam, which 
is already elliptical, bypasses the prisms, is reflected off a 
mirror, and passes through the same optics used to focus and 
steer the 488 nm beam. The 635 nm diode laser is focused 
upstream from the 488 nm laser; i.e., cells pass through the 
635 nm beam first. 
Flow System: 

The quartz flow cuvette has inside dimensions approxi- 
mately 180 x 430 pm. The sheath fluid is driven by pressure 
from a 4 liter pressurized tank; stream velocity through the 
flow cell is 6 m/s. Three fixed sample flow rates, 12, 35, and 
60 pl/min, are available. Because the cuvette is rectangular, 
the core stream is elliptical; its size depends on the sample 
flow rate and the sheath pressure, with the slowest sample 
flow rate yielding the smallest core cross-sectional area. Fluid 
flows upward in the flow cuvette. 
Forward Scatter: 

A fixed vertical blocker bar is used to block the laser 
beam, and forward scatter signals are collected over a fixed 
range from 0.7” to 10”. In the dual laser 4-color setup, a 488 
nm bandpass filter with a 10 nm bandwidth is placed in 
front of the scatter detector to eliminate scattered red laser 
light. 
Side Scatter and Fluorescence: 

The collection optics of the FACSCalibur follow the 
design originally used in the FACScan, providing efficient 
enough light collection to permit the use of low power lasers 
without sacrificing measurement sensitivity. Side scatter and 

fluorescence signals are collected using a custom-designed, 
long-working distance, N.A. 1.2 objective optically coupled 
to the flow chamber with a thixotropic gel. Magnification is 
approximately 13 x .  Field stops (1 mm wide in fluorescence 
channels and 1.5 mm wide for side scatter) are placed in the 
image planes in front of the PMT detectors. Three fluores- 
cence detectors are used with the standard 488 nm laser; an 
additional fluorescence detector may be installed with the 
optional 635 nm diode laser. The filters normally used in 
the standard instrument provide for measurement of green 
(515-545 nm; “FLl”), yellow (564-606 nm; “FL2”), and red 
(> 670 nm; “FL3”) fluorescence, excited at 488 nm. A 
fourth channel, measuring red (653-669 nm; “FL4”) fluo- 
rescence excited at 635 nm, is added when the red laser is 
used. 
Signal Processing: 

Any signal or the Boolean AND of two signals may be 
used for triggering. A 20,000 V/A transimpedance amplifier 
with baseline restoration is used for current to voltage con- 
version of detector signals; additional analog signal amplifi- 
cation is available. Linear signals are converted to log using 
4-decade analog log amps. Fluorescence compensation for 
spectral overlap is done in hardware. Pulse integrals are cap- 
tured by active integrators; peaks are captured by peak detec- 
tors. Pulse width at a constant fraction of pulse peak height 
is available for one fluorescence detector. Data are digitized 
by 10-bit ADCs. The data acquisition system can process 
more than 30,000 eventds. 
Sample Handling: 

The FACSCalibur uses the same tube size and minimum 
and maximum volumes as the FACSVantage. However, the 
FACSCalibur also has an automated option for 12 x 75mm 
sample tube handling and 96 well microplates. 
Sorting: 

A closed system fluidic sorter is optional; the sort mecha- 
nism moves a collecting tube into the center of the flowing 
stream when a cell of interest passes by. The sort rate of 300 
selected eventds is adequate for many tasks, and the closed 
system is advantageous for work with hazardous samples. 
However, since fluid is continuously collected by the sorting 
mechanism, it may be difficult to isolate rare cells, because 
they end up being highly diluted in the collection vessel. 
Although BD provides a concentrator module that 
continuously removes fluid from the sorted fraction using a 
filter that resides in a pressurized chamber, this filtration 
process has been shown to damage some types of live cells, 
and is considered most usefd for sorting fixed cells or cells 
that do not need to remain viable after sorting. 
S o h a r e :  

CellQuest Pro sofnvare is provided on an Apple Macin- 
tosh G4 computer; the FCS 2.0 file format is used. A maxi- 
mum of 6 parameters can be acquired, and 7 parameters, 
plus time, can be analyzed using CellQuest. The features of 
CellQuest software are described in the previous section on 
the FACSVantage. 
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Other Details: 
The cytometer itself is 91.4 cm wide, 61.5 cm deep, and 

67.3 cm high, and weighs approximately 109 kg. Aerosol 
containment and biohazard controls include closed fluidic 
sort paths and an automatic aspirator on sample inlet tubing. 
Power requirements are 120 VAC +/- lo%, 50/60 Hz, 20 A. 
Bangs Laboratories Quantum beads bearing <750 fluo- 
rescein MESF have been discriminated from unlabeled 
beads. The C V  of propidium iodide-stained chicken eryth- 
rocyte nuclei is 3% or less. 

The BD” LSR 11 Analyzer 
The BD LSR I1 is BD’s newest benchtop analyzer, with 

as many as four fixed alignment laser sources and as many as 
fifteen fluorescence and two scatter channels. The older BD 
LSR was configurable with as many as three lasers and six 
fluorescence channels. The two systems use the same in- 
strument enclosure (Figure 8-3); the LSR I1 replaces the 
LSRs analog signal processing with digital signal processing. 

Figure 8-3. The BD LSRW multi-beam benchtop analyzer. 

Light Sources and Illumination Optics: 
The LSR was available as a two or three laser source sys- 

tem that used a Coherent 488 nm, 20mW air-cooled argon 
ion laser, a Kimmon 325 nm, 8mW HeCd laser, and, op- 
tionally, a 633 nm, 17mW HeNe laser. The LSR I1 can use 
Coherent’s “Sapphire” solid-state laser for 488 nm and 
Lightwave’s mode-locked 355 nm YAG laser for UV; the 
Coherent VioFlame 405 nm, 25mW diode laser and a 638 
nm diode laser are available as options. 
Flow System: 

fluidics setup as the FACSCalibur. 
Forward Scatter: 

FACSCalibur. 
Side Scatter and Fluorescence: 

The LSR and LSR I1 use a gel-coupled, N.A. 1.2 collec- 
tion lens with a larger field of view than that of the lens used 
in the FACSCalibur. The LSR used field stops, mirrors, and 
dichroics similar to those in the FACSCalibur. In the LSR 
11, light from an image of each interrogation point is relayed 
through a multimode fiber optic, and signals from different 
spectral bands are separated by (highly) reflective dichroics 
placed in a polygonal pattern (Figure 8-4). Filters and lenses 

The LSR and LSR I1 use the same flow cell and external 

The setup is apparently similar to that used in the 

placed between the dichroics and the detector PMTs, corre- 
spondingly placed in a polygonal array, further restrict detec- 
tor bandwidth. The older layout shown in Figure 8-4 allows 
seven detectors to collect a signal from one excitation beam; 
the current configuration provides for eight detectors. The 
dichroics are specially designed to work at the acute angles of 
incidence (not the customary 45”) necessitated by the oc- 
tagonal layout. Light loss is minimized because each signal is 
required to pass through only a single optical filter, i.e., that 
placed immediately ahead of the detector. The relay fiber 
optics do not preserve polarization, likely precluding using 
the optical arrangement for polarized fluorescence or scatter 
measurements. O n  the plus side, I note that the use of fiber 
optic relay elements could allow light collected by a second 
lens placed 180” from the existing lens to be routed to the 
same detector, potentially doubling signal intensity; how- 
ever, BD apparently does not now plan to offer this option. 

FIBER WITH SIGNAL FROM 

Figure 84 .  BDs “Octagon” collection optics. A number 
in square brackets associated with a path indicates the 
number of spectral bands traveling along that path; a 
number without brackets indicates the center wavelength 
(in nm; my guesses) of a single spectral band. 

All fluorescence and side scatter detectors are 
Harnamatsu PMTs; all filters and dichroics can be changed 
as needed. Typical optical filter setups for the three laser 
source LSR I1 are: FL1 = 530 nm band pass (BP), FL2 = 575 
nm BP, FL3 = 670 nm long pass (LP) or 682 nm BP, FL4= 
500 nm BP, FL5 = 380 nm LP, 400 nm BP, or 424 nm BP, 
FL6 = 610 nm BP or 660 nm BP. 
Signal Processing: 

While the LSR used essentially the same signal- 
processing scheme as the FACSCalibur, the LSR I1 uses the 
FACSDiVa digital data acquisition system described in the 
previous section on the BD FACS Vantage system. 
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Sorting: 
Not available. 

Software 
The LSR I1 uses the FACSDiVa Option s o h a r e  (see 

the previous section on the BD FACS Vantage). The stan- 
dard BD LSR used CellQuest software, provided on an Ap- 
ple Macintosh G4 computer. Data from as many as 6 fluo- 
rescence and 2 scatter parameters could be acquired, and as 
many as 8 parameters, selected from peak height, pulse 
width, area, and ratio, could be analyzed. All other features 
of the LSR‘s CellQuest s o h a r e  were as described for the 
FACSVantage. Software fluorescence compensation for LSR 
and LSR I1 systems is provided for by the included FlowJoTM 
analysis software (Tree Star, Inc.); DNA histogram analysis 
is provided for by the included Modfit LTTM s o h a r e  (Ver- 
ity Software House). 
Other Details: 

The Sensor module is approximately 193 cm wide, 87 
cm deep, 127 cm high, and weighs 239 kg. Aerosol con- 
tainment and biohazard controls include closed fluidic paths 
and an automatic aspirator on the sample inlet tubing. The 
BD LSR requires two dedicated 120 VAC +/- lo%, 50160 
Hz, 20 A power lines. 

The estimated detection limit is 200 fluorescein MESF, 
when using the Spherotech Rainbow RCP-30-5A Beads; the 
fluorescence CV of propidium iodide or Hoechst 33342- 
stained chicken erythrocyte nuclei is 3% or less. 

The BD FACSAria“ Cell Sorter 

The FACSAria (Figure 8-5), introduced in December, 
2002, is a multilaser high-speed sorter that departs substan- 
tially from the design of other current commercial products 
of this type; to start with, it is a benchtop system requiring 
less than 1 kW of electrical power from standard 110 V, 60 
Hz or 220 V, 50 Hz lines. 

Figure 8-5. The BD FACSAriam Cell Sorter 

Light Sources and Illumination Optics: 
The system uses two or three lasers; a 20 mW, 488 nm 

Coherent Sapphire solid stare laser and a 17 mW, 633 nm 
He-Ne laser are standard, and a 20 mW, 407 nm violet di- 

ode laser is optional. The 407 nm laser can be used to excite 
usable fluorescence signals from Hoechst dyes used to stain 
DNA in living cells. Fiber optics (single-mode for the 
TEM,, sources) relay the illuminating laser beams to colli- 
mating lenses, from which they enter a series of four prisms 
that form elliptical spots 9 pm high x 65 pm wide, separated 
by 200 pm, on the sample stream inside a quartz cuvette. 
Optical alignment is fixed. 
Flow System: 

The quartz flow cuvette has a 160 x 250 pm rectangular 
cross section 15 rnrn in length. Both sheath and sample flu- 
ids are driven by pressure; sheath and cleaning fluid contain- 
ers and a waste fluid tank are kept on an external cart with 
integral air pressure and vacuum supplies. Sheath fluid is 
transferred from the container on the cart into a reservoir 
inside the instrument, removing air bubbles and maintaining 
constant pressure independent of the fluid level in the exter- 
nal sheath container. The sample container accommodates a 
variety of sizes of sample tubes; once a tube is loaded, the 
container is sealed and pressurized, and the tube holder agi- 
tates the sample during the run to minimize settling of cells. 
Drive pressure can range from 2-75 PSI (14-517 kPa); typi- 
cal stream velocity through the flow cell is 6 m/s. Because 
the cuvette is rectangular, the core stream is elliptical. Fluid 
flows downward; the stream exits the cuvette via a 70 pm or 
100 pm nozzle. 
Forward Scatter: 

FACSCalibur and LSR 11. 
Side Scatter and Fluorescence: 

Optical alignment is fixed; light is collected by a gel- 
coupled, NA. 1.2 collection lens, similar if not identical to 
that used in the LSR 11. Separate relay fiber optics transfer 
the signal from each beam to a polygonal array similar to 
that shown in Figure 8-4; an “octagon,” more properly a 
nonagon, allows collection of as many as 8 signals (7 fluores- 
cence signals plus side scatter) from the 488 nm beam inter- 
sections. As many as 3 signals (each) may be collected from 
the 633 nm beam and from the 407 nm beam. All detectors 
are Hamamatsu side-window PMTs; filters and dichroics 
may be changed as needed. 
Signal Processing and S o h a r e :  

The FACSAria uses the Windows-based FACSDiVa 
digital data acquisition system and s o h a r e  described in the 
section on the BD FACS Vantage cell sorter; a faster DSP 
chip is incorporated than was used in the original 
FACSDiVa, and additional software routines have been 
added to control sample handling and sorting. 
Sample Handling: 

The sample delivery system is, as mentioned, compatible 
with a variety of tube sizes; an arrangement for microplate 
sampling is likely to be made available in the future. The 
sampling tube is flushed inside and out with sheath fluid 
between samples to minimize carryover. There is also provi- 
sion for filling the entire sample holder with ethanol for 
cleaning and disinfection. 

The setup is apparently similar to those used in the 



418 I Practical Flow Cytometry 

Sorting: 
Interchangeable 70 pm or 100 pm nozzle tips can be fit- 

ted to the cuvette with no adjustment required. Both two- 
and four-way sorting are possible; the system can process up 
to 60,000 compensated 8-parameter eventds and achieve a 
100 kHz droplet generation rate at 75 PSI drive pressure. A 
camera monitors the position of the droplet breakoff point, 
and the transducer drive signal amplitude is controlled to 
maintain this position, keeping the droplet delay constant 
unless a clog or other substantial interruption of flow should 
occur. In these cases, fluid flow is shut off and the sample 
collection tubes are covered. During operation, both sample 
injection and sort collection chambers are closed; the sort 
chamber is sealed and operates under negative pressure. An 
additional Aerosol Management Option is available, which 
evacuates the sort collection chamber through a 0.01p-n 
filter to trap aerosolized particles. 
Other Details: 

The benchtop portion of the FACSAria is 122 cm wide 
x 74 cm high x 71 cm deep and weighs 160 kg; space on the 
benchtop is also needed to accommodate the workstation 
keyboard, mouse, and LCD display. The fluidics cart, which 
can be placed on the floor, is 81 cm wide x 66 cm high x 66 
cm deep and weighs 46 kg. 

The estimated detection limit is < 125 fluorescein MESF. 
CVs of 1.5% and 3.5% respectively, have been observed 
from the major fluorescence peaks of propidium- and 
Hoechst dye-stained chicken erythrocyte nuclei. 

It is claimed that people with little or no technical train- 
ing in flow cytometry or sorting can be taught to operate the 
FACSAria in substantially less time than is required to train 
operators of other high-speed cell sorters. This certainly 
sounds plausible. 

The BD FACSCount 
The FACSCount is a small (smaller than the FACScan) 

benchtop instrument dedicated to performing counts of 
CD4- and CD8-positive T cells2472’3’59. It uses a 543 nm 
green He-Ne laser source, and measures fluorescence in two 
emission regions from phycoerythrin and a tandem conju- 
gate. Prepackaged reagents incorporating a known concen- 
tration of fluorescent beads are used to allow derivation of 
absolute counts. The system is designed for use in parts of 
the world where HIV infection is common and facilities and 
money to support flow cytometers and cytometry are scarce. 

8.4 BECKMAN COULTER, INC. 

Background - and Signal-to-Background 
By the 197O’s, Wallace Coulter had already built a 

highly successful company that sold hematology counters 
utilizing his impedance-based cell detection and volume 
measurement method. He recognized both the scientific and 
commercial potential of fluorescence flow cytometry and cell 
sorting early enough to get his company into the cell sorter 
business by the end of the decade. 

The original EPICS instruments collected fluorescence 
and side scatter using a pair of high-N.A. aspheric lenses, the 
first of which, placed at a distance equal to its focal length 
from the observation point, formed a “collimated beam,” 
and the second of which brought that beam to a new focus, 
with a relatively large diameter field stop in the focal plane 
limiting the region of space from which light could reach the 
detectors. This system collected more light from cells than 
did some imaging systems, but the signal-to-background 
ratio was lower because background fluorescence and Raman 
scatter were collected from a much larger volume. While 
older stream-in-air EPICS cytometers could detect as few 
molecules of fluorescein as their competitors, there was more 
of a problem with phycoerythrin sensitivity due to Raman 
emission from water; this would have been largely avoided 
by the use of image forming optics. The interim solution 
was to use a smaller diameter field stop. 

Collecting a collimated beam instead of forming an im- 
age also made it more difficult to use multiple excitation 
beams; imaging systems could separate optical signals from 
the two beam intersection points, while the EPICS optics, 
which could not, made it necessary to collect electronic sig- 
nals using a gated amplifier, which turned the detectors on 
only when cells were traversing the appropriate beam. This, 
however, did not eliminate steady state fluorescence back- 
ground from dye in the core stream; this could, in theory, be 
a problem in such applications as measurements of fluo- 
rescein immunofluorescence in cells also stained for DNA 
with DAPI. Although measurements I made on a Cytomutt 
set up with “nonimaging” optics indicated that interference 
between DAPI and fluorescein was insignificant in practice, 
there was some concern about other dye interactions. How- 
ever, in this era of eight-color measurements, Coulter, now 
Beckman Coulter, has made the issues moot by using imag- 
ing optics for fluorescence and side scatter collection in its 
current instrument line. 

Forward-looking from the beginning, Coulter used mi- 
croprocessors in the EPICS line. The original research in- 
struments were equipped with the MDADS data acquisition 
and analysis system; the main processor was an 8086 with an 
8087 floating point coprocessor, and an 8080 was also used. 
Data storage was on 8” floppy or cartridge discs. 

Coulter was also the first of the manufacturers to make 
the move to personal computers for data analysis, with the 
EASY-88 computer system, which used IBM PC-compatible 
hardware, including 5 114“ floppy and hard discs and a re- 
movable-cartridge high density disc system, a floating point 
processor, and a 640 x 480, 4096-color graphics display. 
Instruments could be linked in an Ethernet-compatible net- 
work. The EASY-88 was said to be 2-3 times faster than a 
DEC PDP-11/23 minicomputer system. 

Beckman Coulter’s current analyzers and sorters are laser 
source flow cytometers with an orthogonal geometry. The 
EPICS@ ALTRATM with HyPerSortTM sorter (Figure 8-4) and 
CytomicsTM FC 500 analyzer (Figure 8-5) are designed pri- 
marily for research laboratory use, while the EPICSB XL and 
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XL-MCL analyzers are aimed at both clinical and research 
laboratories. All of the instruments come with a one-year 
warranty on all parts including the laser, with longer warran- 
ties available; the standard service option is five days during 
business hours. A five-day training course or optional train- 
ing in customer’s lab is provided. 

The Beckman Coulter EPICS@ ALTRA” Cell Sorter 

Figure 8-6. The Beckman Coulter EPICS” ALTRATM sorter. 

Light Sources: 
All lasers on the ALTRA are optional and are customer- 

interchangeable on an industry standard optical table. A 
large variety of air-cooled and water-cooled lasers are avail- 
able. 
Illumination Optics: 

The laser beam(s) are focused using crossed cylindrical 
lenses, and a variety of beam focusing lens assemblies are 
provided. The following focused beam spot sizes (height x 

width for a 488 nm laser beam) are available: 16 x 64, 16 x 

85, 16 x 125, 6 x 100, 8.5 x 125, 16 x 33, and 11 x 125 
pm. Inter-beam distances are set in time, not space, as 7, 20, 
40 or 60 ps separation, meaning the beams are spaced not 
more than 100 pm apart at the sample stream. 
Flow System: 

A variety of flow chambers are available. For analysis 
with a closed fluidic system, a 250 pm square channel quartz 
cuvette with an integral N.A. 1.0 lens front element is used. 
For sorting, seven different jet-in-air nozzles, with orifice 
sizes ranging from 51-400 pm, are available, as are quartz 
flow chambers with a variety of internal and jetting orifice 
dimensions. Flow rates or velocities are customer adjustable 
and vary with the flow cell and sheath pressure; sheath flow 
velocity can be adjusted from approximately I m/s to about 
30 m/s. Sample flow rate, sample and sheath pressure are all 
continuously adjustable by the operator. The sample and 
shearh pressure are obtained from electronically regulated 
compressed air or nitrogen, provided by a compressor, a 
nitrogen tank, or the house air supply. Sample pressure is 
adjustable from 0 to 15 PSI for the standard system, and 
from 0 to 100 PSI with the optional high speed sorting 
(HSS) option. Standard sheath pressure is 12 PSI; the range 

of adjustment is 1 to 100 PSI. Fluid flow is downward in 
sorting configurations. 
Forward Scatter: 

The forward scatter sensor, advertised as position- 
independent and using Fourier optics, incorporates two pho- 
todiodes as detectors; an optional PMT is available. The 
forward scatter collection lens N.A. varies depending on the 
collection half-angle used, which can be adjusted between 
1.4” and 19”. For 2”, N.A. is 0.05; for 19”, N.A. is 0.40. 
The standard blocker bar is vertical; however, a variety of 
obscuration templates and different diameter field stops are 
available. 
Side Scatter And Fluorescence: 

The collection lens has an N.A. of 1.0. The first element 
is part of the flow cell, followed by an air gap; the other ele- 
ments of the lens are contained in a brass cell, which is trans- 
latable to achieve best focus at the detectors. A 3 x magnified 
image of the interrogation point is formed inside the brass 
lens housing; a 500 pm diameter field stop is mounted in 
the image plane. No obscuration bar is used with the quartz 
cuvette flow chambers; a 2.5 mm wide horizontal blocker 
bar is used across the front of the fluorescence collection lens 
when running in the jet-in-air configuration. Six fluores- 
cence channels, using Hamamatsu R1923 PMTs as detec- 
tors, are standard. An R1923 is also used to detect orthogo- 
nal scatter signals. PMT voltages are set from DACs. 

All fluorescence filters are customer-removable without 
any need for re-alignment. The filters supplied are optimized 
to detect FITC, PE, ECD (PE-Texas Red), PC5 (PE-CYj), 
PC7 (PE-CV), APC, and APC-CY7. Each fluorescence 
PMT can be used to collect signals from 2 laser intersection 
points using the AUX Channel feature. This feature allows a 
single PMT to collect signals excited by different lasers from 
fluorochromes having similar fluorescence emission proper- 
ties (e.g., PE-CY5 and APC). 
Signal Processing: 

Single or multiple trigger signal(s) can be selected and 
the operator can set a separate threshold level for each signal 
used. Transimpedance amplifiers are used for current-to- 
voltage conversion of the signal pulses. A proprietary (patent 
pending) baseline restoration circuit is used. Analog signals 
for all non-log parameters are amplified with step gains. 
DAC-based atrenuators are used on the forward scatter de- 
tector amplifier to provide gain adjustment, as these detec- 
tors use photodiodes instead of PMTs. Analog log amplifiers 
are used, and fluorescence compensation is done by sofnvare 
incorporating a 6 x 6 matrix inversion. Conventional peak 
detectors are used; integrators employ a switched capacitor 
circuit allowing the operator to select the time constant for 
either “conventional” or “high-speed” operation. The con- 
ventional mode allows the highest sensitivity to be obtained, 
using sheath pressure I 15 PSI, with signal pulse widths 5-  
15 ps. For high-speed operation, at pressures up to 100 PSI, 
pulse width is less than 5 ps, and often 1-2 ps. Pulse peak 
and integral values are digitized to 10 bits. 
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The maximum acquisition rate depends on the number 
of parameters being collected, pulse width, and operator- 
selectable settings. The ALTRA processes the data pulses 
significantly faster than its predecessor, the Elite; conversion 
time is 1.1 ks per parameter and the ADC skips over unused 
parameters. Acquisition of one-parameter data with syn- 
chronous pulses could proceed at a rate of 1.30,OOO events/s; 
real world numbers are, obviously, lower, but are compatible 
with acquisition of multiparameter data from 20,000 cells/s 
and sorting with a 100 kHz droplet generation frequency. 
Sample Handling: 

Tubes 12 x 75mm, 12 x 76mm and 17 >: lOOmm can be 
used, with no minimum sample volume. At present, there is 
no automated option for sampling from tubes or multiwell 
plates. An available module for sample delivery and sorting 
utilizes a re-circulating water bath providing temperature 
control from 4-40 “C. 
Sorting: 

The ALTRA generates droplets at approximately 25 kHz 
using the 100 pn tip and 90-100 KHz using the high-speed 
sorting 76 pm tip; it provides for two sort streams. A low 
abort rate and high purity are achieved when a cell is put 
into every 5th drop, corresponding to maximum analysis 
and sort rates of 5,000 events/s using the 100 pm nozzle and 
20,000 events/s using the 76 pn tip. Users can sort faster 
based on the required specifications for purity and yield of 
their applications. Sorting of single cells into a large variety 
of multiwell plates (6, 12, 24, 48, 60 and 96 wells) or onto 
standard microscope slides is possible using the optional 
AutoCloneTM sorting module. 
Software: 

The ALTRA uses EXP032, a Microsoft Windows based 
data acquisition and analysis s o h a r e  package utilizing the 
FCS 2.0 file format. Users can utilize “canned” protocols 
supplied with the software or can create unique protocols 
and combine them into a Worklist. Protocol definition in- 
cludes parameters, plot definitions, gates, regions, and cy- 
tometer settings as well as disposition of the data, e.g., print- 
out and archiving. 

A maximum of eight parameters can be acquired from 
the instrument; derived parameters such as time, ratio, and 
time-of-flight (T-0-F) can also be computed and processed. 
The ‘‘PRISM” parameter allows identification and quantifi- 
cation of cell populations based on “positivity” or “negativ- 
ity” for as many as six markers, in which case there are 64 
possible categories of cells. Gated data acquisition is possible. 
The software does logarithmic/linear transformations and 
solves the matrix equation for fluorescence compensation. 
The maximum numbers of channels in single-parameter 
histogram and 2-parameter displays are, respectively, 1024 
and 1024 x 1024. The display scale can be converted to a 
MESF or ABC (Antibodies Bound per Cell) scale after run- 
ning appropriate bead controls. The following 2-D display 
formats are supported; dot, density, contour, and PRISM 
plots. Rectangular and polygonal regions can be created and 
combined using Boolean logic, with a maximum of 32 gates 

and 256 regions. Mean, median, mode, SD, CV, percentiles 
(%gated, %total) and counts of cells/pl can all be obtained. 
Comparison of data can be achieved by use of overlay plots 
of 1-D and 2-D data, as well as the calculation of Overton 
and K-S statistics. Isometric display of I-D data and 3-D 
surface and tornogram plots are also available. 

DNA analysis is provided by the 3rd party software 
package MultiCycle for Windows. Plots and histograms can 
be exported as PDF files, or into Microsoft Windows appli- 
cations. Data can be exported in a text format or directly 
into Microsoft Excel. 
Other Details: 

The cytometer is approximately 132 cm high x 178 cm 
wide x 198 cm deep (including the tabletop) and weighs 
500 kg, excluding water-cooled lasers. Aerosol and biohazard 
containment are provided by negative pressure in the sorting 
compartment that draws aerosols into the compartment, 
down a tubing vent and onto a filter that can be changed 
daily. The cytometer, workstation and air-cooled lasers re- 
quire two 100/115 VAC, 20 A (16 A continuous) or two 
220/240 VAC, 10 A 50160 Hz dedicated power lines. 

An on board, adjustable-rate, flashing LED provides a 
light source for testing detectors independent of the laser 
and flow chamber alignment; it can also be used to calibrate 
the gains of various signal pathways. Standard beads and 
bead sets must be run and recorded regularly to ensure 
proper alignment and calibration of the instrument. 

In most configurations, < 1,000 MESF of fluorescein and 
phycoerythrin can be detected; when the system is optimized 
for sensitivity, approximately 300 molecules of fluorescein 
and around 500 molecules of phycoerythrin can be detected. 
Fluorescence CVs of approximately 2% are achieved when 
measuring propidium iodide-stained peripheral blood lym- 
phocytes. Using an optional PMT combined with a blocker 
optimized for low angle detection of forward scatter, parti- 
cles as small as 0.14 pm diameter can be resolved above 
background. 

The Beckman Coulter CytomicsTM FC 500 Analyzer 

The FC 500 (Figure 8-7) is Beckman Coulter’s newest 
benchtop analyzer, providing 5-color analysis from either 
single or dual laser excitation sources, with digital fluores- 
cence compensation and log display using 20-bit linear list 
mode data. 
Light Source: 

The standard excitation source in the FC 500 is an air- 
cooled 20mW, 488 nm argon-ion laser: a 20mW, 633 nm 
He-Ne laser can be added. In the dual laser configuration, 
the laser beams are collinear, with no provision for multiple 
interrogation points. 
Illumination Optics: 

The beam($ idare focused by crossed cylindrical lenses 
to an elliptical spot 10 pm high x 80 Prn wide at the sample. 
Flow System: 

A 150 x 450 pm rectangular channel quartz cuvette is 
used; sheath and sample flow upward. There are three user- 
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Figure 8-7. The Beckman Coulter Cytomics FC 500 analyzer. 

selected sample flow rates, yielding data rates, on a sample of 
lo6 cellslml, of approximately 200, 600, or 1200 evends. 
The sheath flow rate is fixed. 
Forward Scatter: 

As with the ALTRA, two solid-state detectors are used to 
collect forward scatter signals over a range of half-angles 
from 2" to 16"; the blocker bar has a "Maltese Cross" shape. 
An adjustable iris can be used to limit the half angle of col- 
lection to 8". The forward scatter collection lens N.A. varies 
with the collection angle, ranging from 0.05 to 0.37. 
Side Scatter and Fluorescence: 

The front element of a N.A. 1.2 lens is built into the 
flow cell: a blocker bar is unnecessary. Additional, focusable 
lens elements form a 3 x magnified image: a 500 pm field 
stop is placed in the image plane. A photodiode is used to 
detect orthogonal scatter. Five fluorescence channels are 
standard; the detectors are Hamamatsu HC- 120-32 PMT 
modules with enhanced red sensitivity. All optical filters are 
interchangeable by the user without the need for optical 
realignment. Bandpass filters and dichroics optimized for 
detection of fluorescein, phycoerythrin, PE-Texas red, PE- 
Cy5 or APC, and PE-Cy7 are provided with the instrument. 
All fluorescence filters are mounted on a removable single 
optical block, positioned on precision-machined dowel pins. 
Signal Processing: 

A single selectable trigger channel is used to acquire data, 
and the current pulses from the PMTs are converted to volt- 
age pulses by a transimpedance amplifier utilizing a proprie- 
tary baseline restoration method. Analog circuits provide 
peak and integral values of the voltage pulses; these are digi- 
tized to 20 bits and stored, allowing the software to do log 
conversions and log scale displays and a full matrix inversion 
solution for fluorescence compensation, either in near real- 
time or after data have been stored in files. 
Sample handling: 

Sample input uses 12 x 75 mm tubes: sample volume 
typically is 0.5mL, with a minimum of 0.25mL and a maxi- 
mum 3 mL. A 32 tube Multi Carousel Loader (MCL) with a 
presample bar code reader provides automated sample 
handling. An barcode reader wand is optional. Blood from 

closed Vacutainer tubes (B-D) or their equivalents can be 
automatically prepared for immunophenotyping using the 
optional Prep Plus 11, followed by the optional TIQ Prep, 
which lyses and fixes the samples. If the samples need to be 
washed, the carousel can be placed into the optional Cell- 
Prep module, which aspirates each sample's cells into a hol- 
low-fiber filter with a pore size adequate to retain the cells, 
but which allows hemoglobin and unbound reagents to es- 
cape. The carousel is then placed into the FC 500 for analy- 
sis. An optional module will allow aspiration from 96-well 
plates. The FC 500 has a maximum acquisition rate of 
3,300 eventsls, but the actual throughput rate depends on 
variables such as the flow rate, cell concentration, and the 
number of parameters acquired. 
Sorting: 

Not available on the FC 500. 
Sohare: 

The FC 500 uses RXP Software, a Windows 2000-based 
acquisition and analysis package utilizing the FCS 3.0 file 
format. The software allows for user-defined protocols; these 
can be combined to automatically process 32 tubes in a car- 
ousel. The RXP Software incorporates most analysis capa- 
bilities of the EXPO 32 software and adds additional fea- 
tures. As many as 16 parameters, including derived parame- 
ters such as ratios, time, and PRISM, can be acquired; as 
many as 24 parameters can be analyzed. Logarithmic display 
and fluorescence compensation are done in software and the 
20-bit linear data can be saved in both compensated and 
uncompensated forms. Single parameter histograms have 
1024-channel resolution and two parameter displays can 
have resolution ranging from 64 x 64 to 512 x 512. As 
many as 256 regions, of all types, can be created with as 
many as 32 regions available as gating regions; two to eight 
regions can be combined using Boolean logic for gating. 
Autogating, with user selectable levels, using elliptical and 
contour regions is available. All statistics are user definable 
on any histogram. Absolute cell counts using FlowCountTM 
fluorospheres are available. Display plots can be exported 
into Microsoft applications or converted to PDF files; data 
can also be exported directly into MS Excel or in text for- 
mat. MultiCycle for Windows is provided for DNA analysis. 
Other Details: 

The current version of the FC 500 is approximately 61 
cm high x 112 cm wide x 74 cm deep and weighs 85 kg. 
The power supply module is approximately 48 cm high x 4 1 
cm wide x 51 cm deep and weighs 55 kg. The instrument 
and computer together require four dedicated 120Vl20A or 
240Vl15A power lines. It is anticipated that a 20 mW, 635 
nm diode laser may be substituted for the 23 mW, 633 nm 
He-Ne laser, and possible that a solid-state 488 nm source 
will be offered as well; this will allow the instrument to be 
housed in an enclosure only 90 cm wide. 

To optimize instrument settings, the user can run the 
Auto Set-Up Wizard, which automatically adjusts PMT 
voltages, gains and color compensation settings while the 
appropriate bead sets and stabilized stained control cells are 
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run on the instrument. Analyzing SpherotechTM Rainbow 
Calibration particles, the FC 500 can detect <GOO MESF in 
the fluorescein channel and <300 MESF in the PE channel. 
Running Linear Flow Beads from Molecular Probes less than 
600 MESF can be detected by the APC channel. Forward 
scatter signals from 0.5 pM diameter particles can routinely 
be resolved, and it is usually possible to resolve 0.3 pM di- 
ameter particles from background noise. All fluorescence 
channels except the 755 nm (PE-Cy7) channel have half- 
peak CVs of 1-1.5% when detecting the fluorescence from 
beads, with some beads yielding CVs of less than 1%. Fluo- 
rescence from beads detected by the PE-Cy7 channel has 
half-peak CVs of approximately 2%. 

The EPICS@ XL and XL-MCL Analyzers 

The Beckman Coulter XL and XL-MCL (Figure 8-8) are 
non-sorting benchtop flow cytometers, designed for routine 
clinical laboratory applications as well as research use; they 
can measure as many as four fluorochtomes excited by a 
single air-cooled laser. The XL-MCL includes a 32-tube 
multicarousel loader for automated sample handling. 

Figure 8-8. The Beckman Coulter EPICS@ XL-MCL analyzer. 

Light Source: 

15 m W  air-cooled argon ion laser. 
Illumination Optics: 

high by 80 pm wide using crossed cylindrical lenses. 
Flow System: 

The flow system employs a 250 pm square channel 
quartz cuvette with upwards sheath and sample flow and an 
integral N.A. 1.0 lens front element. As with the FC 500, 
there are three user-selected sample flow rates and a fixed 
sheath flow rate. 
Forward Scatter: 

The XL uses the same forward scatter collection lens, di- 
ode detectors in the Fourier plane and cross-shaped blocker 
bar setup as the FC 500, but without the adjustable iris; a 
neutral density filter is available to reduce forward scatter 
signal intensity by a factor of 1 O for samples containing large 
particles. 

The excitation light source is a JDS Uniphase 488 nm, 

The laser beam is focused to an elliptical spot 10 pm 

Side Scatter And Fluorescence: 
In combination with the front element built onto the 

flow cell, a multielement focusable lens forms a 3 x magni- 
fied image; a 500 pm field stop is placed in the image plane. 
Like the FC 500, the XL uses a photodiode detector for or- 
thogonal scatter. Three fluorescence channels are standard 
with an optional fourth channel; Hamamatsu R 1923 PMTs 
are used as fluorescence detectors. The standard four-color 
setup uses 525, 575, 620, and 675 nm bandpass filters and 
488, 550, 600, and 645 nm dichroic long pass filters; a 488 
nm blocking filter is also supplied. All optical filters are re- 
placeable without need for realignment. 
Signaf Processing: 

A single trigger channel is selectable. The XL uses the 
same combination of analog electronics and high-resolution 
digitization of the data pulses as the FC 500. Unlike the FC 
500, the XL normally saves only 10-bit list mode data, al- 
though the 20-bit data are used internally for logarithmic 
conversion and fluorescence compensation. Linear, log and 
peak values of the pulse may be obtained from each fluores- 
cence channel. 
Sample Handling: 

The XL uses the same size tubes and volumes as previ- 
ously described with the FC 500. Samples can be prepared 
automatically with the XL-MCL using the optional Prep 
Plus 11, T-Q Prep, and CellPrep stations as previously de- 
scribed with the FC 500, where the carousel is then placed 
into the XL-MCL for automated analysis. Throughput rates 
of greater than 100 tubes per hour can be achieved when 
acquiring 2,500 lymphocytes from a normal Q-Prep sample. 
The XL has the same maximum acquisition rate of 3,300 
events/s as the FC 500. 
Sorting: 

Not available. 
S o h a r e :  

Two s o h a r e  packages are available, XL SYSTEM I1 
s o h a r e ,  version 3.0, and EXPO32 ADC s o b a r e .  Both are 
designed to accept industry standard barcodes when using 
the XL-MCL bar code reader and/or the optional wand, 
allowing for automated specimen identification. XL 
SYSTEM I1 s o h a r e  operates in a DOS environment under 
Windows 98SE and utilizes the FCS 2.0 file format. Batch 
processing and analysis of samples is possible. A maximum 
of 12 parameters, including time, ratio, and PRISM, can be 
processed, and gated acquisition is possible using as many as 
8 regions from a total of 24 available. A variety of region 
types are available, and Boolean combination of regions is 
possible. A single parameter histogram has a maximurn of 
1024 channels, and a two-parameter display has a maximum 
of 256 x 256 channels’ resolution. A variety of rwo- 
parameter display formats are available and overlays of both 
one and two-parameter data ate possible. The software pro- 
vides for fluorescence c:ompensation using direct visual ad- 
justment. Three-dimensional data display is not available. A 
large variety of statistics is available, and absolute cell counts 
can be calculated with the inclusion of appropriate beads in 
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the sample. The software and available optional packages are 
designed to automate cell analysis and enumeration and 
report generation, all relevant for a clinical setting. Screen 
images can be captured in PCX format and ASCII file EPT 
format files can be generated. The software supports the 
industry standard SQL/ODBC database allowing for bidi- 
rectional connectivity to third-party software programs. 

EXPO32 ADC software has the same features as the 
EXPO 32 software previously described with the ALTRA 
cell sorter, but includes Advanced Digital Compensation 
(ADC) for automated fluorescence compensation with up to 
four colors. A maximum of 16 parameters, including time, 
ratio, and PRISM can be processed. The software provides 
administrator tools that allow the operator to set user access 
levels, automate data archiving, and monitor usage for bill- 
ing and accountability. 
Other Details: 

The XL cytometer is approximately 51 cm high x 61 cm 
wide x 57 cm deep and weighs 64 kg. The XL-MCL is ap- 
proximately 25 cm wider and weighs 85 kg. The instrument 
requires space for ventilation: 31 cm from the back, 20 cm 
from the top, and 31 cm from each side. The Power Supply 
Module can be placed on the floor, is 48 cm high x 45.5 cm 
wide x 51 cm deep, weighs 55 kg, and requires 13 cm from 
the back for ventilation. The XL needs two dedicated 
120V/20A or 240Vll OA power lines; the XL-MCL needs an 
additional line. 

Instrument settings, including compensation, can be set 
automatically using the software and running the appropri- 
ate bead sets and stabilized stained control cells. The user 
can change optical filters to optimize for fluorochromes 
other than FITC, PE, ECD, and PE-Cy5, and an optional 
PE-Cy7 optical kit is available. 

The XL/XL-MCL can detect fewer than 1,000 MESF of 
FITC and PE on Bangs Laboratories’ Quantum microbeads. 
The forward scatter channel can resolve 0.5 pm diameter 
plastic spheres from background noise. Precision is similar to 
that obtained using the FC 500. 

8.5 DAKOCYTOMATION 

Background 

Cytomation got its start by manufacturing and distribut- 
ing the CICERO system, an add-on to existing flow cytome- 
ters which provided improved, faster sort control and data 
analysis””-*. The first versions of CICERO incorporated a 
DEC PDP-11 minicomputer system; later versions pro- 
gressed through VAX minis, and the last, much smaller, less 
expensive versions, which worked even better, incorporated 
Pentium-based PC’s running MS-DOS. 

The original MoFlo high-speed cell sorter was designed 
and built by Ger van den Engh and his colleagues118o, then at 
Lawrence Livermore Laboratory. It incorporated a parsimo- 
nious but flexible, bench-mounted optical design, allowing 
illumination of up to three observation points in a stream in 
air, and collection of forward and right angle scatter and 

fluorescence in as many as six wavelength regions. MoFlo, 
while preserving high-speed sorting capability (1 00,000 
events/s and analysis), was considerably simpler in design 
than the original high-speed sorteT(16’ built at Livermore, and 
incorporated a sophisticated parallel-processing data analysis 
and sort control system run from a NeXT workstation. 

I have great respect for Ger van den Engh’s flow cytome- 
ter design, possibly because he borrowed and improved on a 
couple of features of my “Cytomutts.” I also was impressed 
by Cytomation’s computer interface when Brian Hall dem- 
onstrated it on the Cytomutt in my lab almost ten years ago. 
It had 16-bit data analysis, although the dynamic range of its 
front end electronics was not sufficient to allow it to do digi- 
tal linear-to-logarithmic transformation with a dynamic 
range greater than three decades. 

In the last decade, Cytomation has taken its own ap- 
proaches to high-speed, high dynamic range data acquisition 
and analysis, melding the mechanical, optical, and analog 
portions of the front end electronics of the MoFlo instru- 
ment with its own sort control and data analysis system and 
software, initially running under MS-DOS and now under 
Windows NT, 2000, and X P .  Modular design allowed for 
everything from tabletop analyzers to console sorters to be 
included in the MoFlo line, the most recent addition being 
the CyAn, a modular benchtop analyzer. 

DakoCytomation resulted from the recent marriage of 
Cytomation, a company dedicated to production of high- 
speed research apparatus, and DAKO, an antibody manufac- 
turer with a heavy clinical orientation. The happy couple 
could produce some interesting offspring. 

The MoFIo@ Cell Sorter 
The MoFlo (see Figure 1-24, p. 58) is a modular, cus- 

tom configured cell sorter built on an industry standard op- 
tical bench. 
Light Source(s): 

1-3 lasers; the system is user-configurable with any 
commercially available or prototype laser, emitting any 
wavelength(s) from ultraviolet to infrared, preferably in 
TEM,,. 
Illumination Optics: 

Separate cylindrical and spherical beam-shaping optics 
are used with each laser, forming as many as three spatially 
separated interrogation points, typically spaced 50-100 pm 
apart. 
Flow System: 

The jet-in-air CytoNozzleTM can be used with inter- 
changeable ceramic tips providing 50, 70, 80, 90, 100, 120, 
150, 200, or 400 pm orifice diameters. Sample (core) flow 
rates can be as high as 1.5 $/s, with core diameters up to 
8.5 pm; fluid flows downward at velocities up to 30 m/s. 
Sample and sheath pressure can be as high as 100 PSI. 
Forward Scatter: 

A horizontal obscuration bar is used; sizes ranging from 
0.5-5.0 mm are available. Light at angles up to 10” is col- 
lected by a N.A. 0.15 lens. The detector can be a 25 mm 
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Advanced Photonics high-speed photodiode or an H957 
Hamamatsu PMT module. Fluorescence collection from the 
forward direction is available as an option. 
Side Scatter and Fluorescence: 

A long working distance (13 mm), 0.55 N.A. micro- 
scope objective forms a 50 x magnified image of the interro- 
gation point; a horizontal obscuration bar (available range 
0.5-3.5 mm) is normally used. As many as 14 detectors may 
be fitted; the standard detectors are Hamamatsu H957 
modules incorporating 1 1/8"side-window PMTs, available 
in a range of red sensitivities, but other detectors, including 
photodiodes, are available on request. An assembly of three 
stacked field stops, one for each beam intersection point, is 
placed in the image plane; from this point, lenses, mirrors, 
and dichroics are used to separate signals in different spectral 
bands and route them to the detectors, each of which is 
equipped with an additional filter(s) to define its response 
characteristics. 
Signal Processing: 

As many as four trigger channels can be selected; the 
Boolean O R  as well as the Boolean AND combination can 
be used for triggering. A high gain-bandwidth transim- 
pedance amplifier converts PMT outpur current signals 
(typically 0-100 pA) to the 0-10 V range. The preamplifier 
circuit also includes baseline restoration and output buffers. 
Hybrid digital/analog log amplifiers provide 80 dB (4- 
decade) dynamic range on each channel; deviations from 
ideal response across the range are later corrected by digital 
processing. The analog electronics, including switched- 
capacitor integrators and peak detectors, can operate on 
pulses less than I ps in duration; peak and integral are com- 
puted and digitized to 16 bits' precision within 5.4 ps. Fluo- 
rescence compensation for multi-color overlap of as many as 
8 colors is implemented by a 1.6 giga-instruction/s DSP 
chip, performing matrix inversion on digitized data &er any 
necessary correction for nonideal log amp response. 
Sample Handling: 

MoFlo options allow for automated sample delivery 
from 0.6-50 mL tubes, with temperature control for input 
and output. The MoSkeetom Autosampler provides for 
delivery from 96-well plates. 
Sorting: 

Droplet formation rates up to 200 lrHz and as many as 
four sort streams are available. The CYCLONE' option 
permits single-cell sorting into 96/384/1536-well plates and 
user-definable slide formats with data available on each 
sorted particle. 
Sofixare: 

The Windows NT-based SummitTM Data Acquisition 
and Analysis Software is also available for offline analysis. It 
reads and writes all FCS formats, and includes capabilities 
for gated acquisition, postacquisition fluorescence compen- 
sation, and manipulation of "unlimited numbers of pa- 
rameters, including real-time computed parameters, and of 
rectangular, polygonal, and/or elliptical regions. Single- 
parameter histograms may contain as many as 4,096 chan- 

nels; dual-parameter resolution can be as high as 1,024 x 

1,024. The software also has full statistical capabilities, 
"publication-quality" graphics and spreadsheeddatabase 
export capability. 
Other Details: 

Footprint, dimensions, and power requirements of 
MoFlo systems vary over a wide range depending on the 
number and type of lasers installed. 

The CytoShieldm product line includes: a Class I Bio- 
safety Cabinet featuring formaldehyde decontamination, 
negative pressure over the complete work area, remote con- 
trols, clog detection, and redundant HEPA filters; an Aero- 
sol Evacuation System, which provides negative pressure to 
the sort chamber, extracting aerosols to ULPA filters; and a 
Sort Integrity System, with positive pressure to the sort 
chamber using ULPA-filtered air. 

Sensitivity has been measured at <200 MESF using 
DAKO 6-peak Fluorosphere Calibration Beads; the fluores- 
cence CV from DAN-stained trout erythrocytes is <2%. 
Particles as small as 0.2 pm can be detected using the side 
scatter signal for triggering. 

DakoCytomation provides comprehensive support 
through a Technical Support Call Center, Regional Field 
Service Engineers, CytoLinkTM Real-time Diagnostics and 
Solutions, and the MoFlo' Users Group, with full warranties 
and a wide range of service contracts available. A week-long 
training course is available on site or at DakoCytomation. 

The CyAnTM Flow Cytometer 

Light Source: 
The CyAn (Figure 8-9) uses 1-3 fixed beams, typically 

deriving low-noise 351 nm, 50 m W  and 488 nm, 150 m W  
beams, both TEM,,, from a Coherent Enterprise closed sys- 
tem water-cooled argon laser, and a 635 nm, 12.5 mW 
beam from a diode laser. A 20 m W  Coherent Sapphire solid 
state laser may be substituted as a 488 nm source, and a 405 
nm, 25 m W  violet diode laser is also available. 
Illumination Optics: 
Beam-shaping optics include cylindrical and spherical ele- 
ments to provide illumination over as much as the entire 
250 pm width of the flow chamber. Three spatially sepa- 
rated interrogation points are typically spaced 200-400 pm 
apart. 
Flow System: 

Observation points are inside a UV-grade fused silica cu- 
vette with a 250 pm square internal cross-section; fluid flow 
is upward. Sample flow rates may be as high as 1.5 pL/s, 
with core diameters up to 12.5 pm. Sample flow velocity 
may be as high as 12 m/s, at the maximum 10 PSI sheath 
pressure. 
Forward Scatter: 

Observation in a cuvette allows a vertical, rather than a 
horizontal, obscuration bar (0.5-5 .O mm widths available) to 
be used in the forward scatter channel. The maximum angle 
of light collection is 10". A 0.15 N.A. collection lens is used; 
the detector may be a photodiode or a PMT. 
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Figure 8-9. The CyAn benchtop flow cytometer. 

Side Scatter and Fluorescence: 
An aspheric lens, typically with 0.55-0.68 N.A., forms 

an image of the interrogation points, with a typical magnifi- 
cation of 12.5 x; field stops similar to those used in the 
MoFlo are placed in the image plane. As many as 9 detectors 
may be mounted; these are Hamamatsu HC120 modules 
incorporating 1 /2” side-window PMTs, with various red 
sensitivities available. Other detectors are available on re- 
quest. 
Signal Processing: 

hardware and software as the MoFlo. 
Sample Handling: 

Manual loading from 5 mL tubes; automated, tempera- 
ture-controlled delivery from tubes and multiwell plates 
should be available by the time this appears in print. 
Sorting: 

Not available. 
Software: 

Essentially the same as used with the MoFlo. 
Other Details: 

When it is equipped with the Enterprise laser the dimen- 
sions of the cytometer bench are 36 cm high x 116 cm wide 
x 57 cm deep. When all solid-state lasers (Coherent Sap- 
phire 488 nm, violet and red diodes) are used, the bench is 
36 cm high x 33 cm wide x 49 cm deep. The Enterprise 
laser requires 208-240V, 60 A, 3-phase power as well as the 
110/220 V, 10/20 A, single phase power needed for the rest 
of the instrument. Various service, support, and training 
plans are available. Sensitivity has been measured at <200 
MESF using DAKO 6-peak Fluorosphere calibration beads; 
the fluorescence CV from propidium iodide-stained chicken 
erythrocyte nuclei is <3%. 

8.6 CYTOPEIA 
You should, by now, have noticed that DakoCyto- 

mation and Cytopeia do not appear in the promised alpha- 
betical order; I have two good reasons. The first is that Da- 
kocytomation was Cytomation until quite recently; the 

The CyAn uses essentially the same signal processing 

second is that it was easier and more informative to discuss 
DakoCytomation first. 

Ger van den Engh, who recently founded Cytopeia, 
shares my belief in Einstein’s maxim that everything should 
be as simple as possible, but no simpler. However, while I 
tend to eliminate parts from my cytometers to save money, 
Ger’s emphasis is on making his cytometers and sorters as 
efficient and reliable as possible. I have no doubt that he 
would be using diamond flow chambers if he thought they 
offered a performance advantage. 

The MoFlo represented Ger’s rethinlung of the original 
Livermore high-speed sorter design in the late 1980’s. A 
decade later, a good deal more had been learned about high 
speed sorting, and there had been considerable advances in 
computers, and some in electro-optics, as well. Since leaving 
Livermore for the University of Washington, Ger had built a 
series of sorters that incorporated new hardware, software, 
and knowledge as they became available, and he eventually 
got dragged into the business. 

Cytopeia custom modifies instruments and prepares 
sorters for as many as three interrogation points, accommo- 
dating as many as four lasers, in which case two beams must 
be collinear. Fittings are provided to attach lasers selected by 
the customer to the optical bench. The first few instruments 
placed in the field have been designed to sort human cells for 
therapeutic use; the fluidics are placed in a clean room, with 
most of the bulky hardware and electronics behind a wall. 
However, the basic “InFlux” sorter design is modular, and in 
its simplest implementation, it provides an elegant, minimal- 
ist benchtop system. DakoCytomation will be selling one 
version of this instrument, with Summit software, under a 
preexisting cooperative agreement with Cytopeia. 

The InFlux Cell Sorter 
Light Sources: 
User-selectable. The DakoCytomation version will probably 
use Coherent’s Sapphire solid-state 488 nm laser. 
Flow System: 
The InFlux (Figure 8-10) is a stream-in-air system with sam- 
ple event rates ranging from O to 1OO,OOO particleds, nozzle 
diameters ranging from 50-200 pm, and flow velocities from 
5-25m/s. Sheath drive pressure can vary from 10-100 PSI; 
sample is driven at a 0-5 PSI pressure differential with re- 
spect to sheath. Fluid flows downward. 
Forward Scatter: 

Collected over angles from 1.5 to 10” using a horizontal 
blocker bar. The collection lens has an N.A. of 0.5 with 20 x 

or 50 x magnification; a 1 mm diameter field stop is used. 
The detector is a PMT. 
Side Scatter and Fluorescence: 

The collection lens (N.A. 0.5, 20 x or 50 x) forms an 
image of the interrogation points; light from each intersec- 
tion point passes through an 800 pm field stop. A 1.5 mm 
horizontal blocker bar is used. As many as 28 fluorescence 
channels can be implemented; standard detectors are 
Hamamatsu 957-12 or 957-06 PMT modules, but any 
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Figure 8-10 Cytopeia’s InFlux cell sorter platform. 

PMT specified by the customer can be supplied. Spectral 
separation is accomplished by mirrors, filters, and dichroics. 
Fluorescence channels can be used for D C  measurements; 
the system may be configured to measure laser output, tem- 
perature, sheath pressure, etc. Options include a mono- 
chromator for spectral measurements and magic angle collec- 
tion for precise polarization measurements. 
Signal Processing: 

The InFlux always uses parameter 1 as a trigger channel. 
Current-to-voltage conversion is done by transimpedance 
amplifiers; further signal amplification and logarithmic con- 
version are done by analog circuits, and both analog and 
digital baseline restoration can be implemented. Peak detec- 
tors and both switched-capacitor and pulse shaping integra- 
tors are available on all channels. The maximum data acqui- 
sition rate is 200 kHz, using as many as 28 parallel 16-bit 
ADCS. 
Sample Handling: 

Tube input: Tubes of a wide variety of sizes fit into the 
temperature-controlled sample holder. An automated sam- 
pler is not yet available. 
Sorting: 

Droplet sorting drive rates in the InFlux range from 25 
k H z  with the 200 pm orifice to 125 kHz with the 50 pm 
orifice. There can be as many as 6 sort streams. Indexed sort- 
ing into multiwell collection vessels, with all data stored for 
each sorted event, is available. 
S o h a r e :  

Cytopeia’s InFlux software is Windows NT-based, using 
FCS file formats. The package is intended primarily for sort 
control and has limited analysis capabilities. Gated acquisi- 
tion is possible with bitmaps for 12 parameters, and a 
maximum of 32 parameters. There is provision for 1024- 
channel single-parameter histograms and 256 x 256 dot 
plots. Free-form gating regions can be defined for any two 
parameters in each of 12 bitmap spaces; AND and O R  
combinations are possible. A live 3-D display can be rotated 

during data acquisition. The s o h a r e  also has statistical ca- 
pabilities, including facilities for comparison of one- and 
two-parameter data. InFlux sorters sold by DakoCytomation 
will also be supplied with Cytomation’s Summit software. 
Other Details: 

The instrument dimensions are determined by the lasers 
used; the sort module itself has a 61 x 61 cm footprint. Dual 
biohazard containment is standard; a laminar flow unit is 
available. There is a one-year warranty on the sorter itself; 
laser warranties depend on the laser manufacturer(s). One 
week of training is provided with instrument. The sensitivity 
is sufficient for measurements of chromosomes and bacteria; 
fluorescence CV for chromosomes is 1 % or better. 

ferred to Cytopeia rather than to DakoCytomation. 
Inquiries about all versions of the InFlux should be re- 

8.7 OPTOFLOW AS 

Background 

The Norwegian company Optoflow AS, a subsidiary of 
&DETECT, manufactures the MICROCYTE@ family of 
flow cytometers. The version designed for field use (see Fig- 
ure 1-25, p. 58) is probably the smallest instrument cur- 
rently available; there are also a benchtop version and one 
intended specifically for water analysis. While the instru- 
ments only measure fluorescence in one spectral region 
(>650 nm), housings can be ordered in either red, green, 
blue, purple, or one of three shades of gray. These pioneer- 
ing “designer cytometers” are available in the U.S. through 
RioDETECT’s Texas subsidiary. 

The MICROCYTE” Flow Cytometer 

Light Source: 
635 nm, 5 m W  diode laser. 

Illumination Optics: 
Polarizing optics are used to maximize scatter sensitivity 

and minimize interference of stray laser light with the fluore- 
scence signal. The optic:; are built into a solid metal block. 
Flow System: 

The observation point is in a cuvette with a 250 pm 
square cross section. Both core and sheath are driven by 
pumps; the sample flow rate is fixed at 0.5 PUS, facilitating 
calculation of particle numbers per unit volume. 
Scatter and Fluorescence: 

Two parameters are measured, with avalanche photodi- 
odes (APDs) used as detectors for both. Scattered light is 
collected over a range of angles between 10” and 30”, inter- 
mediate between the ranges used for forward and side scatter 
in most other instraments. Fluorescence is collected at wave- 
lengths above 650 nm (the detector response extends to 900 
nrn); sensitivity is reported as 1,000 MESF Cy5. 
Signal Processing: 

Either signal or both (in AND or OR combination) can 
be used for triggering. Preamplifiers incorporate current-to- 
voltage conversion and baseline restoration; analog log am- 
plifiers are used. Data are converted to 8 bits’ precision. 
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Sample Handling: 
Tubes in a range of sizes, containing 0.1-1 .O mL of sam- 

ple, may be used. Typical runs use fixed analysis times of 2, 
20, or 200 s to analyze 1 to 100 pL of sample; at a sample 
concentration of 10' cellslml, the data acquisition rate is 
5,000 eventds. 
Software: 

The lab and field versions of the instrument have the ca- 
pacity to generate 256 x 256 dot plots without an external 
computer. All versions can also be interfaced to a Windows- 
based PC; software provides for gated acquisition and two 
rectangular gating regions. Data can be stored in a proprie- 
tary format or as FCS 3.0 files, depending on the s o h a r e  
used. Graphs can be saved as bitmaps and data exported to 
Microsofc Excel. 
Other Details: 

The field version of the MICROCYTE@ is 33.3 cm wide 
x 33 cm high x 16 cm deep and weighs 12 kg; it can be op- 
erated from a 12 VDC source, drawing 2 A. 

8.8 PARTEC GMBH 

Background 

Founded in the late 1960's, Partec has been producing 
fluorescence flow cytometers longer than any other com- 
pany. In the original arc source Impulscytophotometer 
(ICP), marketed by Phywe AG and, later, by Ortho, cells 
flowed along the axis of illumination and light collection 
instead of perpendicular to it, and it was thought that this 
contributed to the extremely high fluorescence measurement 
precision achieved using this instrument. However, meas- 
urement precision of Partec's newer designs, sold under the 
Partec name since the 1980's, in which cells flow perpen- 
dicular to the illumination axis, has remained excellent, 
judging by published histograms of DNA content in cells 
stained with DAPI. Two spectacular examples appear in 
Figure 7-1 1 (p. 31 1). 

Partec now offers instruments with arc lamp and/or laser 
sources, with optional fluidic sorting and electronic cell vol- 
ume measurement. The new, modular CyFlow line (Figure 
8- 1 1) includes simple, single-laser, single-parameter instru- 
ments that can be run on batteries in resource-poor envi- 
ronments as well as multisource systems with digital process- 
ing, capable of measuring as many as 14 fluorescence pa- 
rameters. 

The CyFlows and CyFlows ML Flow Cytometers 

Light Source: 
The following sources are available: 100 watt long life 

Hg arc lamp (100 W), violet (nominal 407 nm) diode laser, 
blue (488 nm) solid state laser (20 or 200 mW), green (532 
nrn) Nd-YAG laser (up to 100 mW), or red (635 nm) diode 
laser (15 or 25mW, temperature stabilized). The CyFlow 
(Figure 8-1 1) uses a single source; the CyFlow-ML may be 
supplied with as many as 3 lasers plus the arc lamp. 

Figure 8-11. Partec's CyFlow flow cytometer. 

Illumination Optics: 
Kohler epiillumination optics through the microscope 

objective used for fluorescence light collection are used with 
the Mercury HBO arc lamp. Laser beams are normally fo- 
cused with crossed cylindrical lenses, a separate set for each 
laser, to elliptical spots 10 pm high x 100 prn wide; other 
beam geometries are optional. A maximum of 3 interroga- 
tion points are spaced 30 pn aparr. 
Flow System: 

Cells are analyzed in sheath flow in a synthetic quartz 
flow cell with a 250 pn square internal cross section. Sample 
flow rate is continuously adjustable by software between 0 
and 3 mllmin. Flow velocity is typically 1 m/s, and is ad- 
justable between 0 and 2 d s .  Typical core diameter is 5 prn; 
the adjustment range is 5-50 pm. Core (sample) is driven by 
a computer controlled air syringe pump; continuous steady 
flow is possible. The sheath is driven by air pressure, typi- 
cally 200 mbar (2.9 PSI), generated by a pump; pressure is 
software adjustable from 50-800 mbar, providing flow ve- 
locities between 25 cm/s and 4 m/s. Sample flow rate can be 
measured using an optical encoder on the software calibrated 
syringe pump or by a patented method that measures the 
time taken for a sample meniscus to traverse the known dis- 
tance between two sensing electrodes in an input tube of 
known diameter. An electronic particle volume sizing meas- 
urement is available as an option. 
Forward Scatter: 

Forward scatter signals are collected by a long working 
distance lens; a vertical blocker bar and an iris, respectively, 
limit lower and upper collection half-angles. The CyFlow 
typically collects light scattered at angles between 2" and 10" 
from the axis of the illuminating beam. The CyFlow-ML 
can be equipped with two "forward scatter" channels, the 
first collecting at angIes between 2" and 6" and the second at 
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angles between 6" and 14". Angular ranges can be further 
restricted by substituting a wider blocker bar and/or a nar- 
rower iris. The standard detector is a PMT module. 
Side Scatter And Fluorescence: 

Objectives on opposite sides of the flow chamber are 
used to collect side scatter and fluorescence signals in the 
CyFlow@-ML. Partec has designed its own line of infinity- 
corrected Suprasil (quartz) microscope objectives with high 
W light transmission. Both 20 x, N.A. 0.65 and 40 x, N.A. 
0.8 dry objectives and a 40 x, N.A. 1.25 glycerin immersion 
or gel-coupled objective are available, and may fairly readily 
be interchanged in the cytometers. Images are formed of the 
observation points, and, after passage through user- 
replaceable rectangular field stops 0.5-2 mm in width, light 
is recollimated before passing through o r  being reflected 
from dichroics or filters used for spectral separation. Stan- 
dard detectors are Hamamatsu modules incorporating 1 /2" 
side-window PMTs; a range of red sensitivities is available. 
The CyFlow is available with as many as 3 fluorescence 
channels and a side scatter channel; The CyFlow-ML 'can be 
fitted with 13 or 14 fluorescence channels and 2 or 1 side 
scatter channels. Filter sets for DAPUHoechst, fluorescein, 
propidium, PE, PE-CY5, APC, and a variety of other fluoro- 
chromes are available. 
Signal Processing: 

Trigger channel(s) are selectable; both upper and lower 
thresholds may be set, and both AND and OR combina- 
tions of signals used for triggering. Current-to-voltage con- 
version is accomplished by transimpedance amplifiers built 
into the PMT modules. Analog electronics provide baseline 
restoration and signal amplification with sohare-settable 
gains up to 1,000. The CyFlow utilizes analog log amplifiers 
selectable to produce linear, 3-decade log, or 4-decade log 
output; analog peak detectors, integrators, and pulse width 
measurement circuits process signals from each channel 
within 2 ps of the return of pulses to baseline, and output 
signals are digitized to 16 bits' precision. Electronics for all 
Partec flow cytometers are modular, with easily exchangeable 
boards in standard Euro-form sizes. Each channel is 
equipped with a card containing a high-speed, high- 
precision peak detector, integrator, and pulse width meas- 
urement circuit, with much of the circuitry digitally adjust- 
able under the control of a custom designed application- 
specific integrated circuit (ASIC). Peak, integral, and pulse 
width are digitized by fast (1 ps) 16-bit ADCs, and trans- 
formation between log and linear scale data is accomplished 
by FIOMZLX~ s o h a r e .  The maximum data acquisition rate is 
> 10,000 cells/s. 
Sample Handling: 

The instrument accepts sample volumes from 0.5-2.2 
mL in 2.5 mL Partec standard tubes. A mini-tube inset is 
available for sample volumes <0.5 mL. 
Sorting: 

Like many of the Partec cytometers, the CyFlow line can 
optionally incorporate a closed-system fluidic sorter, which 
diverts cells from the main stream into a sorting channel. 

Only minimal amounts of fluid emerge from the channel 
when cells are not being sorted. The sorter can be built with 
a channel diameter large enough to permit sorting of much 
larger particles (e.g., pancreatic islets) than can be sorted in 
droplet sorters, albeit at substantially lower rates (300 ob- 
jects/s). Sort decisions are made in < I 0  ps based on any logi- 
cal combination of free form gating regions; sort dead time is 
4 0  p. Sort delay is set by examining an image of the sort- 
ing system taken with an included CCD camera. The sort- 
ing module is compatible with acquisition rates greater than 
1O,OOO evends, and can sort up to 1,000 events/s. 
Software: 

Partec's FloMax@ s o h a r e  runs under Windows, and in- 
corporates capabilities for instrument control, single- and 
multiparameter data acquisition, and analysis. A desktop PC 
or a notebook computer with a >1.8 GHz CPU, CD-RW 
drive, and Ethernet connection is normally supplied by 
Partec. Data from more than 10,000,000 cells can be re- 
corded in a single FCS 2.0 acquisition file. There are exten- 
sive capabilities for protocol definition, sample identification 
using barcodes, and operation of a sample autoloader; run- 
time features include automated cluster analysis and full 
matrix fluorescence compensation, and absolute cell counts 
may be generated. Batch processing of files according to 
predefined templates is possible, and automated multi-tube 
panel reports can be generated in Word or Excel formats. 
Acquired parameters can include pulse height, area, and 
width for as many as 16 channels; an additional 16 derived 
parameters, including ratios and event number or time, can 
be processed as well. Extensive logical gating capabilities are 
provided; as many as 32 regions can be defined, with rectan- 
gular, polygonal, elliptical, or free form boundaries. The 
maximum number of channels in a single-parameter histo- 
gram is 65,536; a subregion may be displayed and/or printed 
out with full resolution. Two-dimensional distributions can 
be as small as 32 x 32 or as large as 1024 x 1024; displays 
available include dot and density plots, and a zoom function 
permits enlarged display of subregions. Histogram overlays 
and 3-D displays are also available. There are extensive statis- 
tical capabilities, including mathematical models for DNA 
histogram analysis and curve fitting. Data and graphics may 
be exported in a variety of formats; the s o h a r e  can also 
generate high resolution PostScript files. 
Other Details: 

The CyFlow measures 43 cm x 37 cm x 16 cm and 
weighs 8 kg; the CyFlow-ML measures 50 cm x 50 cm x 

32 cm and weighs 15-20 kg depending on the choice of light 
sources. The CyFlow may be operated from a 12 V or 24 V 
battery; both instruments are operable from a single 100- 
230 V, 50-60 Hz AC power line. 

The PAS, PAS I I ,  and PAS 111 Flow Cytometers 
The Partec PAS series flow cytometers (Figure 8-12) were 
the first commercial flow cytometers to combine arc lamp 
and laser sources. Like the CyFlow line, the line includes 
simpler and more com.plicated instruments built from 
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Figure 8-12. The Partec PAS cytometer. 

a basic kit of modules. PAS instruments are larger than Cy- 
Flow instruments, and can accept larger lasers (e.g., air- 
cooled argon ion lasers). 
Light Source: 

Standard: 488 nm air-cooled argon ion laser (20-50 
mW), mercury arc lamp (100 W), and 635 nm red diode 
laser (25 mW); Optional: 532 nm green Nd:YAG laser, vio- 
let diode laser, blue (490 nm) solid-state laser. 
Illumination Optics: 

Kohler epiillumination optics are used with the arc lamp; 
the illuminated area is 50 pm x 100 pm. Laser beams are 
focused to elliptical spots 10 pm high x 100 pm wide by 
crossed cylindrical lenses; other beam geometries are op- 
tional. The PAS can be fitted with as many as 3 light 
sources, with at most of 2 interrogation points separated by 
50 pm; The PAS I11 can use as many as 4 light sources, with 
at most 3 interrogation points separated by 30 pm. 
Flow System: 

Forward Scatter: 

that the range of collection angles is 2"-12". 
Orthogonal Scatter And Fluorescence: 

Signal Processing: 

in the CyFlow cytometers. 
Sample Handling: 

Essentially the same as in the CyFlow cytometers; how- 
ever, the PAS series can be fitted the ROBBY@ Sample 
Automat and AutoLoader, a sample preparation and staining 
station which holds 36 sample tubes per carousel. Samples 
are prepared according to customized software defined pro- 
tocols using Windows-based Partec Robby Prep software. 
The ROBBY can dispense antibodies, fluorochromes, lysing 
and fixation reagents out of a pool of 16 different chemicals, 
with adjustable sample incubation and mixing times. The 
ROBBY is also available as a stand-alone apparatus. 

Essentially the same as in the CyFlow cytometers. 

Essentially the same as in the CyFlow cytometers, except 

Essentially the same as in the CyFlow cytometers. 

Either analog or digital processing; essentially the same as 

Sorting: 
Essentially the same as in the CyFlow cytometers. 

S o h a r e  : 
FloMax" software, as described in the section on the Cy- 

Flow instruments, is also available for the PAS line. Partec 
DPAC software, a simple single parameter analysis package 
running under Windows, is also available. 
Other Details: 

Dimensions of the PAS are 77 cm x 50 cm x 55  cm; the 
weight is 35 kg. Dimensions of the PAS I11 are 140 cm x 

50 cm x 55 cm; the weight is 35-100 kg, dependent on 
which laser(s) idare installed. The PAS series instruments 
operate on 110-240 V, 50/60 Hz AC current. 
Warranty provisions: 12 months on all parts except filters, 
mirrors, other quartz or glass parts, disposables and cuvettes. 
Service options: 1-3 year service contracts available. 
Calibration materials: DNA Control W for W excitation 
or DNA Control PI for use with green or blue excitation are 
preparations of trout erythrocytes, used for precise alignment 
and target channel adjustments. Fluorescent beads and 
Countcheck beads are used for daily quality checks. 
On-site training is provided with the instrument. 
Sensitivity: < 100 fluorescein molecules can be detected in 
the green fluorescence channel; forward and side scatter sig- 
nals from submicron particles are measurable. 
Precision: Fluorescence CV <1% on Partec DNA Control 
standards is guaranteed. 

PA Ploidy Analyzer and CCA Cell Counter Analyzer 
The Partec PA and CCA are one- or two-parameter push 

button operated desktop flow cytometers using a mercury 
arc lamp as a light source. The detectors are PMTs; in a two- 
parameter system, they can be configured to detect fluores- 
cence in two spectral regions or fluorescence in one region 
and side scatter. The main applications are in cell biology 
and pathology for cell cycle analysis, apoptosis detection, 
micronucleus analysis, live/dead cell discrimination, and cell 
counting. 

8.9 SOME OTHER FLOW CYTOMETER COMPANIES 

Advanced Analytical Technologies, Inc. (AATI) 

AATI makes the RBD2 100, a small-footprint, benchtop 
flow cytometer, with a red diode laser source, intended for 
detecting and determining the viability of bacteria in envi- 
ronmental, food, and pharmaceutical samples and for char- 
acterizing microorganisms in fermenters. 

Agilent Technologies, Inc. 
Agilent, spun off from Hewlett-Packard, produces the 

2 100 Bioanalyzer, incorporating microfluidic "lab-on-a- 
chip" technology originally developed at Oak Ridge Na- 
tional Laboratory by Ramsey et a12907'9 and brought to the 
product stage by Caliper Technologies Corporation. The 
instrument incorporates a red diode laser and a blue (470 
nm) LED as light sources; samples are introduced in dispos- 
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able “chip” cartridges containing an observation chamber 
and related fluidics. While the 2100 is intended primarily 
for capillary electrophoresis, chips are available that allow 
cell fluorescence to be measured in relatively slow sheath 
flow. Red fluorescence measurements are reasonably sensi- 
tive, with a detection limit of 5,000 MESF for Cy5 and re- 
lated dyes; as might be expected, only relatively strong green 
fluorescence signals (>2,000,000 MESF of fluorescein) can 
be measured when the LED is used for excitation. 

Apogee Flow Systems Ltd. 
Apogee now provides service for the Bryte HS, the last 

commercial version of the arc source flow cytometer devel- 
oped by Steen and L i n d m ~ ~ ~ ~ ~ ~ ,  and recently put improved 
versions of the instrument, which can measure small and 
large angle scatter and fluorescence in NJO to four wave- 
length regions, back into production. 

Earlier versions of this apparatus were sold by Leitz as 
the MPV-Flow and by Skatron, a Norwegian company, as 
the Argus. The Argus was, for a time, distributed in Europe 
by Ortho and in the U.S. by Bruker. The rights to the in- 
strument were then (in the 1990’s) acquired by the Italian 
subsidiary of Bio-Rad Laboratories, a U.S. company head- 
quartered in California. If that genealogy isn’t complicated 
enough for you, here’s another interesting wrinkle. Block 
Engineering, which, at the time, had some of the most ad- 
vanced flow cytometry technology around, was acquired by 
Bio-Rad (the U.S. company) in 1977; at the time, Bio-Rad 
wasn’t interested in flow cytometry, and lost an opportunity 
to become a leader in the field. Years later, they dipped a toe 
in the water, but, while the Bryte was equipped with an oil 
immersion lens, Bio-Rad never quite got totally immersed. 
As of 2002, they are, however, selling another flow cytome- 
ter; Bio-Rad is one of a number of companies developing 
multiplexed flow cytometric bead assays using Luminex’s 
beads and software, and reselling the Luminex 100 cytome- 
ter, on which the assays are run. 

The MPV-flow was built on an inverted fluorescence 
microscope, which could still be used as a microscope if you 
removed the flow chamber from the stage, and incorporated 
a photometer that could be used for static microphotometry 
as well as for flow cytometry. The Argus and other later ver- 
sions of the instrument are assembled on something closer to 
an optical bench. A syringe pump is typically used for sam- 
ple injection; cells in sheath flow are observed as they flow 
along a surface following extrusion from a nozzle. The flow 
cell in the Argus was open, with the sample stream exposed 
to air; the Bryte HS and Apogee’s instruments can use a 
newer closed flow cell design. 

All generations of this apparatus are demonstrably very 
precise and very sensitive; production models have shown 
CV’s of less than 2% in measurements of bacterial DNA 
content, and done very well in characterizing bacteria by 
two-angle scarter. With a laser source added, the original 
laboratory-built system was capable of detecting light scatter 

signals from single virus particles; production instruments 
found a niche for work with bacteria. With an arc lamp 
source, the Argus and Bryte HS could reportedly detect a 
few thousand fluorescein molecules using blue-green excita- 
tion. Like other arc source systems, they could/can readily be 
changed from W to blue-violet to blue-green to green exci- 
tation simply by changing optical filters; this provides an 
advantage over benchtop systems with fixed wavelength laser 
sources. Apogee’s arc source A10 replaces the Bryte. 

In the late 1990’s, Bio-Rad cooperated with Gary 
Salzman and his colleagues at Los Alamos National Labora- 
tory, and with Harald Steen, in designing and producing 
two somewhat miniaturized versions of the Bryte apparatus, 
intended to be used by the U.S. Army for biowarfare agent 
detection (0, Gucker, where art thou?). One used an arc 
lamp source; the other retained the epiillumination optics 
but used a 532 nm green YAG laser source. Apogee now 
offers the A20 for military use (you need a password to get 
the data sheet) and the A30 for the rest of us. It uses a 
volumetric pump for sample feed, measures small and large 
angle scatter and two to four fluorescence parameters, and is 
available with a solid-state violet, blue, or green laser source. 
The A30 can detect scatter signals from medium to large 
viruses as well as bacteria. 

Bentley Instruments 
Bentley’s Somacount and Bactocount flow cytometers are 
designed for somatic cell and bacteria counting in milk. 
They both rely on fluorescent DNA stains. The Somacount 
uses ethidium bromide, and doesn’t draw enough current to 
have an argon laser (used in their earlier models), and the 
Bactocount is said to have a solid-state laser, so I’m guessing 
they use green YAGs. Food science marches on; there are 
several other companies in the same business as Bentley. 

Chemunex SA 

Chemunex manufactures both a flow cytometric appara- 
tus (the D-Count) and a laser scanning system (the Chem- 
Scan RDI) for doing total viable counts of microorganisms 
in food, pharmaceuticals, cosmetics, drinking water, etc. 
Organisms are classified as viable if they produce and retain 
fluorescent material after incubation with fluorogenic sub- 
strates; many of Chemunex’s test reagents appear to be esters 
of fluorescein or its derivatives, and both the scanning and 
flow systems apparently use argon lasers. Before they started 
producing their own flow cytometers, Chemunex was using 
small arc source instruments from Partec. 

CytoBuoy b.v. 

The C y t o B ~ o ~ ~ ’ ~ ~ ’ ~  is a flow cytometer with a fairly so- 
phisticated optical and electronic design that is designed to 
sit in the water and count whatever drifts or swims by - in 
the size range of phytoplankton, anyway. The company is 
dedicated to marine biological applications, but the b.v. 
doesn’t stand for “bon voyage”; it’s Dutch. 
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Delta Instruments bv 

Delta is another Dutch company; they make the So- 
mascope, an arc source fluorescence flow cytometer system 
for counting somatic cells in milk, having started out buying 
instruments from Partec. Delta’s web site also lists a “Bacto- 
Scope” for counting bacteria, but provides no further infor- 
mation on the technology. If it weren’t for the web, I 
wouldn’t know them from Edam. 

Fluid imaging Technologies, Inc. 
From sea to shining sea - the FIOWCAM~~’~, from Maine, 

is an imaging flow cytometer for continuous monitoring of 
water; it was used to produce Figure 4-38 (p. 168). 

FOSS Electric A/S 
And back from water to milk again. Foss Electric was, as 

far as I know, the first producer of a cytometric instrument 
for counting somatic cells in milk. However, the original 
Fossomatic (not, as far as I know, advertised on Saturday 
Night Live) was not quire a flow cytometer; it stained cells 
with ethidium bromide and examined them on what might 
best be described as a rotating slide. The current version, the 
Fossomatic 5000, is a flow cytometer, as is Foss’s BactoScan 
FC, designed for counting bacteria in milk. 

Guava Technologies, Inc. 
It would be almost poetic at this point if the Guava PC 

Personal C y t ~ r n e t e r ~ ~ ~ ’  were designed for food analysis on 
tropical islands. Nope. The Guava is a very small (footprint 
not very much bigger than the laptop computer that sits on 
top and runs it) flow cytometer, sold with dedicated reagent 
kits and sofiware for quantifying protein binding to cells or 
particles, total and viable cell counting, and detection of 
apoptotic cells. The flow chamber is micromachined; the 
system does not use sheath flow, but the chamber is big 
enough, and the illuminating beam wide enough, to permit 
cells to be measured at a reasonable rate without frequent 
clogs. The light source is a green (532 nm) YAG laser; the 
instrument measures forward scatter and fluorescence at 
about 575 and 675 nm. Protein binding measurements util- 
ize phycoerythrin antibodies; viability is determined by ex- 
clusion of 7-aminoactinomycin D by nucleated cells stained 
with a permeant nucleic acid dye fluorescing at a shorter 
wavelength. I have seen the Guava PC in operation, but, so 
far, I haven’t gotten hard answers to questions about its pre- 
cision, which I wouldn’t expect to be that good because 
there is no sheath. I’m guessing you probably wouldn’t want 
to use the system for DNA histogram analysis, but it seems 
to do its assigned tasks reasonably well, and, while not inex- 
pensive, it is easy to operate, and doesn’t take up a whole lot 
of space. 

Howard M. Shapiro, M.D., P.C. 
Howard M. Shapiro, M.D., P.C., is my own corporate 

entity, in business since 1976. Although we have actually 

sold a few Cytomutts in the past, and can still probably find 
you one of our 4Cytem computer interfaces (if you have an 
ISA slot PC to plug it into) and software, instrument pro- 
duction is really not our thing. Most of the systems we have 
been built have been for research collaborators or for com- 
panies interested in developing and producing flow cytomet- 
ric apparatus. If the next chapter gets your juices flowing, 
we’d be happy to help you build your own instrument. 

iCyt-Visionary Bioscience 
Gary Durack, most recently of the University of Illinois 

at Urbana, will be happy to build cytometers and/or parts 
for you, and/or modif) your cytometer, and/or integrate it 
into a larger system, e.g., for high throughput screening. 
He’s got good credentials and experience. We haven’t 
worked together before, but I wouldn’t be upset (and I hope 
he wouldn’t) if you paid me for advice and him for hard- 
ware. 

International Remote Imaging Systems 
IRIS’S Model 500 UrindFluids Workstation and Model 

939UDxm Urine Pathology System, are clinical urine ana- 
lyzers employing real-time video flow imaging cytometry. 
Particles detected in the stained core stream are photo- 
graphed by a computer-controlled microscope camera, using 
a triggered strobe flash. These products include a computer- 
controlled video camera and microscope assembly thatviews 
an optical flow cell. Particles are automatically classified 
based on size, shape, color, and staining intensity; images of 
particles are presented on a screen for visual confirmation. 
Samples are manually introduced into the Model 500; the 
Model 939UDx has automated sample handling. 

Luminex Corporation 

The Luminex 100 flow cytometer is a benchtop instru- 
ment designed specifically to perform multiplexed ligand 
binding analyses. I helped Luminex design it, and like to 
think of it, at least as far as optics go, as the first production 
instrument incorporating Cytomutt technology. The beads 
used for assays are about 6 pm in diameter, and are color- 
coded by staining with a mixture of two hydrophobic, red- 
excited fluorescent dyes, with emission maxima at about 660 
and about 750 nm. The label used for protein assays is typi- 
cally phycoerythrin (PE); Cy3 and some rhodamine dyes can 
be used as nucleic acid labels. Particles are observed at rates 
as high as 5,000/s as they flow upward in a chamber with a 
200 pm square internal cross section, passing through sepa- 
rated 20 pm x 80 pm elliptical focal spots from a 5 mW, 635 
nrn diode laser and a 10 mW, 532 nm YAG laser. High-dry 
(N.A. 0.63) lenses on opposite sides of the flow cell respec- 
tively image theintersections of the 635 nm and 532 nm 
beams with the sample stream. Mirrors and dichroics sepa- 
rate side scatter, 660 nm fluorescence, and >715 nm fluores- 
cence signals generated in the 635 nm beam, diverting them 
to avalanche photodiode (APD) detectors. Fluorescence at 
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about 575 nm, excited by the 532 nm beam, is directed to a 
PMT module by a mirror and dichroic; a bandpass filter is 
placed directly in front of the PMT. Image plane field stops 
are used with all detectors. The side scatter channel is used 
as a trigger channel; pulse width information from this 
channel is used to exclude bead doublets from analysis. 

The Luminex 100 was the first production cytometer to 
implement high dynamic range digital pulse processing. 
Signals from the APDs are digitized to 12 bits’ precision, 
providing a usable dynamic range of almost three decades; 
the green-excited fluorescence signal used for assay readouts 
is converted by a 14-bit ADC, providing almost four dec- 
ades of dynamic range. Luminex provides data capture soft- 
ware with relatively limited processing capability that can 
export data to FCS 2.0 files. I and others have found that 
the instrument can detect <500 PE molecules bound to 
beads; the red-excited fluorescence channels are less sensitive 
(detection limits of several thousand MESF), but good 
enough to do a variety of immunofluorescence measure- 
ments, e.g., CD4 lymphocyte counting using only the red 
laser for excitation, with side scatter triggering and cells bear- 
ing CD4-APC being counted within a lymphocyte gate de- 
fined by CD45-APC-Cy7 fluorescence and side ~catte?~~’.  
At present, Luminex is working with Bayer Diagnostics to- 
ward extending the 100 for use cellular analyses, e.g., CD4 
counting. As a general rule, the company sells instruments 
and beads to partner companies developing bead assays, 
rather than to end users. But things might change; get in 
touch with me if you’re interested. 

NPE Systems, Inc. 
In the early 1980’s, Rick Thomas and Jerry Thorn- 

thwaite played with a system designed primarily for DNA 
measurements, eventually forming a company named 
RATCOM, which, rather than heralding the era of punk 
marketing, acknowledged that Rick‘s middle initial is A. The 
RATCOM Personal Cytorneter used an arc source and a 
photodiode detector, and made electronic volume and fluo- 
rescence measurements in a three-sided cuvette flow cham- 
ber. It was a benchtop system with an Intel-based personal 
computer for data analysis, ahead of its time because it used 
computer-controlled motorized optical mounts to maintain 
alignment and also implemented high-speed digital pulse 
processing, albeit with a limited dynamic range due to the 
relatively low precision of high speed ADCs available at the 
time. 

In the early 1990’s, RATCOM received a contract from 
NASA to develop a flow cytometer to be used on the Space 
Station, a project initiated by NASA and the Florida Divi- 
sion of the American Cancer Society, which was hoping that 
spinoff from the project would yield some improvements in 
cytometry relevant to cancer biology and oncology here on 
Earth. 

Fast forward to 2001 (an appropriate year, what?), when 
an editorial and three papers in Cyt~metiy~~’’-~ described the 
use of an instrument, looking a lot like the pre-NASA 

RATCOM instrument but presumably benefiting some 
from the NASA project, for nuclear DNA and nuclear vol- 
ume measurement in normal and cancer cells. In this work, 
the ratio of nuclear volume to DNA content, dubbed the 
Nuclear Packing Efficiency, or NPE, was shown to dis- 
criminate between nonmalignant and malignant cell popula- 
tions with similar DNA content. Hence NPE systems. As I 
mentioned, the NPE analyzer appears to have many of the 
characteristics of Rick Thomas’s older instruments, but, as I 
also mentioned, they were ahead of their time. The instru- 
ment is advertised as yielding DAPI fluorescence CVs of 
<1.4%, not a surprise for an arc-based system. The knock 
that has frequently been put on arc source systems is that 
they are harder to keep aligned than laser-based flow cy- 
tometers, and getting around that with computer-controlled 
mounts, which remain a feature of the NPE analyzer, was 
and still is a good idea. Whether the NPE concept will boost 
NPE as a company into orbit remains to be seen. 

Union Biometrica, Inc. 
Union Biometrica, now a unit of Harvard Biosciences, 

has developed and sells a series of large particle sorters incor- 
porating their COPASTM (Complex Object Parametric Ana- 
lyzer and Sorter) technology. The company was started by 
Peter Hansen, whose experience in flow dates back to the 
1970’s, when he worked at Ortho, and Petra Krauledat, who 
worked for B-D for quite a while. Having already sold off 
another company, which developed a scatter/extinction 
based flow cytometer to do immunoassays, Peter and Petra 
capitalized Union Biometrica, which, in its early days, de- 
veloped a prototype flow cytometric (again, extinction and 
scatter) veterinary hematology analyzer for another com- 
pany. They also responded to request to build instruments 
that could analyze and sort Caenorhabditir eleganr and Dro- 
sophikz embryos. We’re talking big stuff here; the COPAS 
stream diameters range from 250 pm to 1 mm. 

Particles flow downward; they pass first through a 635 
nm beam, derived from a diode laser, in which extinction 
and, optionally, fluorescence signals are measured, and then 
through a 488 nm beam (which, in the newest systems, 
comes from a Coherent Sapphire solid-state laser), in which 
fluorescence in one or more spectral regions is recorded. 
After emerging from the flow chamber, the stream is nor- 
mally diverted sideways to a waste collector by a high- 
pressure air jet; when a particle is selected for sorting, the air 
jet is briefly turned off. The sorting speed depends on the 
stream size; with a small stream, it is possible to sort several 
hundred objectds, but the sort rate for Drorophila embryos is 
only a few dozen/s. This rate appears to be somewhat higher 
than the rate achieved by Furlong et alZ3*’, who, independ- 
ently, developed and demonstrated a Drorophila sorter at 
Stanford, and it is a great improvement on rnicromanipula- 
tion, which was all that the nematode, fly, and fish embryo 
biologists had previously had at their disposal for selecting 
organisms. Union Biornetrica has licensed the Stanford 
technology, although how much of it is incorporated in the 



Buying Flow Cytometers I 433 

COPAS instruments is unclear. However, if the price tag on 
the Union Biometrica instruments is too high for your 
budget, you can get plans to build your own instrument 
from Furlong et al at <http://www.stanford.edu/-profitt>. 

When I last visited Union Biometrica, shortly after the 
acquisition by Harvard Biosciences, the plan seemed to be to 
refine their digital pulse processing technology to permit 
some degree of information about morphologic detail to be 
extracted, providing a much higher degree of sophistication 
in defining sorting criteria. Most of the people playing this 
game are putting one or more fluorescent reporter proteins 
into the organisms they work with, and looking for different 
patterns of expression is a lot more refined, and usually more 
appropriate, than simply looking for different levels of ex- 
pression. There was also talk of developing a small (COPAS 
instruments are built up vertically, and share a small foot- 
print that doesn’t occupy much precious lab bench space), 
relatively inexpensive sorter for the small stuff with which 
the majority of flow cytometer and sorter users spend most 
of the time. Since my visit, things seem to have become less 
“COPASetic” at Union Biometrica; while a recent news 
article mentioned that Harvard Biosciences was looking to 
the COPAS line for big profits, it appears that Peter and 
Petra have taken their money and run. 

8.10 HEMATOLOGY INSTRUMENTS, ETC. 
I’m deviating from strict alphabetical order here because 

it makes sense to do so; I also won’t guarantee that I’ve 
found all the manufacturers. If you want more details on 
these gadgets than appear here, try the manufacturers’ web 
sites and/or the journal Laboratory Hematology. There is also 
a 1995 book by Groner and S i m ~ o n * ~ ~ ~  on hematology ana- 
lyzers; it was fairly comprehensive when it appeared, but 
could probably do with an update, because new and/or im- 
proved instruments keep on rolling out. 

There used to be a relatively clear dividing line between 
the fluorescence flow cytometers and the flow cytometers 
used in clinical hematology labs for counting and classifying 
blood cells; the instruments in the latter group didn’t use 
fluorescence. Not any more. Three things remain true. The 
hematology analyzers use a much wider range of physical 
parameters than you will find in fluorescence flow cytome- 
ters; is . ,  D C  and AC electrical impedance, absorption, ex- 
tinction, forward, intermediate-angle, and side scatter (polar- 
ized and depolarized), and, now, fluorescence, usually for 
reticulocyte counting. There are also a lot more hematology 
analyzers than there are fluorescence flow cytometers; ABX 
Diagnostics, a French manufacturer, was recently reported 
on a trade publication to have a 20% share of the market, 
and to have sold over 5,000 instruments in 2000. Finally, 
while the s o h a r e  for hematology instruments does print 
out histograms and dot plots, the printout also contains the 
values for counts, sizes, percentages, etc. of various cell types, 
all obtained without operator intervention. 

Technicon Instruments Corporation, now Bayer Di- 
agnostics, offered the first flow cytometric differential leu- 

kocyte counter, the Hemalog D, to the market in 1971, at 
which time only two companies (Bio/Physics Systems and 
Partec) made fluorescence flow cytometers. The Hemalog D, 
and the H-series and later blood cell coun te r~*~-~  from Bayer 
have been used for extinction and scatter measurements for 
research  purpose^^^^^^"^'^^^; they could be used for T cell subset 
analysis using an immunoperoxidase staining proce- 
d ~ r e ” ~ . ’ ~ ~ ~ ,  but were never widely promoted for that applica- 
tion. It is clear that Bayer has the know-how and the pro- 
duction and marketing capability to get into the fluorescence 
flow cytometer business, and it would not be a surprise to 
see them come out with an immunofluorescence analyzer. 

Abbott Diagnostics, which makes the Cell-Dyn series 
of hematology instruments, remained poised on the brink of 
producing a fluorescence-based instrument for over a dec- 
ade. The He-Ne laser-based Cell-Dyn 3000 and 3500 could 
do leukocyte differential counts based on measurements of 
multi-angle polarized and depolarized (pp. 278- 
9). A number of people involved in instrument design at B- 
D moved to Abbott in the days when Abbott was Sequoia- 
Turner, and made only impedance-based hematology 
counters; the low end of the Cell-Dyn line is still imped- 
ance-based. Sequoia-Turner was subsequently acquired by 
Unilever, which found it too small to provide much 
Unileverage, and divested it to Abbott. After an elephantine 
gestation period, Abbott came out with the Cell-Dyn 4000, 
which retains the scatter measurement capabilities of the 
lower-end 3200 and 3700 (model number inflation), but 
has an argon laser source and also measures fluorescence. 
The 4000 uses fluorescent nucleic acid stains to count re- 
ticulocytes and nucleated red cells, and can also do CD4 and 
CD8 counts with fluorescent antibodies, although, at pre- 
sent, the instrument is doing a “two-platform” analysis in a 
single box, using separate tubes for cell counts and im- 
munofluorescence. 

I mentioned ABX Diagnostics before; their instruments 
incorporate both impedance and optical measurements, in- 
cluding fluorescence. The same is true for Sysmex, which 
started out in Japan as Toa Medical, building impedance- 
based systems, and now makes instruments that incorporate 
optical measurements, including a dedicated reticulocyte 
counter and also the UF-100 flow cytometric urine analyzer, 
both of which measure fluorescence. As of 2001, Sysmex 
had some marketing arrangements with Roche Diagnostics, 
which, for a time, was selling its own COBAS line of hema- 
tology analyzers, developed, if I remember correctly, in 
France. 

Then, of course there’s Beckman Coulter, the original 
(at least from the Coulter side) 800 pound gorilla of hema- 
tology instrument manufacturers, and certainly the one most 
familiar to the majority of fluorescence flow cytometer users. 
They manufacture a veritable alphabet soup of hematology 
instruments, including the LH 700 Series, ACTTM series, 
HmX, MAXM, STKSTM and Gen.STM. Their higher-end 
products measure AC and D C  impedance and several optical 
parameters. 
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The industry is not exactly going to the dogs, but 
IDEXX Laboratories has just introduced a small but so- 
phisticated hematology analyzer, the LaserCyteTM, to the 
veterinary market. Maybe somebody will run some giant 
panda blood through one in time for my next edition. 

8.11 LITTLE ORPHAN ANALYZERS (AND BIG 
ORPHAN SORTERS) 

We now find the parent companies of many commercial 
flow cytometers, if not the hardware, among the dear de- 
parted. I have included descriptions of some of this appara- 
tus for historical purposes and for the benefit of those of you 
who may become big siblings or adoptive parents. None of 
the instruments involved is apt to be left on your doorstep in 
a basket; any of them could make you a basket case. How- 
ever, help is available (see Chapters 9 and l l). 

Bio/ Physics and Ortho: Cytofluorograf to Cytoron 

If you can lay hands on one of the original BioIPhysics 
Systems Cytofluorografs (Model 4800, 4801, etc.), give it to 
the Smithsonian (they already have a B-D FACS). The later 
model FC-200, which had a rectangular flow cell and more 
efficient (N.A. 0.45) collection optics might have been 
worth keeping; it was more sensitive than most stream-in-air 
systems, if not quite up to the B-D FACScan. 

Ortho’s System 30 flow cytometer, the direct successor 
to the FC-200, and the System 50 cell sorter were both built 
on the same optical bench unit, which was more compact 
than those used in the early B-D FACS and Coulter EPICS 
sorters; the system was only slightly larger than the FACScan 
and Profile. The Ortho flow cytometer could be converted 
to a sorter, and vice versa, by changing flow chambers and 
adding (or removing) electronics. These instruments could 
be equipped with low- (20 m W  air-cooled), medium- (100 
mW water-cooled) or high-power (2-5 W) argon ion lasers 
and were always shipped with a second laser as well. In the 
standard versions, this was a 0.8 m W  He-Ne laser, but the 
systems could be supplied with two ion lasers instead. 

An elliptical focal spot(s) less than 10 pm high and about 
130 pm wide was produced with crossed cylindrical lenses. 
Flat-sided quartz flow cells with a 200 pm square cross- 
section were used for observation in both the flow cytome- 
ters and the sorters. In the flow cytometer, the fluidic system 
was closed; in the sorter, a 75 or 100 pm watch jewel orifice 
mounted at the bottom of the flow cell, was used to define 
the jet diameter. 

Both forward scatter and fluorescence signals were col- 
lected with relatively high-aperture aspheric lenses; on-axis 
extinction measurements were also made, using the He-Ne 
beam. Photodiodes were used as extinction and forward 
scatter detectors, but a PMT could be substituted as the 
forward scatter detector. PMTs were used to detect fluores- 
cence and orthogonal scatter. The optical geometry permit- 
ted fluorescence measurements to be made in the forward 
direction as well as in the orthogonal direction. 

The orthogonal collection lens formed an image of the 
observation point; field stops were introduced by using fiber 
optics of small diameter to transmit collected light to detec- 
tors (after some 15 years, B-D has, effectively, resurrected 
fiber optics as relay elements in its LSR 11). The orthogonal 
collection lens could be replaced with the so-called “Ultra- 
sense” optics, comprising a long working distance, high-dry 
microscope objective for improved light collection efficiency, 
and a minifying lens to reduce the image formed by this lens 
to a size compatible with the fiber optics in the detector sys- 
tem. 

The Orrho instruments were the first to permit a choice 
of pulse peak, integral, and/or width measurements and in- 
cluded log amplifiers, but not very good ones. Kamentsky‘s 
hardwired analyzer (see p. 28) allowed definition of two 
parallelogram-shaped sort windows and counting of cells in 
selected windows. Ortho originally offered a Tracor pulse 
height analyzer, and later switched to computer-based data 
analysis systems. However, in their time, the capacity of the 
Ortho cytometers to measure lots of parameters was limited 
by what was (or wasn’t) available in the way of computers. 

The 2151 (upgraded from the 2150) was, in the late 
1970’s, the most elaborate and most versatile computer of- 
fered by any manufacturer of cell sorters; it was, unfortu- 
nately, also the most expensive. It used two Data General 
MP/200 microminicomputers to do a job now routinely 
done by personal computers or their equivalents. While it 
took Ortho’s competitors some years to catch up with the 
2151’s capabilities, Ortho was stuck with a dinosaur by the 
time they did. Their 2140, a “simple” computer system also 
based on a Data General engine, didn’t help things much, 
because of its high price and limited capabilities. 

A few System 30’s and ~O’S, upgraded with data analysis 
systems from Cytomation or Phoenix Flow Systems, or with 
my 4Cytem hardware and s o h a r e ,  are still in productive 
operation. B-D supplied parts for the line for several years 
after the 1987 deal in which it bought out Ortho’s flow cy- 
tometry business; these days, you have to contact Kevin 
Becker at Phoenix or scrounge if you need replacement 
components, and few people do. 

I must admit that BD Biosciences’ new FACSAria sorter, 
with its relatively small enclosure and efficient optics, in- 
cluding relay fiber optics, brings to mind - or to my mind, 
at least - the old Ortho System 50. I’m pretty sure the 
FACSAria will be a much better competitor in the market. 

Ortho’s Spectrum I11 flow cytometer was sold for clinical 
research applications (sold only to prevent disease?). It used a 
100 m W  argon laser source and incorporates the flow cy- 
tometer configuration used in the System 30, with Ultra- 
sense optics. The focal spot was made relatively wide to 
minimize sensitivity to movement of the flow chamber. 
Forward and orthogonal scatter and red and green fluores- 
cence could be measured. 

Both core and sheath fluid were driven by positive dis- 
placement pumps; when a sample was presented by the op- 
erator, a controlled volume was aspirated through an exter- 
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nal probe. The Cytoron Absolute (see below) continued that 
tradition. The Spectrum I11 incorporated a control computer 
which, like that in Coulter’s old EPICS C, was used for 
most operator interaction with the instrument, controlling 
laser power, PMT gain settings, etc. In my limited exposure 
to Spectrum IIIs, I found them exasperatingly user- 
unfriendly, because the operator didn’t have much control 
over what goes on. 

Ortho’s flow cytometer subsystems had the edge over 
those in other manufacturers’ instruments, especially in re- 
gard to sensitivity and precision for measurements of very 
small particles (I’ve seen single virions in scatter in a System 
50), until instruments such as the B-D FACScan came on 
the scene. Because they were designed for multibeam opera- 
tion, Ortho’s systems, in my opinion, did better at it than 
did other older systems. That opinion is not, by the way, 
influenced by the fact that I have had business dealings with 
Ortho; in the days when the older systems were designed, 
Ortho never asked my advice about hardware. One could 
demonst rab lF- ‘  get good results from Ortho systems 
using low-power light sources such as helium-cadmium la- 
sers. The axial extinction pulse width measurement, also 
unavailable from surviving manufacturers, provided better 
sizing than did forward scatter measurements. On the other 
hand, Ortho’s System 50 flow cell design was too compli- 
cated, leading to frequent clogging and making it hard to 
maintain good sorting performance. In the last analysis, it 
wasn’t the quality of its instruments, but the quality of its 
management, that put Ortho out of the flow cytometer 
business in 1987. 

But not for long. Around the time B-D bought Ortho 
out, Kevin Becker, who had worked for Ortho, founded 
Phoenix Flow Systems, which still provides rehabilitative 
services for older instruments. However, as it turned out, 
Ortho itself became the first flow cytometer company to rise 
from its ashes. Ortho’s European component, based in Mi- 
lan, continued to be involved with flow cytometry after 
1987, distributing both Skatron’s arc source instrument and 
a laser-based, four-parameter benchtop instrument manufac- 
tured in Japan by Omron. In 1992, Ortho brought a re- 
fined, five-parameter (two-angle scatter, three-color fluores- 
cence) apparatus, the Cytoron Absolute, to the American 
market. The “Absolute” in the name reflected the instru- 
ment’s capability for doing absolute CD4‘ T cell counts; it 
used a calibrated syringe pump for volumetric sample deliv- 

ery. 
The image-forming optics in the Cytoron were similar to 

those used in Ortho’s older instruments; collection efficiency 
was increased by using a high-aperture (N. A. 0.9) lens. The 
flow cell was a flat-sided, square (200 pm I.D.) cuvette. An 
internal computer system controlled data acquisition and 
could perform some data analysis tasks; later versions of the 
firmware in the internal system allowed everything to be 
controlled by a Windows PC. 

The Cytoron used an air-cooled argon ion laser for illu- 
mination; it was comparable in sensitivity to B-D’s FAC- 

Scan and Coulter’s EPICS XL, but its maximum analysis 
rate was higher, i.e., 20,000 cells/s as compared to 5,000 or 
less for the FACSCan and EPICS XL. During the mid- 
1990’s, Ortho toyed with the idea of moving to 4-color fluo- 
rescence analysis capability and digital log transformation 
and compensation, even paying me to do some feasibility 
studies, but their flow operation, first to rise from its ashes, 
had fallen back by the end of the decade. 

HEKA Elektronik CMBH: The FLUVO I 1  Analyzer 
HEKA sold the FLUVO I1 flow cytometer developed by 

Kachel‘”, an arc source instrument that measured electronic 
cell volume and fluorescence in two or three wavelength 
regions. The optical system of the FLUVO I1 was basically 
that of an inverted fluorescence microscope; illumination 
and collection were done through an immersion objective. 
The flow system utilized a “tubeless into 
which cells were introduced through a hole in the bottom of 
the sample container; the time taken for cells to reach the 
observation point was thus minimized, facilitating kinetic 
studies. 

HEKA also sold Kachel’s 2-80 based CYTOMIC 12 sys- 
tem‘*’ for one- and two-parameter data analysis; the later, 
PC-based “Cyto-Disp” computer supplied with the F L W O  
I1 had a software suite that included Valet’s “Diagnos 1” 
program for automated cell classification874 in addition to 
more conventional programs. 

The Kratel Partograph 

The Partograph flow cytometer followed a design by Eis- 
”‘-’ . A flat-walled flow chamber with dual sheaths pro- 

vides an extremely stable flow pattern. Two laser beams are 
focused through the same high-dry microscope objective 
which serves as a fluorescence collection lens, producing 
separated spots as small as 1 pm in diameter. When these 
spots are used for fluorescence measurement, integration of 
the fluorescence signal is required for quantification of total 
fluorescence in cells. However, considerable information is 
available from the pulse shape. The unique feature of the 
Eisert design lies in its capability to make absolute measure- 
ments of cell diameter from extinction pulse width; this is 
done by using the interval between a cell’s traverse of the 
first and second illuminating beams to correct the raw value 
of pulse width for variations in cell velocity. 

The Partograph FMP was available with low-power (15 
mW) argon and/or He-Ne laser sources; an arc lamp source 
and sorting capability were also offered. The instrument fit 

on a benchtop. The computer systems used for data analysis 
were built around the Tandy (Radio Shack) TRS-80 (2-80 
chip) and, later, around a PC/AT compatible. Kratel also 
sold Kachel’s CYTOMIC 12, later available from HEKA. 

The ODAM ATC 3000 
The ODAM ATC 3000 was a multiparameter cell 

sorter developed in Francez9“. It could use one or two ion 
laser sources; the flow chamber incorporated an electronic 



436 I Practical Flow Cytometry 

cell volume measurement orifice in addition to a sorting 
orifice. The instrument’s most unusual feature, however, was 
its use of a toroidal lens for light collection. As many as six 
signals (pulse height or integral, linear or log, and linear 
combinations or ratios) derived from the cell volume sensor 
and 3 PMT detectors could be processed by a 24-bit data 
analysis system built from bit-slice microprocessors. The 
computer system, available separately, could be programmed 
in Pascal by the user. The apparatus provided investigators 
in France with a native alternative to imported flow cytome- 
ters; I don’t know of any being brought to the U.S. Bruker 
Spectrospin, S.A., distributed the ATC 3000 for a while; 
they were also, briefly, the U.S. distributor for the oft- 
abandoned Skatron Argus. Bruker eventually gave up flow 
cytometry to concentrate on their core business, which is 
high-ticket NMR and spectroscopy apparatus; I guess flow 
cytometry was just a sheath business. 

Also Among the Missing 
Three Japanese companies, JASCO, Omron, and 

Showa Denko, have made flow cytometers. I saw a paper in 
Japanese describing Showa Denko’s apparatus, an argon laser 
source cell sorter. I don’t know anything more about that 
instrument. JASCO’s laser source benchtop analyzer was 
competitive with the EPICS Profile and FACScan; it was 
looked at by at least one American company, which decided 
not to pursue it for reasons not related to its performance. 
Omron’s instrument became Ortho’s Cytoron Absolute on 
the way to the orphanage. 

Fred Elliott, who designed some of the innards of the 
Ortho instruments, started a company called Cyto- 
Diagnostic Systems, and developed a small laser source flow 
cytometer, with a data analysis system built around a 
PC/AT-compatible microcomputer, in the mid-1980’s. The 
instrument was competitive at the time, but a deal for pro- 
duction and distribution was never made. 

Flow Cytometer Rehabilitation; Used Instruments 
There is a reasonably brisk trade in used flow cytorneters 

and sorters. It is generally possible to get service and parts, at 
least for relatively recent models, from the manufacturers 
themselves, provided the manufacturers are still in business. 
Phoenix Flow Systems has made something of a specialty 
of rehabilitating old instruments, and they and Cytomation 
provide (past tense for Cytomation) add-on replacement 
computer systems for data analysis and, in Cytomation’s 
case, for sort control, as well. Applied Cytometry Systems 
also provides replacement computers for some instruments. 
My (that is, Howard M. Shapiro, M.D., P.C.’s) 4CyteW 
data acquisition hardware can also be used with older sys- 
tems, if you can find a PC with an ISA slot into which to 
put the hardware. Once you’ve got a new computer system, 
and associated data acquisition software that can generate list 
mode and other data files in the Flow Cytometry Standard 
(FCS) format, you can use s o h a r e  from a variety of third- 
party providers for data analysis. 

Following Suit 

Bio/Physics Systems, later Ortho, was the first U.S. 
company to make fluorescence flow cytometers. As other 
manufacturers followed suit, suits followed. Ortho sued B- 
D,  Coulter, and Technicon for infringing on various par- 
ents; B-D settled in connection with the 1987 deal. Techni- 
con beat Ortho. It all took years. I wish I had five percent 
royalties on the legal fees. 

These days, it seems as if everybody is suing everybody 
else. Judges and juries are being asked to decide complex 
technical issues; a dartboard might give better results. To  
make things worse, the patent examiners, who are over- 
worked (and who, with one notable exception, are no Ein- 
steins), are primarily interested in seeing that two individuals 
aren’t both given patents for the same invention. T o  forestall 
this, they only have to search the patent literature; there’s no 
need to read the journals. 

As a result, Joe Schmo can get a patent on something 
that was published in the open literature in 1899 (even 
when patent examiners do literature searches, they only look 
at what’s been computerized). This gets licensed to BioScam 
International. Sam Pull, at Ponzigen, then brings out a 
product based on the 1899 technology, which he figures is 
in the public domain. BioScam promptly sues, and the suits 
at Ponzigen decide to pay BioScam royalties, because it’s 
cheaper than going to court. Meanwhile, in Milan, GenIta- 
lia, which had come up with a better version of the Ponzigen 
method, abandons it because it will be even harder to fight 
BioScam in court now that Ponzigen is paying royalties for a 
patent that shouldn’t be worth diddly. N o  wonder my son 
went to law school. 

The legal battles are starting to screw up science. I’ve 
told dozens of people who have inquired about sorting eosi- 
nophils that the easiest way to do it is to use polarized and 
depolarized scatter measurements, as described on pp. 278- 
9. However, as I mentioned back there, the patent on this 
technique is held by Abbott, which doesn’t even manufac- 
ture sorters. If people who now work for BD Biosciences 
(and Leon Terstappen, who originally developed the 
method, did work for B-D for years) or Beckman Coulter or 
DakoCytomation tell their sorter customers to use polarized 
and depolarized scatter, they face suits by Abbott. 

If you wait long enough (it’s 20 years, now), the patents 
will expire and you can do what you want. That mode of 
operation, however, doesn’t make for rapid progress. We 
may get some improvements in the system over the next few 
years because the software and biotech/pharmaceutical in- 
dustries, which are vastly more economically significant than 
our little backwater of flow cytometry, have got the same 
problems we have and more. I can’t wait. 

One expired patent that may be of particular interest to 

the flow cytometry industry is Ortho’s patent on Friedman’s 
acoustic cell sorter’226 (see pp. 264-5). This is a closed fluidic 
system sorter capable of isolating several hundred cells/s, a 
rate similar to that achieved by the fluidic sorter in B-D’s 
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FACSCalibur. The acoustic sorter, however, unlike the 
mechanism used by B-D, only diverts fluid into the sort 
stream when cells are being sorted, meaning that rare cells 
can be sorted without being diluted by a large volume of 
extraneous fluid. 

8.12 THIRD-PARTY SOFTWARE 
The adoption of the FCS file format made it feasible for 

various third-party developers to write and sell, or, in some 
cases, give away, programs for analysis of flow cytometric 
data. A market for such s o h a r e  existed, and exists, because 
peoples’ preferences in software tend to be idiosyncratic, and 
because the third-party programs generally have at least a few 
features which are not included, or not as well implemented, 
in s o h a r e  from the manufacturers. 

This is not to knock the manufacturers’ sohare ;  manu- 
facturers, however, tend to have more people writing soft- 
ware than do the third-party companies, and breaking soft- 
ware projects into chunks, while sometimes necessary, al- 
most always results in chinks between the chunks when the 
overall program is put together. If one good programmer can 
write the whole program, it’s apt to run more smoothly. 

I know most of the people who write third-party soft- 
ware, and almost all of them have a lot of experience with 
and knowledge of flow cytometry. A third-party program is 
generally written by one such person, and its features and 
performance characteristics are, as a result, tailored to meet 
the needs of a demanding user. The programmers writing for 
the larger companies may know a fair amount about flow 
cytometry, and may actually be better computer program- 
mers than the third-party developers, but, even if they are 
working to specifications set by sophisticated, demanding 
users, it’s not quite the same. 

Third-party s o h a r e  can get pretty elaborate, especially 
with hardware added. Both Applied Cytometry Systems and 
Cytomation, for example, reverse engineered the relatively 
tight interface between the B-D FACScan and the Consort 
32 computer system, which was normally essential for the 
cytometer’s operation, and came up with replacement com- 
puter systems and software using Intel processors. 

As flow cytometers tend increasingly toward digital sig- 
nal processing and multiprocessor operation, and as hard- 
ware and software combinations replace hardware in the 
innards of the machines, there will be an increasing amount 
of s o h a r e  that will, of necessity, remain in the domain of 
the instrument manufacturers. For everything else, and, cer- 
tainly, for any manipulation of data already collected in 
standard file formats, there will be third-party software. If 
you’re satisfied with the software your manufacturer sup- 
plies, you may never need anything else. As it happens, 
though, even the manufacturers are beginning to realize that 
it takes time and costs them money to reinvent the wheel, 
and they are making deals with the third-party developers for 
versions of many of the better software packages which will 
interface smoothly with the manufacturers’ sohare.  

In the area of clinical instruments, the Food and Drug 
Administration (FDA, not to be confused with fluorescein 
diacetate) has regulatory authority over sohare ;  the soft- 
ware itself has to meet certain specifications. It is to be 
hoped that the FDA will recognize the benefits of the coop- 
erative approach to software development mentioned above. 

You can pretty much get the same data analysis capabili- 
ties in third-party soha re  as are available from the manu- 
facturers, and more. A list of third-party developers and 
some of their offerings appears in Chapter 11. Almost all of 
the producers offer demos, or at least showcase their prod- 
ucts’ capabilities on their web sites, so it’s fairly easy to find 
out both whether a particular piece of software does the ma- 
nipulation(s) you need to do and whether the way in which 
it does idthem fits with the way you think. 

The committee that keeps up the FCS standard has been 
threatening to release some code for reading and writing 
FCS files, which may be (certainly is, when I wear my pro- 
grammer’s hat) the hardest part of a flow cytometry data 
analysis program to code. It would be kind of nice to have a 
public domain toolkit of program building blocks with 
which moderately sophisticated users could put together 
their own ad hoc programs. The DOS-based Forth software I 
wrote had some of this capability, but, at least in my limited 
experience, it has not been possible to duplicate the critical 
features in either a Windows or Macintosh GUI. 

8.13 THE SELLING OF FLOW CYTOMETERS: 
HYPE AND REALITY 

If you listen to the people who sell flow cytometers, 
you’ll be forced to conclude that none of them works. Each 
manufacturer’s people will tell you that the system they sell 
is the only one that really does work; a chorus from all the 
other manufacturers will deny this is so. The manufacturers 
may unite in denunciation of laboratory-built instruments. 

If you listen to the people who use flow cytometers, 
you’ll find that all of them work, and that none of them 
always works. You’ll also find that one group of people 
thinks that one manufacturer’s product is easiest to use and 
most trouble-free, and other groups argue just as passion- 
ately in favor of products from other manufacturers. 

For example, people with a lot of experience with a B-D 
instrument always seem to be able to coax better perform- 
ance out of it than can somebody who is used to other flow 
cytometers. I had an Ortho System 50 in my lab for a while; 
the Ortho people, or some of them, who worked on it could 
always get it to produce sharper DNA content distributions 
than I could, and I was always able to do better with my 
Cytomutt than they could. I look at the manufacturers’ pub- 
lished precision specifications with a jaundiced eye, because 
my inquiries indicate that there is a substantial difference 
between the best that an instrument can do and its level of 
performance in routine use by the average operator. 

If there weren’t so many half-truths and misconceptions 
flying around as a result of manufacturers’ and partisan us- 
ers’ efforts on behalf of their machines. it would be easier for 
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people to choose the flow cytometers, bought or built, which 
they needed for their particular applications. 

If there is one thing about flow cytometers that isn’t the 
same the whole world over, it probably relates to user prefer- 
ences in light sources. Arc source instruments have done 
much better in Europe than in the United States, where 
people prefer lasers. I would have to ascribe this to the fact 
that many users and potential users in the United States 
aren’t as well trained in the use of fluorescence microscopes 
as are their European counterparts, and thus can’t get the 
same good results with arc source systems. 

If somebody gave me as much money as I wanted, and 
insisted that I spend it on one commercial flow cytometer, 
I’d have a problem. My decision would probably be influ- 
enced by the same factors that influence my purchases of 
bicycles, cars, computers, and stereo equipment. I always 
study the products in great detail, evaluate their performance 
features, and discover that none of them has all the features I 
want. I can’t build cars; I end up buying the one that feels 
right. It’s the same way with most software; I write my own 
software for flow cytometry data analysis, but, when it comes 
to word processors, spreadsheets, drawing packages, etc., I 
have to buy the one that feels right. With bicycles, com- 
puters, stereo equipment, and flow cytometers, I usually 
have more freedom of choice. I wouldn’t like to spend a over 
a half a million dollars of taxpayers’ or investors’ money on a 
piece of equipment because it felt right, but, under the 
circumstances I just described, I guess I’d have to. 

Over the years, we have seen convergent evolution in the 
development of commercial flow cytometers. If you can get 
some bell or whistle from one manufacturer, you can get its 
equivalent from another. Buying decisions tend to hinge on 
how well you like the user interface, but are also influenced 
by how well you like the salespeople and/or the local service 
representatives. Clear edges in performance get harder and 
harder to find, and manufacturers tend to bring instruments 
up to spec. That’s nothing to complain about. 

Over the next few years, there will probably be as many 
developments in the area of data analysis as in flow cytomet- 
ric hardware. As more third parties become involved in the 
generation of hardware and s o h a r e  products for data analy- 
sis, users will have more options and more opportunities to 
tailor the user interface to their own tastes. That’s also noth- 
ing to complain about. If you’re not writing your own data 
analysis software, you definitely need to find software that 
feels right. That’s why I haven’t devoted more space and 
time to the particulars of this and that software package; 
what’s important is it’s not what the program does, but how 
comfortable you feel with the interface. 

The one rule which is most important in deciding which 
flow cytometer to buy hasn’t got anything to do with hard- 
ware per se. It is, instead, 

Shpiro’s Eghth Law of Fhw Cytometry: 
Kmw my Cell3 

You really don’t want to lay out a lot of money, even if you, 
as a taxpayer, only contribute a minuscule share of it, for an 
instrument that won’t let you do the analyses and/or ex- 
periments you need to do. The manufacturers will, almost 
without exception, let you run your samples through one of 
their instruments when you’re in the process of making a 
buying decision. You shouldn’t be malung a buying decision 
unless you know enough about flow cytometry to know 
what cells you’re going to be looking at and how they’ll be 
prepared, and what kinds of data analysis you’ll need to do. 
This is especially important if you’re looking at something 
out of the ordinary. If you’re trying to sort very big stuff, or 
very small stuff, be sure the machine can do it. If you’re 
looking for very faint signals, try before you buy. 

I have summarized the characteristics of a lot of general- 
and special-purpose flow cytometric equipment in the previ- 
ous sections of this chapter; some of the manufacturers pro- 
vided more information than others. I’d be surprised if I 
didn’t make at least a few mistakes. As most of the manufac- 
turers know, I have always been and still am willing to make 
corrections in public, in speech, prose, and/or verse. And, 
for this edition, the corrections should be posted on the web 
site. 

8.14 APPLYING FOR A GRANT FOR A 
CYTOMETER 

Unless you’re a very wealthy amateur, have access to lots 
of industrial money, or hit the lottery, you’re going to have 
to ask somebody for the wherewithal to purchase a flow cy- 
tometer. If you work in the United States, that somebody is 
usually the National Center for Research Resources at the 
National Institutes of Health, and the mechanism by which 
you ask for the cash is most often an application for a Shared 
Instrumentation Grant. To qualify, three or more NIH- 
funded Principal Investigators have to demonstrate a need 
for, a capability to use, and an institutional commitment to 
supporting a “single, commercially available instrument or 
integrated instrument system” that costs at least $100,000 
(the maximum award is $500,000). The funding mechanism 
covers a lot of high-ticket gadgetry in addition to flow cy- 
tometers, e.g., NMR equipment, confocal microscopes, and 
electron microscopes, so you’re not just competing with flow 
cytometry people. 

As you might expect, I occasionally sit on panels that re- 
view applications requesting funding for cell sorters and flow 
cytometers; from what I hear from colleagues who sit on 
similar panels covering the other high-priced toys, the things 
that weigh for you and against you are pretty much the same 
there as well. In the rest of this chapter, I’ll try to save you 
some grief if you’re writing a grant application for an in- 
strument, to NIH or elsewhere. 

There are usually a few dozen applications in any given 
cycle, of which the four or five given highest priority, and 
maybe not even those, will get the money. All of the applica- 
tions, as I mentioned above, are coming from investigators 
who have already been through the peer review process, and 
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have gotten the funds to do their research. The review panel 
is not allowed to consider or question the underlying sci- 
ence; what is at issue is not whether the applicants know 
immunology, or genetics, or cell biology, or whatever their 
primary fields of interest may be, but whether they demon- 
strate an understanding of what to do, and how best to do it, 
with the equipment for which they are seeking funds. All of 
the applications are meritorious; however, they can’t all be 
funded. What happens is that those that survive are those 
with the fewest obvious faults. I can tell you what some of 
those faults might be, and if you are writing or assisting in 
the writing of a grant application, you can at least try to 
avoid them. 

The grant, if you get it, pays for the instrument; it 
doesn’t pay for service contracts, operators’ salaries, or any 
modifications to the site needed to install the instrument (it 
may cost thousands of dollars to bring in the power and 
cooling water connections for a big laser). Almost everybody 
who runs a shared instrument facility charges user fees, 
which are supposed to defray some of those costs. Almost 
everybody who has run a shared instrument facility knows 
that the facility is likely to run at a loss. If the administration 
at your institution doesn’t come across as wildly enthusiastic 
about providing all funds necessary to make up the differ- 
ence, you’re apt to lose points, because somebody else’s ad- 
ministration will look better. 

It’s advisable for the Principal Investigator (P.I.) on a cell 
sorter grant to be a person who knows a lot about flow cy- 
tometry. It is not required that he or she have an NIH grant, 
as long as there are three potential users who do have NIH 
grants and are Principal Investigators on those grants. NIH 
Policy is that the Principal Investigator on a Shared Instru- 
mentation Grant doesn’t even have to be a user of the in- 
strument. However, in my experience, reviewers take a dim 
view of applications in which people with little or no exper- 
tise with a sophisticated instrument are listed as Principal 
Investigators. 

In the old days, when there weren’t user-friendly bench- 
top systems around, the graduate students and postdocs had 
to hang around the sorter lab, even to do simple analyses, 
and, at least on paper, it was easy to look knowledgeable. 
Now, a lot of people do a lot of respectable flow cytometry 
on benchtop systems, which is fine. However, if the P.I. on 
an application asking for a big sorter with four lasers is 
somebody whose experience appears limited to benchtop 
systems, it’s a sure bet that that application won’t look too 
strong in comparison with others. 

The manufacturers are all too happy to write quotations 
according to which they will sell you a big sorter and a 

benchtop instrument (which will, of course, work together 
as an “integrated instrument system”) for just under 
$500,000. I personally wouldn’t ask for two instruments. 
You’ll be very lucky if you get one instrument funded; leave 
some money for somebody else. It won’t help your applica- 
tion if any of the reviewers gets even a fleeting impression 
that you’re a pig. 

If you have an instrument and are requesting an addi- 
tional instrument, it helps to be able to show that what 
you’ve got is used a lot, which probably means nights and 
weekends; if you want to replace an old, obsolete instru- 
ment, bear in mind that most of us don’t think a three year 
old cell sorter is obsolete because a new model has come out. 
Also, don’t ask for more - or less - instrument than you 
need. If you’re requesting an argon laser, a mixed gas laser, 
and a dye laser, it helps to include some details of the pa- 
rameters that will be measured and the probes that will be 
used, because those lasers are expensive. The same goes for 
other add-ons. If you don’t explicitly justify the need for 
them, they’ll get axed from the budget. If you do get funded, 
you’ll be short of cash, but, let’s face it, if you do a poor job 
of justifying what you’ve asked for, you’re less likely to get 
funded. 

If you announce your intention to do experiments with 
Hoechst dyes, DAN, or indo-1, but you have only asked for 
a single 488 nm argon laser, which doesn’t emit the UV 
light needed to excite these dyes, you don’t win points for 
trying to save money; it simply looks as if you don’t know 
what you’re doing. 

Some instrument manufacturers will be happy to sell you 
various computer peripherals at substantially higher prices 
than you’d pay at a computer store. Having these items in 
your quote probably won’t reduce your overall chance of 
getting hnding if your application is otherwise perfect, but 
the budget is very likely to get cut, as it should be. 

These days, applications are getting so thick, what with 
biographical sketches and information on other projects for 
all of the investigators, that many people seem to be skimp- 
ing on the details of what will be done with instruments. 
Being concise can be a virtue; being concise to the point at 
which it becomes unclear that you need or can competently 
use the apparatus is a vice. 

Finally, if you don’t get funded the first time, and decide 
to resubmit the next time around, pay attention to the cri- 
tique of your application. It’s likely to call attention to some 
of the faults I have just mentioned. If you don’t fix every- 
thing, your next application won’t do any better than your 
first one. If you do, at least you’ve got a fighting chance. 
Good luck. 
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9. BUILDING FLOW CYTOMETERS 

I am not going to tell you how to build flow cytometers. 
Not here, not now. The Third Edition of Practical Flow 
Cytometry represented a radical departure from the two 
previous editions and from their predecessor, Building and 
Using Flow Cytorneters: The Cytomutt Breeder j and Trainer j. 
Manuul, which contained complete plans for the 
mechanical, optical, and electronic components of a 
multiparameter instrument using a 488 nm laser source. 
Wiley did the math and figured that, since only about one 
percent of the people who bought the First and Second 
Editions built machines, it made sense to kill the 50 pages of 
plans and devote more space in the Third (and this Fourth) 
Editions to how flow cytometers work and how to use them. 
I didn’t argue. 

In his Foreword to the Third Edition, Len Herzenberg 
suggested that biological scientists really shouldn’t be 
thinking about building flow cytometers. That was easy 
enough for Len to say in 1994, but neither this book nor the 
previous versions would have been written if he hadn’t felt 
differently in the mid- 1960’s. And I noted that the last issue 
of Cytometry I got before the Third Edition went to press in 
1994 contained an article about a multidimensional 
computerized sort control method implemented in the 
Herzenberg lab1740, and not on unmodified commercial 
equipment, either. Even now, Len always wants to measure 
more parameters than can be measured with the fanciest 
commercial flow cytometers, and he always has a few people 
in his lab building or modifying apparatus with that goal in 
mind. 

9.1 WHY BUY A FLOW CYTOMETER? 

In principle, you buy a flow cytometer because you want 
an instrument with a proven design, established reliability, 
and performance better than you could obtain from a system 
you might build yourself. You‘re willing to pay for this, and 

also willing to pay some more to insure that a trained service 
person will keep your instrument in good operating 
condition and fix it when it breaks. 

A well-known analytical cytologist (Bas Ploem) told a 
bunch of people at a 198 1 meeting that “Everybody who has 
bought a cell sorter up until this time has bought an 
instrument in development”. I would tend to agree with 
him. It’s been my experience that, during the first six 
months, at least, you’re either having fits or having retrofits 
90 per cent of the time. That may not be the case with 
modern benchtop systems, but it still seems to hold for the 
larger instruments. 

Once the operating pattern gets a little stabler, you find 
that down time comes from annoying little things, such as 
clogs that require that you remove, clear, and replace the 
flow chamber, necessitating a fairly extensive realignment of 
the optics, and from real disasters, such as incineration of 
laser power supplies, which the laser manufacturer’s people 
rather than the flow cytometer manufacturer’s people usually 
end up fixing. 

Even with those minor headaches, there’s no question 
that if you are relatively new to this field, and you want to 
do something that has been done before, which a lot of 
people are now doing routinely with commercial flow 
cytometers, and you have the money to buy and maintain a 
commercial instrument, you should buy one. This is 
particularly true if you are interested in sorting; it is a good 
deal easier for an ingenue to build a flow cytometer than a 
cell sorter. 

9.2 WHY BUILD A FLOW CYTOMETER? 
Flow cytometers, like many other types of instruments, 

sell for anywhere from three to five times the cost of the 
parts which go into them. This is not to say that the 
manufacturers are making unconscionable profits; some of 
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them aren’t, or weren’t, malung any profits at all, at least on 
flow cytometers. It’s just that when you factor in the labor 
costs, plant and equipment, marketing costs, etc., you end 
up with that multiplied figure. If you have yourself, or your 
graduate students, or a knowledgeable tech or two, or some 
other unsuspecting confederates, around as a source of labor, 
and some minimal shop facilities, like a small drill press and 
some hand tools, you can count on being able to build a 
facsimile, you should pardon the expression, of a commercial 
instrument for a parts cost no more than a third of the 
selling price. Should you try to do that? 

Suppose you already have a sorter, and it’s overloaded, 
and you‘d like another instrument? You’re no longer new to 
the field. If you’ve kept your sorter running, you’ve 
undoubtedly had to clear a bad clog and realign the system, 
and, if you can do that, you’re not far away from being able 
to build your own flow cytometer or sorter. Again, if you 
can afford to buy another system, you might think about it. 
What you might conclude, though, is that what’s on the 
market is pretty expensive. 

If you’d like a five-beam, benchtop system just for 
analysis, there isn’t a manufacturer making one. If you want 
a really slow flow system to analyze DNA fragments and 
viruses, ditto. Nobody blames the manufacturers for being 
in business to make money. If Len Herzenberg and his 
colleagues hadn’t built the original fluorescence-activated 
cell sorter and shown that useful things could be done with 
it, generating a demand, nobody would be manufacturing 
sorters. 

The problem is that today, when most of  the companies 
in the business are big companies, fewer and fewer of them 
are willing to take a flyer on building something to meet the 
offbeat needs of a small user community. Most of the 
manufacturers are making their money selling benchtop 
systems and reagents, and, while they like to compete with 
one another, they don’t like to compete with themselves, 
which usually means you have to buy one of their bigger, 
more expensive instruments if you want maximum 
flexibility. If you want to do unusual things that neither the 
benchtops nor the big machines can do, you have to think 
about building an instrument yourself, or of having someone 
(present company not excepted) build an instrument for 
you. 

The funding situation being the way it is, maybe you 
don’t have the money to buy a commercial system, even if 
you work in industry. Then, if you want a flow cytometer, 
or another flow cytometer, building your own may be the 
only option. 

9.3 LEARNING TO BUILD YOUR OWN 
Take my word for it, building flow cytometers isn’t all 

that hard to do, and, at least until recently, it kept getting 
easier, as it became possible to buy bigger and bigger chunks 
of the do-it-yourself kic ready-made. 

The annual research course on flow cytometry (see p. 67) 
usually features a hands-on lab in which three or four 
participants assemble a two-parameter fluorescence flow 
cytometer in an afternoon under the auspices of a couple of 
people from Los Alamos. It doesn’t take much longer to do 
the same thing in your lab or basement. It can even be fun. 
Terry Fetterhoff and Bob McCarthy and their confederates 
described their experience with building and using a 
Cytomutt1021 some years ago, when a lot of soldering was 
required; one of my more recent star pupils, Dennis Way’74’, 
got a four-parameter system running in a day and a half, and 
published on what he did with the instrument, not how he 
built it. That system has been run for at least ten years, and 
I’ve only been called about problems with it two or three 
times; the last time I checked, Dennis was likely to get lower 
CVs for beads and DNA standards than I did. 

I had originally planned to update the do-it-yourself 
parts of the Second Edition and publish them on my own, 
as a sequel to Building and Using Flow Cytometers; so far, I 
haven’t gotten around to doing that. The big problem is that 
I would have to revise the electronics and computer sections 
almost completely. 

O n  the plus side, flow systems and optics haven’t 
changed all that much since the 1980’s; we have pretty 
much the same mounts, lenses, dichroics, filters, etc. now 
that we had then. There are a whole bunch of new lasers 
now available, including UV, violet, blue, green, and red 
diode or solid-state sources. There are also now PMTs on 
the market with higher red sensitivity than we used to be 
able to get, and they are available built into easy-to-use 
modules with integral high voltage supplies. 

O n  the minus side, while electronics and computers have 
improved tremendously, it has gotten much harder to 
prototype and build your own circuits; most devices no 
longer come in packages that plug into sockets. Instead, you 
have to get somebody to build you a multilayer circuit board 
with all of the surface-mounted active electronic devices on 
it. That costs money. Computers and DSP chips and data 
acquisition systems are faster and more sophisticated, but 
s o h a r e  development has gotten harder rather than easier. 

In the late 1960’s, when I built my own audio systems, 
they were better than anything I could have bought; that was 
also true, at least to some extent, of the cytometers I built 
through the mid-1990’s. Today, there’s no way I can build 
audio equipment as good as what I can buy for a reasonable 
price, or flow cytometers as good as those you or I can buy 
for what may seem like an unreasonable price. I am still 
interested in building small, efficient, affordable instruments 
to do jobs that don’t demand all the bells and whistles, and 
still trying to figure out which of the available component 
parts are best for doing the job. When I do, I’ll probably 
post the plans on a web site and/or run a course; it’s got to 
be easier than writing books. In the meantime, if you’re 
looking for advice, I’m not hard to find. 



10. USING FLOW CYTOMETERS: 
APPLICATIONS, EXTENSIONS, 
AND ALTERNATIVES 

The successful application of flow cytometry in biologi- 
cal and medical research and in clinical medicine depends as 
much upon understanding of the biology of the systems 
being studied as upon familiarity with hardware, reagents, 
and methods of data analysis. Two editions ago, I wrote “It 
would be &tile for this author and this book to attempt to 
provide even a rudimentary discussion of all of the areas of 
biology in which flow cytometry is used or of the biological 
problems to which the technique is applied; the range of 
applications continues to expand. 

The first flow cytometers were built and run in a few labs 
committed to instrument development. In the early days, 
almost any experiment that could be done with a flow cy- 
tometer would produce new information; in order to get the 
experiment done, it was frequently necessary for the experi- 
menter to make a substantial refinement on existing tech- 
nique. 

During the 1980’s and 1990’s, flow cytometry became 
(not inappropriately) a mainstream technology, with one 
result being that most of today’s users are trained in biology 
and/or medicine rather than in instrumentation. The num- 
ber of papers and the range of journals in which they appear 
are large enough so that you can’t just look under “Flow 
Cytometry” in MEDLINE or other databases and hope to 
find them all, as I pointed out in Chapter 2. 

The range of parameters and probes in common use has 
also expanded considerably since the last edition was pub- 
lished. I’ve tried to cover as broad a range of parameters and 
probes as possible in Chapter 7,  and to at least give some 
idea of the existing and potential applications of each. I 
therefore decided to approach this chapter as I did in the last 
edition, i.e., to consider the few basic tasks and procedures 
underlying almost all of the applications of flow cytometry, 
and then survey and comment on selected applications and 
point the reader to articles in which specific techniques and 

applications are discussed in detail. But, this time around, I 
also felt it was necessary to include some discussion of ex- 
tensions of flow cytometry, involving instruments with 
characteristics and capabilities not yet available in commer- 
cial systems, and of alternatives to flow cytometry, notably 
scanning and imaging cytometry, which have become more 
practical and, in some cases, more affordable since the last 
edition appeared. 

If we achieve our respective objectives in writing and 
reading, you should, by the end of this chapter, be able to 
make sense of, and sense nonsense in, anything in the litera- 
ture which deals with flow cytometry. 

10.1 THE DAILY GRIND 

Keeping the Instrument Running: Diet and Exercise 
In flow cytometry, it is not only “Garbage in, garbage 

out,” but also “Garbage inside, garbage out.” There are a few 
tricks to keeping flow cytometers running well, and there’s 
more to calibration and standardization than running beads 
through the system. If the instrument isn’t kept in shape, 
though, it is equally unsuited to any and all possible applica- 
tions. 

Generally speaking, the materials which go into a flow 
cytometer are air or gas, water or saline, plastic beads and/or 
samples which contain protein, carbohydrate, fat, and 
chemical additives such as coloring materials. We run on a 
similar mixture, beads generally excepted, and, like flow 
cytometers, are susceptible to pollutants in what we take in. 

If your flow cytometer needs an air or gas line input, it’s 
essential that the air be oil- and particle-free; if you’re not 
sure, it’s best to have a filter in the line. Even if you never 
plan to do sterile sorts, and only use water as sheath fluid, 
it’s advisable to have the water go through a 0.47 pm filter 
before you put it into your sheath tank or bottle, and not a 
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bad idea to keep a filter of the same pore size in the line be- 
tween the sheath tank and the flow system. 

If you work with microorganisms, platelets, or other 
small particles, your sheath fluid and reagents should be 
passed through a filter with a smaller pore size, e.g., 0.22 
pm. If you run using an in-line filter with pores this small, 
either use a fairly large area cartridge filter or replace a 
smaller filter frequently, because the pores clog up, resulting 
in a substantial pressure drop across the filter, which will 
screw up your flow rate. For the most demanding work, e.g., 
trying to look at viruses or other really small stuff, you 
should consider preprocessing your fluids through an 0.1 
pm filter; it is tricky to use these in-line, because the resis- 
tance is high enough to slow your fluid flow considerably. 

Numerous problems may arise due to the tendencies of 
organic materials in samples to stick to metal and glass as 
well as plastic tubing in flow cytometers. O n  a within-day, 
sample-to-sample basis, dyes such as acridine orange, 
ethidium and propidium, and the cyanines may wash off the 
tubing and stain cells to which only fluorescent antibodies 
had intentionally been added, giving false positive staining. 
The dyes are usually removed effective!y by rinsing the sys- 
tem with chlorine bleach; however, I have been told that the 
calcium ionophore ionomycin isn’t always removed by a 
single chlorine bleach treatment. 

When the bleach itself isn’t washed out or neutralized, 
and you then try to do membrane potential or calcium 
probe studies on live cells, you find the cells dying instead of 
dyeing. When doing such experiments, I usually to follow 
the bleach with 50% ethanol and then saline; this may be 
superstition, but it generally avoids the cell lull I might see 
otherwise. 

O n  a long-term basis, protein residue can screw up the 
optical quality of cuvette windows, cause flow disturbances, 
and provide a food source for microorganisms, which will 
happily grow in a flow cytometer if they are not frequently 
disturbed. The best preventive medicine for the ills just de- 
scribed is plenty of fluids. If you start up a flow system that 
hasn’t been run for more than a few weeks, count on spend- 
ing the first day unclogging it every five minutes. If they’re 
painting the lab, run the flow system every day anyway, if 
you can, and never shut down at the end of a day without 
making sure that you’ve cleaned the flow system out with a 
purge of bleach, optionally followed by alcohol, and then by 
a lot of water, with backflushing so you get any residual 
bleach and/or alcohol out of the nooks and crannies. 

Ion lasers, like flow systems, need their exercise; this may 
be truer of the big lasers than of the small ones. If you have a 
system with a big laser, you’re apt to get into keeping mir- 
rors tweaked and clean, checking on and fiddling with gas 
pressure, etc.; if you use a small argon laser, you’re free from 
most of those headaches. It’s advisable to monitor laser 
power output if you can; this is straightforward on big lasers, 
where you shift back and forth between current and light 
control mode. O n  smaller lasers, which are usually operated 
in a light control mode, what you need to do is let the laser 

warm up and check the operating current, which will creep 
up as the plasma tube ages and may scurry up if the optics 
get dirty or the alignment is knocked out of whack. You will 
also get clues that you’re losing laser power from having to 
keep turning the PMT gains higher and higher to measure 
the same particles and/or the same cells stained with the 
same reagents, even though the system is well aligned and 
the CV’s are low. Laser noise is an uncommon, or at least 
not a widely reported, problem in flow ~ytometers~’~, you 
should be aware it exists but there’s no need to go looking 
for it unless you’re getting high CV‘s for which you can’t 
find another explanation. I mentioned on pp. 142 and 147 
that He-Cd lasers particularly need exercise; left idle, they 
develop increased helium pressure, which makes them get 
very noisy. 

There isn’t any exercise for the optics of your flow cy- 
tometer, which may get dirty, particularly if your lab is dusty 
or smoky. Clean living prevents problems; once they’re 
there, you need live cleaning. 

Particulars: Drawing a Bead on Flow Cytometer 
Alignment, Calibration, and Standardization 

Flow cytometers can be calibrated either with synthetic 
standard particles or with cells or other biological material. It 
would be nice to have standardized calibration particles that 
would yield the same results for every user and every instru- 
ment, assuming proper alignment of each. We’re not quite 
there, but we have reached a point at which it is possible for 
careful people using different instruments in different labs to 
analyze the same specimens and get both qualitative and 
quantitative results that are in good agreement. 

This doesn’t happen when the instruments are not in 
good working order, and there’s not much point in analyz- 
ing samples on an instrument that isn’t. So, as a general rule, 
it’s a good idea to make sure that your flow cytometer is up 
to snuff before you invest time and money in preparing and 
running samples. If performance is substandard, you or 
somebody more skilled and knowledgeable will need to align 
and adjust the instrument. Since most modern flow cytome- 
ters make no provision for the user to adjust the mechanical, 
fluidic, and optical components, that may mean a service 
call, which will cost you money, and, even if you or some- 
body in your shop does the work, you really have to define 
what’s broke before you or anybody else can fix it. As to how 
to do that, I have only one word for you - plastics. 

It is, in principle, possible to produce spheres of polysty- 
rene or other plastics that are extremely uniform in size, and 
to introduce fluorescenr material into such spheres in a pre- 
cisely controlled manner. It is also, in principle, possible to 
produce great sweet wines from Gewiirztraminer, Riesling, 
and Semillon grapes. In practice, the sweet wines produced 
from those grapes are not all cast in the same mold. So it is 
with calibration particles. The good vineyards do not bottle 
the bad vintages: the manufacturers do not sell the really bad 
particles. A good vintage, or a good lot, depends upon fac- 
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tors not entirely under the vendor’s control. People hoard 
small particles and great wines. 

Fluorescent particles are available from several suppli- 
ers. I have generally had good luck with spheres from BD 
Biosciences, Beckman Coulter, Flow Cytometry Stan- 
dards Corporation (their product line has been taken over 
by Bangs Laboratories), Molecular Probes, Polysciences, 
and Spherotech; I don’t have much experience, good or 
bad, with beads from other suppliers. These days, practically 
everybody who sells beads intended for the flow cytometry 
market supplies reasonably complete information about their 
size, spectral characteristics, brightness, and uniformity, 
anyway; while the materials aren’t cheap (p. 60), they gener- 
ally perform as advertised. 

I have discussed different types of particle standards on 
pp. 354-6, in the context of their application to quantitative 
immunofluorescence measurements. The process of deter- 
mining whether or not a flow cytometer works begins with 
what are now called Type I standards, or alignment parti- 
cles. 

Alignment Particles: Fearful Asymmetry 
Alignment particles are highly uniform and produce rela- 

tively strong fluorescence signals. When aligning an instru- 
ment, the routine is to run alignment particles, keeping core 
diameter relatively small to insure illumination uniformity, 
and adjust the positions of the flow cell and optical elements 
to maximize the fluorescence and forward scatter signals 
while minimizing the CV‘s of the distributions obtained. 
Data from alignment particles should be recorded on a linear 
scale. 

When using alignment particles substantially smaller 
than cells (Type Ia), one should be aware that the effects of 
illumination inhomogeneity may be less evident with small 
particles than with large ones, as discussed in Chapter 4. A 
2% fluorescence C.V. with 2 pm plastic spheres can translate 
into a 5% C.V. in measurements of cell nuclei stained for 
DNA content. 

A well-aligned instrument operating on a linear scale 
should produce symmetric peaks when beads or nuclei are 
used as standards. This is particularly important when you 
are making DNA content measurements. The mathematical 
models commonly used to deconvolute DNA histograms 
and calculate numbers of cells in different cell cycle phases 
assume that the G,/G, peak is symmetric. If the instrument 
is misaligned, and the bead peak is skewed with a tail to the 
right, it’s a safe bet that the GJG, peak will be, also; the 
model will conclude that the cells in the tail are in S phase. 
In fact, if you run the model on the bead histogram, you’ll 
be told there are S phase beads. Don’t do the DNA analysis 
until you fix the alignment; if you’ve already collected the 
data, don’t bother with the model, which will give worthless 
results. 

Alignment particles provide the best measure of instru- 
ment performance in terms of precision, as was discussed on 
pp. 214-5. An instrument in good working order, running 

alignment particles, should produce fluorescence distribu- 
tions with CVs no higher than 3 percent. 

The beads from Beckman Coulter with which I am most 
familiar are intended for checking precision in connection 
with DNA measurements; their intrinsic CV is probably in 
the range of 1.5%. 

Polysciences makes polystyrene particles in a range of 
sizes (from 0.1 to 10 pm) and colors. They have W-excited, 
blue fluorescent and green-excited orange fluorescent spheres 
in addition to green fluorescent spheres usable with excita- 
tion wavelengths ranging from W to blue-green; there are 
also spheres which are usable at other excitation wavelengths. 
Polysciences also supplies spheres with reactive groups to 
which other materials can be coupled and will make up 
spheres containing dyes of your choice, for a price. The uni- 
formity of the custom spheres may vary. However, as a gen- 
eral rule, Polysciences 2 pm yellow-green fluorescent spheres 
are very uniform; I have observed scatter CV’s as low as 1% 
and fluorescence CV’s as low as 1.2% on well-aligned in- 
struments. The yellow-green spheres are labeled during the 
polymerization process; this procedure is best undertaken 
using relatively hydrophobic dyes, and Polysciences uses a 
coumarin dye which mimics the emission spectrum of fluo- 
rescein fairly well, but which is excited better in the blue- 
violet (436,441, or 457 nm) than at 488 nm. 

Reference and Calibration Particles 
For standardizing immunofluorescence measurements 

(pp. 354-6), it is advantageous to have spectrally matched 
Reference (Type 11) and calibration (Type 111) particles 
bearing either known numbers of bound molecules of fluo- 
rescein, phycoerythrin, and other antibody labels (Types IIB 
and IIIB particles) or known numbers of antibody binding 
sites (Types IIC and IIIC particles). This eliminates the ef- 
fect of such factors as differences in PMT sensitivity curves 
and differences in emission filter bandwidths, facilitating 
comparison of results obtained with different instruments. 
However, for day-to-day assessment of instrument sensitivity 
(see the discussion of Q a n d  B, pp. 221-3), it is usually more 
convenient to use Type IIA and IIIA particles, hard-dyed 
beads with fluorescence characteristics that are not environ- 
mentally sensitive and also are not closely spectrally matched 
to the probes used for immunofluorescence measurement. It 
is desirable for the set of particles to include a Type 0 stan- 
dard, or certified blank. If you could resolve five bead peaks 
in the set last week, and can only resolve three this week (see 
Figure 4-61, p. 222), something’s wrong. 

Beads labeled with known numbers of MESF of fluo- 
rescein, phycoerythrin, and other labels, phycobiliproteins, 
and tandem conjugates are labeled in the aqueous phase; the 
fluorescent label is predominantly confined to the particle 
surfaces, and the fluorescence CVs of these particles are typi- 
cally higher than those of hard-dyed beads. The hard dyed 
beads used as Type IIA standards, and those in Type IIIA 
bead sets, tend to have somewhat higher fluorescence CVs 
than do alignment particles; you should therefore avoid the 
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temptation to use these beads for anything other than a first 
cut at instrument alignment. If you yield to temptation, be 
sure to use the brighter beads, which have lower CVs than 
the dimmer ones. 

When you are doing multicolor immunofluorescence 
analysis, the actual signal intensities you get from different 
detectors will be a hnction of how efficiently the dyes you 
use are excited at your excitation wavelength(s) and of the 
spectral responses of your detectors, and even a relatively 
simple task such as determining fluorescence compensation 
settings to separate fluorescein and phycoerythrin im- 
munofluorescence gets hard to do unless your particles are 
labeled with fluorescein and phycoerythrin rather than sim- 
ply fluorescing green and yellow-orange. It is possible, in 
principle, to use beads labeled with spectrally matched mix- 
tures of dyes other than the labels used to compensate for 
fluorescence overlap, but the manufacturers of those beads 
will have to make their cases for such products. However, 
when measuring fluorescence in more than three spectral 
bands, it is now common to use single-label and “every- 
label-but-one” cell samples to determine compensation set- 
tings. 

Cells and Nuclei as Alignment Particles 

I like to use stained nuclei for determination of both 
precision and linearity (p. 2 17), particularly in channels used 
for DNA content measurements. DAPI- or Hoechst dye- 
stained nuclei provide UV-excited fluorescence which is 
nominally blue, but which extends to almost 600 nm. 
Propidium iodide-stained cells, excited by light at wave- 
lengths ranging from UV to yellow, emit red-orange fluores- 
cence. If you are trying to measure DNA, you obviously 
want to use nuclei stained the same way you stain your sam- 
ples. Peripheral lymphocyte nuclei usually have very low 
Cv’s; you can also use cell lines, but be aware that they can 
develop aneuploidy, which gradually increases CV’s. I had 
that problem with CCRF-CEM cells; the ones I used origi- 
nally had GJG, peak CV’s below I%, but they drifted up to 
just under 3% after a long time in culture. 

When you’re trying to measure precision in a fluores- 
cence channel in which you use red excitation, whether or 
not you’re doing DNA measurements, your best bet may be 
nuclei stained with DRAQ5 or with another red-excitable 
dye, e.g., TO-PRO-3, oxazine 750 or rhodamine 800. If you 
use a dual-beam instrument with 488 nm and red beams, 
DRAQ5 is advantageous, because, since the dye is excited by 
both 488 nm light and red light, you can use the same cells 
to align fluorescence detectors that look at two beams. You 
can play the same game in an instrument with UV and 488 
nm beams using ethidium or propidium as the DNA stain, 
since both the UV and the 488 nm beam will excite these 
dyes. Figure 10-1 illustrates the principle. 

Since the nuclei are stained with only one dye, all of the 
data points in the two-parameter dot plots of Figure 10-1 
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Figure 10-1. DNA histograms of ethidium- and 
DRAQ5-stained nuclei after alignment with beads 
alone (panels a and c) and after alignment using the 
nuclei as calibration particles (panels b and d). Cour- 
tesy of Paul Smith (University of Wales). 

should, ideally, lie on a line. The plots in panels b and d in 
the figure are closer to this ideal than the plots in panels a 

and c, indicating that using the nuclei as alignment particles 
instead of beads results in better measurement precision. 

Chicken and rainbow trout erythrocytes can serve as 
alignment particles; they are more commonly used as stan- 
dards for DNA content estimation224. Procurement of trout 
cells can provide one of the many enjoyable experiences be- 
side flowing streams that enrich the lives of flow cytometer 
users, at least those interested in DNA measurements. 

Glutaraldehyde-fured chicken erythrocytes have been 
popular with immunologists, because, without benefit of any 
staining at all, they fluoresce at about the level of brightness 
of cells stained with fluorescent antibodies, at least when 
measured in channels intended for measurement of fluo- 
rescein or phycoerythrin. Immunologists don’t seem to use 
trout cells: I guess they only go fishing for complement. 

Riese supplies fixed chicken and trout cells; Orvis 
(www.orvis.com) provides equipment for getting fresh trout 
cells. If you’re after fresh chicken blood, and you live in a 
metropolitan area of any reasonable size, you can probably 
find a source of fresh-killed poultry; the old traditions held 
by many ethnic and religious minorities die hard. 

Rose Colored Glasses: Optical Filter Selection 

It helps to calibrate flow cytometers using particles la- 
beled with the dyes you’re going to use to stain cells. It’s 
essential to make sure you fit your detectors (and, if you use 
arc lamps, your excitation path) with optical filters that 
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transmit the wavelengths you want to measure and exclude 
the wavelengths you don’t. Joe Trotter wrote a neat Web- 
based program that shows you how much light you will col- 
lect from a number of probes using various filters. You can 
find it online at (http://facs.scripps.edu/spectra). 

These days, both the cytometer manufacturers and the 
filter manufacturers are well-informed about what is re- 
quired of filters for flow cytometry, and they can generally 
tell you what you need for any particular probe combination 
and excitation wavelength(s). Most instruments use round 
interference filters, which are preferable to square ones be- 
cause they are better sealed and therefore take longer to de- 
laminate. 

Filters do have a finite lifetime, and you should check 
your interference filters from time to time for evidence of 
delamination (pp. 153-4). Once the layers start to separate, 
you can generally see a pattern similar to that produced by 
light reflecting off oily water. It is then time to get a new 
filter. Although filters tend to delaminate after several years, 
they can die suddenly when dropped, even if the glass does- 
n’t break, so be alert. It is also a good idea to check filter 
transmission, especially if you’re having problems collecting 
enough light; this is easy to do if you have access to a spec- 
trophotometer882. 

In some cases, you’ll get too much light into a detector, 
particularly a forward scatter detector. This is curable with 
neutral density (N.D.) filters. If the N.D. filters in question 
are going to get into or near laser beams of any appreciable 
power, they should be the reflective type. Reflective N.D. 
filters are partially “silvered” (i.e., partially coated) mirrors 
that transmit some light reaching them and reflect the rest. 
Several companies (see Chapter 11) offer reflective filters in a 
wide range of optical densities at reasonable prices. For lower 
light level applications, it’s generally fine to use absorptive 
N.D. filters; your local camera store probably carries Kodak’s 
line of such products. 

Be careful when using a filter not explicitly intended for 
the purpose as a dichroic. Most interference filters contain 
some absorptive components, which fluoresce, to decrease 
transmission outside the passband; good dichroics dispense 
with these, leaving that job to the detector filters. You also 
can’t be sure what transmission (or reflection) of a filter is 
like at 45” unless you measure it. Newer instruments, such 
as BD Biosciences LSR, LSR 11, and FACSAria, use dichro- 
ics designed to work at angles of incidence other than 45”; 
you’ll need to consult the instrument manufacturer should 
you want to specify a dichroic for one of those instruments, 
and you may have to pay one of the filter manufacturers a 
substantial amount to custom-make the part. 

Experimental Controls 
What you will need in the way of experimental controls 

will vary depending on what you are trying to measure. If 
you suspect that somebody has run a cyanine dye, acridine 
orange, or another similarly sociopathic reagent through the 
instrument and not cleaned it afterwards, be sure to run 

some unstained cells before you start with stained samples; if 
the unstained cells start to fluoresce after they have been 
running for a while, the cytometer needs a cleaning. If 
you’ve already started running stained cells, and their fluo- 
rescence starts to increase, it’s too late to retrieve the data. 

If you’re using familiar antibodies and familiar cells, e.g., 
for doing T cell subset analysis, you can probably dispense 
with isotype controls, but you should have some controls 
which, in the aggregate, contain all the cell types you are 
looking for, just to make sure they turn up where you expect 
them to in the measurement space. And it’s a good idea to 

have either cells or antibody binding beads that will give you 
fluorescence signals near the upper end of your range, both 
for setting compensation and to make sure everything will 
stay on scale. 

When you’re exploring unfamiliar territory, you’ll 
probably be better off starting off with too many controls 
than with too few. 

Shake Well Before Using: When Controls Won’t Help 
Figure 10-2 provides an example of anomalous flow data 

that may perplex you in private and/or lead you to conclude 
in public that you have discovered some new biological phe- 
nomenon. The latter consequence is apt to be more embar- 
rassing than the former. 

10” 10’ 1oc 1oJ 1 
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Figure 10-2. “Equal opportunity” (top panel) and 
“unequal opportunity” staining of T-cells (from lorn 
Schmitz, Harvard Medical School) 
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The cells shown in Figure 10-2 were stained with the 
same antibodies; somebody forgot to mix the cells shown in 
the bottom panel, producing “unequal opportunity” staining 
instead of the desired “equal opportunity” staining illus- 
trated in the top panel. It is relatively easy to identify this 
problem when the person preparing the cells is grossly negli- 
gent, and all or almost all of the samples, including the con- 
trols, yield results that resemble the bottom panel. The sur- 
viving lab personnel are apt to be more careful, and the occa- 
sional unmixed or incompletely mixed sample will therefore 
have more of an aura of mystery about it. Once you’ve seen 
the pattern, though, it’s easy to recognize. 

10.2 SIGNIFICANT EVENTS IN THE LIVES OF CELLS 

Taking the Census: Cell Counting 
Cell counting, discussed at length on pp. 18-21, is one 

of the most basic tasks in cytometry. Counting cells in a 
hemocytometer by visual observation is tedious and, unless 
one is willing to spend a long time on each sample, impre- 
cise. The simple optical and electronic flow cytometers that 
became available for cell counting in the 1950’s were widely 
adopted in both clinical and research laboratories, eventually 
giving rise to modern hematology counters. As was noted in 
the earlier discussion, these instruments feature volumetric 
sample delivery, allowing absolute cell counts to be derived 
from the number of cells counted per unit time. 

Kamentsky‘s original Cytofluorograf incorporated a cali- 
brated glass tube with photosensors at two levels in its pres- 
sure-fed sample delivery system, to detect the movement of 
the air-fluid interface, providing a measure of fluid flow per 
unit time. Fluid-level sensing volume measurement add-ons 
for flow cytometers have been developed 1538; Cytek sells one 
such device. It is also relatively easy to adapt most instru- 
ments to receive samples from syringe pumps, which are 
readily available. However, most fluorescence flow cytome- 
ters do not use volumetric pumps or other calibrated means 
to introduce samples; absolute counts, when needed, are 
obtained by introducing beads into samples at known con- 
centrations, and deriving cell counts from the ratio of the 
number of cells counted per unit time to the number of 
beads counted per unit time. The use of counting beads has 
facilitated performance of such clinical assays as CD4+ T cell 
counts using only fluorescence flow cytometers. 

A recent study by Bergeron et a12917 documents the sam- 
ple delivery characteristics of several benchtop flow cytome- 
ters over a period of months. Sample flow rates, determined 
using counting beads, were relatively constant (CVs 5-7 
percent). If you can accept this level of precision in cell 
counting for one or more of your applications, you can run 
counting beads at the beginning and end of sample runs to 
calculate the sample flow rate and check on its variation over 
time, and use the calculated rate to derive absolute cell 
counts for your experimental samples. Since you won’r need 
to add counting beads to each sample, you’ll save money: 
the beads aren’t cheap. 

A Counting Alternative: Image Analysis 

It has probably not escaped your notice that digital 
cameras incorporating 2- and 3-megapixel CCD chips can 
be had for a few hundred dollars. That means the 
manufacturers are paying well under a hundred bucks for 
them. Such devices are beginning to be incorporated into a 
new generation of inexpensive image analysis systems. 

A Danish company, ChemoMetec, recently introduced 
the NucleoCounter, a cell counter is built around a minia- 
turized low-power (1 x) transmitted light fluorescence micro- 
scope illuminated by 8 green LEDs. There are no moving 
parts in the optical system (i.e., no focus adjustment), be- 
cause the lens N.A. is low. The device uses a disposable car- 
tridge containing propidium iodide; for a total count, cells 
are diluted with a permeabilizing solution and introduced 
into the cartridge, while, for a “nonviable” count, cells are 
introduced without prior permeabilization. The cartridge 
has a viewing area a few millimeters square, which contains a 
volume of 1.5 to 2 microliters; this is imaged onto a CCD 
through a red bandpass filter. Because the observed sample 
volume is relatively large, counts are more precise than 
would be obtained from a hemocytometer. The Nucleo- 
Counter takes about 30 seconds to do a count; it incorpo- 
rates a USB connection to transfer output and images to a 
computer, but the device, which weighs 3 kg and measures 
38 x 26 x 22 cm (W x H x D), is normally run as a self- 
contained system. 

Beckman Coulter offers the Vi-CELLTM viable cell 
counter, which uses image analysis to identify and count 
trypan blue-stained (“nonviable”) and unstained (“viable”) 
cells flowing through an observation chamber. This is also a 
relatively small, self-contained benchtop system. 

A prototype image analyzing system, the EasyCount, 
which, like the NucleoCounter, incorporates a low-power, 
LED-illuminated fluorescence microscope, will be discussed 
in the section on CD4+ T cell counting. 

The Doubled Helix: Reproduction 

The Cell Cycle and Cell Growth 
It is now possible, by using flow cytometric analysis of 

DNA content, RNA content, cell size, cell cycle-related 
antigens, BrUdR incorporation, and the fluorescence of 
tracking dyes, to define cells’ position in the cell cycle with 
a precision previously unimaginable and, using cell sorting, 
to separate populations in different cell cycle phases for bio- 
chemical analysis or for studies in culture. 

DNA Content Analysis 
The determination of DNA content of cells or nuclei, 

previously discussed on pp. 21-6,43-4, 96-7, and 301-17, is 
a common and widely used procedure in flow cytometry. In 
research laboratories, DNA content analyses are used to 
monitor the growth of eukaryotic and prokaryotic cells, and 
to detect perturbation of cellular growth patterns due to 
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physical, chemical, and biological agents. In clinical applica- 
tions, DNA content analyses are used to refine the diagnosis 
and estimate the probable biologic behavior of tumors and 
to monitor therapy. 

Since the stains used for DNA content determination 
bind stoichiometrically, and produce very bright cellular 
fluorescence, it has, to some extent, been taken for granted 
that, as long as the instrument used is maintaining reason- 
able linearity and precision, DNA analysis will be simple and 
straightforward. This is true enough, provided cells are well 
prepared and well preserved, and these steps are not always 
simple and straightforward. 

Nuclear isolation and staining and storage reagents and 
procedures, using various dyes, have been described by Vin- 
delov et alzzz-5, TaylorzzG, and Thornthwaite et alz6"s89, among 
others; some of these have been discussed on p. 307. While 
these workers and others have expended some effort in try- 
ing to devise procedures suitable for application to a wide 
variety of tissues and tumors, it has been my experience that 
preparative and staining procedures have to be modified and 
optimized to suit the samples at hand. C l a u ~ e n ~ ' ~ ,  for exam- 
ple, has provided an enlightening discussion of DNA analy- 
sis in keratinocytes. When analyzing DNA in solid tissues 
and tumors, some consideration must be given to sampling 
techniques; Greenebaum et a l S 9 O ,  for example, reported that 
needle aspiration gives better yields of abnormal cells than 
does standard excisional biopsy. 

The development in 1983 by Hedley et a1610'a91 of a tech- 
nique for DNA analysis of nuclei from paraffin- 
embedded material represented a great advance in the ap- 
plication of DNA analysis to tumor pathology, since it made 
it possible to establish correlations between DNA ane- 
uploidy and the biologic behavior of tumors by retrospec- 
tiveS9' as well as by prospective studies. The basic method 
involves deparafhization in xylene or Histoclear and pro- 
gressive rehydration in ethanol solutions, followed by acid 
pepsin treatment for nuclear isolation. The procedure works 
well on material originally fixed in formalin or a formalde- 
hyde-acetone-acetic acid mixture; results have been poor 
with tissue fixed in Bouin's solution and unsatisfactory when 
mercury-based fixatives were used. 

The thickness of sections taken from the paraffin block 
for processing will obviously have some effect on the propor- 
tion of nuclei which can be recovered intact. Although there 
has been some debate on the issue747, it is that 50 
pm sections produce considerably less debris, and thus better 
histograms, than 30 pm or thinner sections. Hedley et al 
originally used DAPI as a stain, and reporteds9' that, despite 
the DNA specificity of the stain, RNAse treatment improved 
precision. While, in my own limited experience with depar- 
affinized material, I have gotten much better results with 
DAPI than with propidium, I know other people who have 
obtained excellent precision using propidium. 

Mathematical Models for DNA Analysis 

Calculation of population fractions in different cell 
cycle phases has undoubtedly generated much too much 
debate over the years among people who do flow cytometric 
DNA analysis. When DNA content determination is based 
on a single parameter measurement, there will be artifacts 
and interferences to be dealt with under the best of circum- 
stances, i.e., when the samples consists of freshly prepared 
cells from a population grown in suspension culture. Under 
less ideal circumstances, as in analysis of material from solid 
tumors, there may be no legitimate conceptual model for 
dealing with the complexity of the sample. 

If the flow cytometer is linear, it can be expected that a 
population exhibiting a DNA diploid peak at channel n will 
have a DNA tetraploid peak at channel 272; however, minor 
nonlinearities (a few channels worth) are not uncommon in 
the flow cytometers used in the real world, and a noticeable 
fraction of older systems exhibited marked nonlinearity. A 
continuum of debris is frequently superimposed on at least 
the lower channels of a DNA histogram. Doublets due to 
clumps and/or coincidences, resulting from physical at- 
tachment or proximity of cells, may register as DNA 
tetraploid cells unless a two-parameter measurement scheme 
is used, in which a plot of pulse peak height vs. area (inte- 
gral) or a plot of fluorescence vs. a pulse width measurement 
is used to permit discrimination between the doublets 
and the DNA tetraploid cells. Newer mathematical mo- 

can deal with both debris and doublets. 
Once one gets the debris and doublets out of the way, it 

becomes relatively easy to deal with a distribution which 
contains a single Go /GI peak, an S phase distribution, and a 
Gz+M peak, and not too much harder to handle a highly 
DNA aneuploid distribution with proliferating cells and an 
isolated peak of normal DNA diploid stromal cells in Go /G,. 
Jerry Fried, who was one of the first people to do mathe- 
matical modeling of DNA histograms, opined to me years 
ago that, if you had a clean (little debris, few doublets) dis- 
tribution with a CV of less than 3 percent, you might as well 
estimate cell cycle phases by eye. On the other hand, if you 
have overlapping DNA diploid and DNA aneuploid distri- 
butions, each with a visible Go /G, and G,+M peak, it's diffi- 
cult for a model to decide which part of the S-phase belongs 
to which population, unless there are discernible jumps in 
that region. 

Mathematical models for deconvoluting DNA histo- 
grams were originally intended principally for application to 
analysis of the perturbation of cell cycle kinetics by thera- 
peutic agents, and they worked fine when applied to clean 
systems. What happened when people first started trying to 
use DNA analysis for clinical purposes was that they went 
running to mathematical models when they came up with 
distributions with Cv's of 8 percent, or 12 percent, in the 
hope that the truth would come out of hiding if given 
enough computer time. This made precious little sense; 

delsl 184-5.1307-8 



450 I Practical Flow Cytometry 

Shapiro’s Seventh Law reminds us that bad data won’t get 
better. 

Generally speaking, the critical information sought from 
mathematical models, particularly by clinicians applying the 
models to distributions from tumor samples, is what is vari- 
ously known as the proliferative fraction, percentage of 
cells in S phase, or S-phase fraction (SPF), because this, 
like DNA aneuploidy, may be predictive of tumors’ biologic 
behavior. To be sure, eyeball estimation and several different 
mathematical models may give several different numbers for 
SPF in a given ~ample8”.~. 

In a previous edition, I said that it struck me as ex- 
tremely unlikely that one method of SPF would turn out to 
yield a predictor of biologic behavior that was statistically 
significantly better than others. I was wrong! I didn’t con- 
sider the effects of debris on SPF calculations. Kallioniemi et 

used a background subtraction algorithm to compen- 
sate for the effects of slicing of tumor cell nuclei during 
preparation of paraffin-embedded specimens, and analyzed 
DNA histograms from breast and prostatic carcinomas. Me- 
dian SPF’s corrected for nuclear slicing were lower than un- 
corrected ones in both breast cancer (7.6% vs. 5.7%) and 
prostate cancer (6.7% vs. 4.2%). Corrected SPF levels re- 
sulted in a more significant survival difference between 
breast cancer patients with values above and below the me- 
dian (p = 0.0014 vs. p = 0.014) and in a higher relative risk 
of death (4.5 vs. 3.1). The same was true for prostate cancer 
survival (p less than O.0001 vs. p = 0.002) and relative risk of 
death (5.3 vs. 3.1). Also see pp. 25-6. 

The two programs most widely used for DNA histogram 
analysis are Bruce Bagwell’s ModFitm (Verity Software 
House) and Peter Rabinovitch’s Multicyclem (Phoenix 
Flow Systems); both use modeling to minimize effects of 
clumps and debris. An example of the application of ModFit 
to deconvolution of a DNA histogram with DNA diploid 
and DNA aneuploid components is illustrated in Figure 1- 
10 (p. 25); the use of the same program, in a modified form, 
in studies with tracking dyes is shown in Figures 7-23 and 7- 

If you are hoping to get good data from a deconvolution 
program, you’ll need a lot of cells in the sample2940, perhaps 
as many as 200 cells per channel in S-phase (p. 240). That 
can mean 50,000 or more cells overall, even if you work 
with a 256-channel DNA histogram. 

24 (pp. 372-3). 

Clinical Application of DNA Content Analysis 
As was noted on pp. 25-26, the quality of analysis of 

both ploidy and S-phase fraction has an impact on the prog- 
nostic relevance, or lack thereof, of the resultant data. 

It has been reported896 that gating on forward and or- 
thogonal scatter may be useful in locating DNA aneuploid 
nuclei, since these parameters may differentiate tumor and 
stromal cell nuclei. It is also possible to stain tumor cell 
populations with fluorescent antibodies, e.g., anti- 
cytokeratin, which define tumor or stromal cell populations, 
and to use fluorescence g a t i ~ ~ g ’ ’ ~ ~ . ~  to select the tumor cells 

for analysis. This facilitates detection of small subpopula- 
tions of DNA aneuploid nuclei in specimens. 

In the mid-l980’s, when it looked as if flow cytometry 
was going to go bounding into the clinical laboratory 
whether the clinical laboratory was ready for it or not, the 
National Cancer Institute set up a nationwide network of 
five institutions, all with considerable experience in the field 
(Memorial Sloan-Kettering Cancer Center, New York, NY, 
Montefiore Medical Center, New York, NY, Rush- 
Presbyterian-St. Luke’s Medical Center, Chicago, IL, the 
University of California at Davis, Davis, CA, and the Uni- 
versity of Rochester, Rochester, NY), to do cooperative stud- 
ies on flow cytometry of bladder cancer. The good news is 
that these five institutions, which used different stains, 
hardware, and sohare,  were able to obtain comparable re- 
sults in analysis of deparaffinized sections from cases of hu- 
man transitional cell carcinoma of the bladde?9’~8. The not- 
so-good news, or perhaps I should call it the sobering fact, is 
that it was much harder to get less of a consensus from 
analyses of specimens that were not previously in paraffin, 
even with all of that expertise being brought to bear on the 
problem. Preparation and preservation of samples to the 
point at which they can be sent around the country and 
produce reliable results was not then a fiit accompli, which 
shouldn’t have surprised me. 

In October, 1992, a DNA Cytometry Consensus Con- 
fe~ence”~~,  bringing together 32 experts in the field from 
Europe and North America, was held under the auspices of 
the International Society of Analytical Cytology. Guide- 
l i n e ~ ” ~ ~  for implementation of clinical DNA cytometry, both 
flow and image, and consensus reviews of the role of DNA 
cytometry in bladder‘74’’, breast1748, colore~tal~’~~, and pros- 
t a ~ ’ ’ ~ ’  cancer and in neoplastic hematopath~logy’~’~ were 
developed and published in Cytometry (Volume 14, Number 
5) in 1993. 

The Conference echoed the recommendations of the So- 
ciety for Analytical Cytology’s Committee on DNA No- 
men~lature’~’, made in 1984, that the terms DNA diploid 
and DNA aneuploid be used to describe cells containing 
apparently normal and apparently abnormal amounts of 
DNA unless actual ploidy is established by cytogenetic stud- 
ies, and that the degree of DNA content abnormality be 
given by the DNA index (D. I.), which is the ratio of GJG, 
peak locations of the sample (tumor) cells and normal or 
reference cells. In order for a sample to be classified as DNA 
aneuploid, two distinct GJG, peaks must be present in the 
histogram. 

It was stressed that the normal cell or stromal compo- 
nent present in tumor samples best represents DNA dip- 
loidy, and therefore provides the best standard. This is an 
important point because, while DNA content in normal 
cells from any given individual is quite uniform, sufficient 
polymorphism exists in the human race as a whole to ac- 
count for a range of variation of about 7% in DNA content 
in DNA diploid cells (G. van den Engh, personal communi- 
cation). 
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It was also recommended that details of the methods 
used to isolate and prepare cells and to analyze histograms be 
provided in publications dealing with DNA content analysis, 
and that mean CVs and ranges for both DNA diploid and 
DNA aneuploid populations be included. Samples from 
solid tumors should, in general, contain at least 20% tumor 
cells, and, particularly if SPF is to be determined, a mini- 
mum of 10,000 events should be analyzed. When S-phase 
populations of DNA diploid and DNA aneuploid cells over- 
lap, a weighted average of the two SPF's should be reported; 
however, it has not been determined whether this practice 
yield prognostic information as good as or better than is 
obtained when all S-phase is attributed to the tumor cells. 

It was further recommended that each laboratory should 
define its own ranges of DNA diploidy and aneuploidy, and 
of high, intermediate, and low SPF, for each tumor type, 
and that studies of outcomes be based on analyses of three or 
more groups (e.g., high, intermediate, and low SPF) rather 
than on analysis of patients falling above and below the me- 
dian. 

The consensus review on bladder cancer'747 recom- 
mended analysis of both biopsy and bladder irrigation sam- 
ples at diagnosis and of irrigation samples at follow-up; it 
was felt that flow cytometry should not be used either for 
bladder cancer screening or for work-up of microscopic he- 
maturia. 

According to the breast cancer consensus review1748, while 
operable lesions with a D. I. of 1 .O have a favorable progno- 
sis compared to DNA aneuploid tumors, DNA index does 
not achieve independent prognostic significance because it is 
strongly correlated with more powerful prognostic indica- 
tors. SPF, while strongly associated with tumor grade, retains 
independent predictive power (but see pp. 25-6). It was rec- 
ommended that fresh frozen samples containing a substan- 
tial proportion of malignant cells be used for analysis. 

The colorectal cancer consensus review1749 concluded that 
prognostic significance of DNA aneuploidy has not been 
established, although there is strong evidence for it in Dukes' 
stage B and C lesions. SPF appears to be a more powerful 
prognostic factor. 

According to the consensus re vie^'^", neither DNA ane- 
uploidy nor SPF has been established as predictive in pros- 
tate cancer; few studies have been done on the latter, while 
studies on the former have yielded conflicting results. 

In hematologic neoplasms1750, DNA aneuploidy is associ- 
ated with favorable outcomes in acute lymphocytic leukemia 
(ALL) in children, but not in adults; there is no prognostic 
value for ploidy analyses in acute myelocytic leukemia 
(AML) or non-Hodgkin's lymphoma (NHL), but SPF is 
prognostically significant in NHL. 

The potential for clinical application of cytometry, 
whether flow or image, in cancer depends on the prevalence 
of the disease. According to the 1993 prediction of Ameri- 
can Cancer Society1752, there would be 1,208,000 new cancer 
cases in the U.S. in 1994; of these, 51,200 would represent 
bladder cancer, 183,000, breast cancer, 149,000, colorectal 

cancer, and 200,000, prostate cancer. Among the 94,200 
hematologic neoplasms, there would be 45,000 cases of 
NHL, 12,500 of lymphocytic leukemia, and 11,400 of 
granulocytic leukemia, with the leukemia statistics represent- 
ing both acute and chronic forms of the disease. 

DNA Content Alternatives: Static Photometry 
and Scanning Laser Cytometry 

Static photometry and image analysis can produce 
DNA content distributions from Feulgen-stained cells with 
precision almost comparable to that obtained from flow 
cytometry, at least when clinical specimens containing iso- 
lated nuclei are being analyzed. In theory, one can use image 
analysis to do DNA content determinations on nuclei in 
tissue, but the s o h a r e  remains a problem. While static 
methods are slower than flow cytometry, you do get to keep 
the cells on the slide, and to decide which are likely to be 
representative of tumor cells and stromal elements, and you 
don't need that many cells in a sample, which is advanta- 
geous when you are trying to do ploidy or SPF determina- 
tions on needle biopsy specimens. 

The relatively new technique of scanning laser cytome- 
try offers many of the advantages of both flow cytometry 
and image analysis. CompuCyte's Laser Scanning Cytome- 

analyzes cells on a slide or other solid 
substrate, and produces low-resolution image data from 
which whole-cell measurements of DNA content, im- 
munofluorescence, etc. can be derived. The LSC measures 
forward scatter and fluorescence in four or more spectral 
ranges using a 488 nm laser as its primary light source; most 
units also have a red laser and a violet diode laser is also of- 
fered as an option. The LSC is built around an upright mi- 
croscope; the newer icyte", built around an inverted mi- 
croscope, offers some additional features and the capability 
for analysis of specimens in microtiter plates and culture 
dishes. Both instruments are substantially faster than the 
older image analysis systems, making it feasible to analyze as 
many as a few thousand cells in a clinical sample. Although 
CVs obtained using the LSC in DNA analysis are typically 
higher than those obtained by flow cytometry, several re- 
ports have found the LSC and flow cytometry equally effec- 
tive for ploidy and SPF measurement in solid  tumor^^^'^-**. 
Other applications of scanning laser cytometry in general 
and of the LSC in particular will be discussed elsewhere in 
this chapter. 

ter (LS cTM) 2047.2380-I .2918 

The Mummy's CCIAT: DNA Content Analysis 
in Anthropology and Forensic Science 

reported the ability to detect intact nuclei in 
DAPI-stained cortical bone samples removed from individu- 
als buried in Egypt approximately 2,000 years ago. When 
intact cells are found in a sample, it increases the likelihood 
that further investigations, such as extraction, amplification, 
and sequencing can be done successfully. Although the point 
was not specifically discussed, it seems likely that sorting 
intact nuclei from a sample containing large amounts of 
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debris would yield a better starting preparation for further 
analysis. 

This technique may be applicable to fresher material for 
forensic purposes as well, even if it won’t quite get us to 
Jurassic Park. Schoell et a12923-4 presented experimental evi- 
dence that flow sorting could be used to isolate sperm from 
vaginal samples taken from sexual assault victims for subse- 
quent PCR amplification and identification; there are two 
major problems with this work. First, while cytometry allows 
the identification of sperm on the basis of haploid DNA 
content and other characteristics, flow sorting is not well 
suited to work with very small numbers of cells; a slide-based 
technique such as r n i c r ~ m a n i p u l a t i o n ~ ~ ~ ~  (relatively low- 
tech) or laser capture r n i c r o d i ~ ~ e c t i o n ~ ~ ~ ~ ~ ~  (relatively high- 
tech) would be preferable, assuming the authorities have the 
budget. Second, the authors appear to have published the 
same paper twice. 

Cina2933 and Di N ~ n n o ~ ~ ~ ~ - ~  and their colleagues report 
that the degree of degradation of DNA in various tissues, as 
determined by flow cytometry, can provide a precise esti- 
mate of time of death; they recommend a needle biopsy of 
the liver as a source of cells. Maybe I should follow in my 
father’s footsteps and set up a forensic cytometry lab. 

Half a Genome is Better than None: 
Sperm Sorting 

Brave New World aside, the separation of X- and Y- 
chromosome-bearing sperm is of great practical and eco- 
nomic importance for breeders of domestic animals2324. The 
obvious way in which to do this depends upon the demon- 
stration of differences in DNA content between the two 
kinds of sperm. However, it is probably fair to say that ear- 
lier flow cytometric studies of sperm DNA96’121’582-4 revealed as 
many instrumental differences between flow cytometers as 
DNA content differences in sperm. 

The DNA in sperm heads is in a highly condensed state, 
and there are a variety of shapes of sperm heads, many of 
them asymmetric, in sperm from different animal species. 
This asymmetry causes artifacts in DNA content measure- 
ments in some flow cytometers in which sperm passing 
through the instrument in different orientations are un- 
evenly illuminated or in which collection of fluorescence is 
perturbed by differences in orientationl2I. Slit-~canning582.~~’~, 
and fluidics that align cells passing through the apparatus583, 
have been used to improve measurement quality; MCtCzeau 
et al”” used a combination of axial extinction and forward 
scatter measurements to detect orientation, essentially com- 
pensating the DNA measurement. As Figure 7-1 1 (p. 31 1) 
dramatically illustrates, it is possible to build a flow cytome- 
ter optical system that can almost completely distinguish X- 
and Y-chromosome-bearing sperm, although whether such 
resolution can be achieved with preservation of viability re- 
mains in question. 

It is now possible to discriminate and sort X- and Y- 
by flow sperm from domestic animals584,1968-78 

cytometry. There was some question as to whether sperm 

and men1979.2322-3 

stained with Hoechst 33342 for viable cell sorting DNA 
fluorochromes were desirable for use in insemination; Lib- 
bus et noted an increased frequency of chromosome 
aberrations when sperm which had been stained and sorted 
were microinjected into hamster eggs, but Morrell and 

did not find abnormalities in the offspring of 
rabbits fertilized with sperm which had been stained with 
the Hoechst dye, whether or not the sperm had been sorted. 
There have been live births in animals following fertilization 
with sorted Johnson, Flook and Hawk”73 re- 
ported 94% female offspring in rabbits using X-enriched 
sperm and 8 1% male offspring using Y-enriched sperm. 

Larry Johnson, of the U.S. Department of Agriculture, is 
the undisputed world leader in sperm sorting; after doing 
extensive work with sperm from domestic animals, he and 
his collaborators at the Genetics and IVF Instute (Fairfax, 
VA)1979 sorted human sperm, achieving 75% purity of Y- 
sperm and 82% purity of X-sperm, and suggested that sort- 
ing might be a useful way of dealing with X-linked diseases 
in man. A report of this work inspired one of the science 
writers at The Boston Globe to produce a column suggesting 
that we might eventually be able to use gene probes to prese- 
lect “nice” offspring; I expect Larry got a good laugh out of 
the copy I sent him. Then he and his colleagues went back 
to work, and in 1998 they reported deliveries of normal ba- 
bies after insemination or in vitro fertilization with X- 
enriched sorted sperm. Offspring were of the desired female 
gender in 92.9% of the p r e g n a n c i e ~ ~ ~ ~ ~ - ~ .  

I heard a rumor when I was writing the last edition that 
some success in isolation of X- and Y-sperm had been 
achieved using monoclonal antibodies raised by immuniza- 
tion of mice with sperm separated based upon DNA con- 
tent, but I think I got a bum steer, which is just what cattle 
breeders are trying to avoid by separating sperm. Actually, 
one antibody that was thought to be preferentially expressed 
on Y-sperm has turned out not to be1978’2939. An attempt to 
separate X- and Y-sperm on a Percoll gradient also didn’t 

Van Munster and  colleague^^^^^-^ found that sperm vol- 
ume, measured by interferometric flow cytometry, was pro- 
portional to DNA content, and succeeded in obtaining frac- 
tions of bull semen enriched for X- and Y-sperm by sorting. 
This will undoubtedly stimulate somebody to build a sperm 
sorter incorporating a Coulter volume measurement; if it 
works as well as the current hardware and eliminates the 
need for Hoechst 33342 staining, the technology is likely to 
be widely used to assist both human and animal reproduc- 
tion. 

XY, Inc., established in 1996 as a jojnt venture between 
Cytomation (now DakoCytomation) and Colorado State 
University, runs several facilities for sorting animal sperm. 
They have licensed the patents based on Larry Johnson’s 
work. Figure 10-3, on the next page, illustrates the proce- 
dure used at X-Y for separation of X- and Y-sperm from bull 
semen. The apparatus is a modified MoFlo cell sorter; a bev- 
eled injector needle is used to orient sperm, and Hoechst 
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Figure 10-3. Separation of X- and Y- bull sperm based on forward and orthogonal scatter and forward and 
orthogonal Hoechst 33342 fluorescence measurements. Courtesy of Mike Evans, XY, Inc. 

33342 fluorescence is measured in the forward direction as 
well as through conventional orthogonal collection optics. 
Properly oriented sperm are gated based on measurements of 
forward and side scatter and fluorescence; sort gates are set as 
shown on a magnified display of forward fluorescence peak 
vs. integral values. 

The Widening C,, IC, re Detecting Mutation 

The very first issue of Cytometry (July 1980) contained a 
paper by Otto and Oldige~~’~’ on flow cytometric detection 
of chromosomal aberrations (clastogenic effects) induced in 
cultured cells by mutagens and x-rays. The authors used a 
high-resolution arc-source flow cytometer to analyze isolated 
chromosomes and cell nuclei stained with DAPI. The detec- 
tion of clastogenic effects is a mainstay of toxicologic studies, 
and, until Otto and Oldiges proposed a flow cytometric 
method, required examination of metaphase chromosomes 
on slides. Their initial experiments correlated clastogenic 
effects with increases in the CV of peaks representing the 
largest chromosome. They then reasoned that, because cell 
division in cells containing chromosomal aberrations results 
in unequal distribution of DNA between daughter cells (i.e., 
mere aneuploidy is loosed upon the world), it should be 
possible to detect clastogenic effects by measuring DNA 
content distributions of whole nuclei and determining 
whether the CV of the Go / G ,  peak was greater in cells ex- 
posed to clastogenic agents than in controls. The whole cell 
method has two obvious advantages; it eliminates the need 
to synchronize cells in mitosis to obtain chromosomes for 

analysis, and, because nuclei contain substantially more 
DNA than do chromosomes, it decreases the contribution of 
photoelectron statistics to measurement variance. 

As Otto and Oldiges put it, “This effect is assumed to be 
measurable, using high resolution flow cytometry.. .” The 
DNA content distributions measured from their control cells 
had CVs of 1.2 and 2.0 percent, making it relatively easy to 
detect small, dose-dependent increases in cells exposed to 
clastogenic agents. It can safely be assumed that the method 
has been used by others who, for various reasons, have not 
obtained equivalent measurement precision. It is therefore 
logical to ask whether there is a reliable statistical procedure 
for analysis of CV data obtained from clastogenicity experi- 
ments. Misra and E a s t ~ n ~ ~ * ’  have developed one that they 
claim is more robust than some that have been used previ- 
ously; it’s worth looking into if you work in this area. 

Detecting DNA Synthesis: Cell Kinetics 

Kinetics Before Flow Cytometry: Mitotic Indices, 
Doubling Times, and Radiolabel Studies 

In order to precisely define the kinetics of a cell popula- 
tion (an excellent discussion of cell kinetics and the relevant 
radioisotope methodology can be found in Steel’s book3”), 
you really need to know both the cells’ DNA content, and 
their DNA synthesis rate. I have given a little bit of the 
history of cell kinetic studies on pp. 85-6. Before 1950, it 
wasn’t easy to measure either DNA content or synthetic rate, 
so the literature on kinetics was restricted to analysis of mi- 
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totic indices and doubling times. The mitotic index is 
obtained "simply" by counting the fraction of mitotic cells 
in the population, which isn't always as easy as it sounds. 
Under the best of circumstances, it isn't always easy to iden- 
ti@ cells in early prophase and late telophase; in mixed cell 
populations, e.g., in bone marrow or tissues, you can't al- 
ways be sure which of the cells you're looking at belong to 
the subpopulation of interest. Also, as I found out many 
years ago, unless you analyze, fix, or refrigerate samples 
within minutes after they are taken, you may get erroneously 
low mitotic indices; at least some mitotic cells in excised 
tissue at room temperature will proceed happily through 
mitosis. Finally, if the mitotic index is low, you have to 
count a lot of cells to get a precise value. Cytometry can help 
with that; see pp. 277,320 and 462. 

Doubling times for nonmotile cells can be determined 
unequivocally using the venerable method of time-lapse 
photography"'"'", which allows an observer to monitor the 
development of clones from single cells. These days, it makes 
more sense to use a more sophisticated technique such as 
laser scanning cytometry, which allows multiparameter 
measurements to be done on each cell in a cloneB45. Dou- 
bling times for cells in suspension can be estimated fairly 
reliably from visual or instrumental cell counts done at in- 
tervals. However, when we get back to the real world, we 
can't derive equally trustworthy information from such data 
as tumor volume measurements, because cell loss is at least 
as important as the kinetics of reproductively competent 
cells in determining tumor growth rates. Cell loss should be 
detectable in time-lapse studies of individual cells and their 
progeny, but may or may not be detectable in cell suspen- 
sions. 

The introduction of tritiated thymidine ('H-TdR) as a 
tracer in the late 1950's made it possible to estimate DNA 
synthesis rates in populations by bulk measurements of up- 
take, done in scintillation counters, and to determine hete- 
rogeneity in labeling patterns by autoradiography. Several 
assumptions underlie the use of 'H-TdR for the study of 
DNA synthesis patterns in cell populations. It is assumed 
that the 'H-TdR is either incorporated into DNA by cells or 
lost, i.e., that the tritium label is not transferred to cellular 
constituents other than DNA as a result of thymidine ca- 
tabolism. It is also assumed that cells do not have large en- 
dogenous thymidine pools, and will thus incorporate exoge- 
nous 'H-TdR into DNA if the labeled material is present 
during the period of DNA synthesis. This issue can be 
forced to some extent by adding a substance such as 5- 
fluorouracil during the period of 'H-TdR exposure. It is 
assumed that the administered label is equally accessible to 
all cells in the population under study. Finally, it is assumed 
that the tritium label is not administering a heavy enough 
dose of radiation therapy to the cells to perturb their DNA 
synthesis. These same assumptions must be made when an- 
other labeled nucleotide, e.g., bromodeoxyuridine (BrUdR, 
BrdU, BrdUrd, etc.), is used in place of as 3H-TdR as a 
DNA label, and it can sometimes be shown that one or more 

assumptions are invalid, depending upon the cell system 
chosen, the dose of tracer used, etc. 

When incubated with 'H-TdR, either for a brief period 
(a pulse of 5-60 minutes' duration) or for a longer time, 
cells synthesizing DNA, i.e., those in the S phase of the cell 
cycle, incorporate the tracer. The labeling index (L.I.), i.e., 
the fraction of cells incorporating enough 'H-TdR during 
incubation to produce exposed grains in an overlying 
autoradiographic emulsion, provides information about 
DNA synthesis patterns in a cell population. After pulse 
labeling, the L.I. should represent the percentage of cells in S 
phase; if there are no quiescent cells in the population, the 
L.I. should approach 100 percent as the labeling time in- 
creases. 

Analysis of a cohort of cells labeled at a specific point in 
the cycle should provide an estimate of the average genera- 
tion or cell cycle time, provided this does not exhibit tre- 
mendous cell-to-cell variance. The most common technique 
for deriving such information follows the percentage of 
labeled mitoses (PLM) over time following pulse labeling. 
The resulting PLM curve is a periodic function, with the 
time interval between the first and second relative maxima 
representing the generation time. 

While some attempts were made to mechanize auto- 
radiographic grain counting, the vast majority of studies 
involving quantitative autoradiography were done by human 
observers counting grains under transmitted light micro- 
scopes. This process was tedious, but the manpower and the 
microscopes were readily available at the time, whereas 
measurements of DNA content by Feulgen staining or UV 
absorption would have required microspectrophotometers, 
which were hard to come by. The few studies that combined 
Feulgen DNA content measurements and autoradiography 
took months to do. 

Labeling Index versus DNA Content 

Since the early 1970's, flow cytometers have provided us 
with cheap and plentiful DNA content analyses, while 
autoradiography has not gotten appreciably easier, despite 
the introduction of high specific activity tritiated thymidine 
and of other technical refinements that shorten exposure 
time from months to hours. As might be expected, this has 
led many people to employ flow cytometry almost to the 
exclusion of autoradiography in studies of cell kinetics. The 
distribution of DNA content in cell populations, like the 
labeling index, provides an estimate of the fraction of cells in 
S phase; in this case, the estimate is obtained from the frac- 
tion of cells with a measured DNA content between that of 
the GJG, (diploid or 2C) and G, + M (tetraploid or 4C) 
values (for the population in question; in tumor cells, the 2C 
value frequently differs from the 2C value for normal cells of 
the host). 

Several circumstances can produce discordance between 
the S phase fractions estimated from labeling indices and 
from DNA content measurements. In principle, DNA repair 
on a massive scale might produce labeling indices higher 
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than the fraction of cells with S phase DNA content, but the 
discrepancy, when one exists, is usually in the other direc- 
tion. An “So” population of cells, which have stopped syn- 
thesizing DNA in the middle of S phase, will be character- 
ized as in S phase by their DNA content but will not label 
with ’H-TdR the fraction of cells in S phase will therefore 
be higher than the labeling index. 

The same result will occur if the cells being studied cata- 
bolize thymidine. Squirrel cells do this8”-*; when looking at 
cell kinetics in hibernating ground squirrels833, I found no 
labeling with thymidine in marrow cells from hibernating 
animals - and none in cells from animals that weren’t hiber- 
nating, either. Using tritiated deoxycytidine, which squirrels 
don’t catabolize, as a tracer, it was possible to demonstrate a 
greater than 10-fold decrease in DNA labeling during hiber- 
nation, although DNA histograms from hibernating and 
alert animals showed the same percentages of cells in S 
phase. This certainly convinced me that critical studies of 
cell kinetics require measurement of both DNA content and 
labeling; but it’s easy to say things like that when you’re not 
stuck with doing all the work. 

Early Flow Cytometric Approaches to Labeling 
Using BrUdR and 3H-TdR 

A strategy proposed by Lat$36-s’’83-4 (also see p. 308) was 
based on the observation that the fluorescence of dyes such 
as Hoechst 33258 and 33342 was partially quenched when 
the dyes bound to regions of DNA in which bromodeoxyu- 
ridine (BrUdR) was incorporated in place of thymidine. 
Latt, George and G r a F  showed that Hoechst dye fluores- 
cence in cells grown in the presence of BrUdR was decreased 
relative to the fluorescence of cells grown without BrUdR. 
Under these circumstances, however, Hoechst dyes can pro- 
vide information about DNA content or information about 
BrUdR incorporation, but not both. 

Other techniques for estimation of DNA synthesis rates 
based upon BrUdR effects on the fluorescence of a DNA 
fluorochrome were described by SwartzendrubeP and by 
Darzynkiewicz et al’“. Swartzendruber found that mithra- 
mycin fluorescence was enhanced in cells exposed to BrUdR, 
while Darzynkiewicz et al reported that the green DNA- 
specific fluorescence of A 0  was decreased approximately 
40% in stimulated lymphocytes grown for a generation time 
in the presence of BrUdR. Maddox, Johnson, and 
K e a t i ~ ~ g ’ ~ ~ ~  reported in 1989 that A 0  quenching could be 
used in a relatively routine fashion for detection of BrUdR 
incorporation in normal and leukemic marrow cells. 

Gray et a13” combined flow cytometry and isotope tech- 
niques to devise a rapid method analogous to the classical 
radioisotope technique of determining the fraction of la- 
beled mitoses in a cell sample. Cells pulse labeled with triti- 
ated thymidine (or another radioactive DNA precursor are 
harvested at different times and stained with a DNA fluoro- 
chrome, after which cells within a narrow window in mid-S 
phase (defined as “S,”) are sorted and the radioactivity per 
cell (RCS,) determined by scintillation counting. The dura- 

tion of S phase and of the total cell cycle are determined 
from fluctuations in RCSi values with time. 

Detection of Incorporated BrUdR with Hoechst 
Dyes and Propidium Iodide 

Bohmer and Ell~ar?~-’ and Noguchi et al”’ independ- 
ently described essentially identical methods that estimated 
both BrUdR incorporation and total DNA content by com- 
bining ethidium or propidium with the Hoechst dyes for 
nuclear staining. Both dyes are excited by W light; how- 
ever, since Hoechst dye fluorescence is quenched by BrUdR 
and ethidium and propidium fluorescence are not, cells that 
have labeled will have relatively lower Hoechst dye fluores- 
cence than unlabeled cells. By analysis of the Hoechst dye 
fluorescence distribution of cells with propidium fluores- 
cence values corresponding to a window in S phase, it is 
possible to get the same information as would be obtained 
from cell sorting and scintillation counting in the RCS, 
method3”, with less expenditure of time and effort. 

Proponents of the  neth hod'^^^.^ reported that flow cy- 
tometric analysis of BrUdR-quenched 33258 Hoechst fluo- 
rescence could be used to measure the GI,  S, and G, + M 
phases in each of three successive cell cycles after mitogen 
stimulation of peripheral blood lymphocytes. The data allow 
assessment of growth fraction, lag-time, compartment exit 
rate, compartment duration, and compartment arrest. Asyn- 
chronous cell populations can be analyzed as well’657, and 
low-power He-Cd lasers are usable as W excitation 
sources . 1658-9 

Detection of BrUdR Incorporation with 
Anti-BrUdR Antibodies 

Gratzner et a1391-2 proposed the use of fluorescent anti- 
bodies to detect BrUdR incorporation in the mid 1970’s, at 
which time problems in the development and standardiza- 
tion of antisera limited application of the technique. Im- 
proved anti~era’~~ and, later, development of a monoclonal 
antibody to BrUdR3’4 (available from B-D) increased sensi- 
tivity and specificity sufficiently to make immunofluores- 
cence a practical and widely used method for estimation of 
DNA synthesis from BrUdR incorporation; it is possible to 
detect a much smaller amount of BrUdR with antibody than 
could reliably be detected by the quenching technique de- 
scribed above. The entire November 1985 issue of Cytorneq 
was devoted to the development and use of monoclonal anti- 
bodies against BrUdR; this has also appeared in book form”‘“ 
and is an essential reference on the technique. 

If you can use the anti-BrUdR antibody method, you 
can probably distinguish cells in early S phase from those in 
GI and cells in late S phase from those in G, well enough so 
you won’t need to do elaborate mathematical analyses to 
deconvolute DNA histograms. The flow cytometric aspects 
of the procedure are straightforward, since the reagents used, 
normally propidium iodide and fluorescein-labeled antibod- 
ies, can be excited by a single blue-green beam, making the 
technique usable on most instruments. 
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Whether or not you can readily apply the anti-BrUdR 
immunofluorescence technique to the cell type(s) you want 
to study is another matter. The sample preparation method- 
ology described by Dolbeare et a1395’835 is technically demand- 
ing, must be optimized for individual cell types, and works 
well with some cell types and not with others. Thus, al- 
though measurements of labeling indices may provide im- 
portant information relevant to the prognosis and/or treat- 
ment of tumors, the immunofluorescence method for mak- 
ing such measurements, at its present state of development, 
is not readily adaptable to routine clinical use. 

Difficulties in cell preparation arise because the “anti- 
BrUdR antibody reacts only with BrUdR in single-stranded 
DNA; therefore, before the antibody can be used, nuclear 
DNA must be denatured in situ by treatment with acid 
and/or by heatin?’. In some cases, it is essentially impossi- 
ble to get enough denaturation to bind antibody while leav- 
ing enough DNA to stain; anti-BrUdR antibodies cannot be 
used, for example, to analyze DNA synthesis in bacteria. A 
high-affinity monoclonal antibody to iododeoxyuridine in 
DNA has also been made839; this can offer increased sensitiv- 
ity compared to anti-BrUdR antibodies, but still requires 
DNA denaturation before it can be used. According to Hoy, 
Seamer, and Schimke1660, the cell density, volume of solution 
used, and pH at which denaturation is carried out are all 
critical. Larsen et all“’ reported that DNA analysis was bet- 
ter, and that there was less cell aggregation and cell loss, 
when the wash steps were omitted following immunofluo- 
rescent staining. Still and all, it’s not easy. 

When technical considerations do permit its application, 
the anti-BrUdR antibody technique can be used with pulse 
and continuous labeling to estimate all cell cycle parameters 
that could be estimated from ’H-TdR 
Bakker et a11MZ-3 extended the methodology to permit dou- 
ble-labeling experiments to be done with chloro- and iodo- 
deoxyuridine and two different antibodies; Toba, Minton, 
and Bray’664 reported that BrUdR incorporation and pheno- 
type could be measured simultaneously, using fluorescein- 
and phycoerythrin-labeled antibodies, respectively, if 7-AAD 
instead of propidium were used to stain DNA. White and 
his  colleague^^^^^^^^^^ and others (see p. 247 and references 
2492-6) have developed models for bivariate analysis of 
BrUdR incorporation data. 

Cytochernical Detection of BrUdR Incorporation 
Using Difference and Ratio Signals 

Crissman and S t e i n k a m ~ ~ ~ ’  described a rapid cytochemi- 
cal method for detecting BrUdR that does not use antibod- 
ies and does not require DNA denaturation; however, it calls 
for fancier hardware, once again dashing our hopes for a free 
lunch. 

The quenching of Hoechst dye fluorescence by BrUdR 
serves as the basis for the new technique, as it does for the 
Hoechst/PI method described previously. In this instance, 
following culture in the presence of BrUdR, cells are fixed 
(in cold ethanol) and stained simultaneously for 1 hour with 

0.5 pg/ml Hoechst 33342 and 5 pg/ml mithramycin in the 
presence of 5 mM MgCI,. They are then analyzed in a dual- 
beam flow cytometer, using UV light to excite Hoechst dye 
fluorescence and violet or blue-violet light to excite mithra- 
mycin fluorescence. 

In Crissman and Steinkamp’s method, mithramycin 
fluorescence intensity indicates DNA content, while the 
difference signal, i.e., mithramycin fluorescence minus 
Hoechst fluorescence, provides a measure of the amount of 
BrUdR incorporated. The electronic subtraction magnifies 
the differences between fluorescence from the quenched and 
unquenched DNA fluorochromes; however, the results are 
probably cleaner than might be obtained by using a differ- 
ence signal between Hoechst dye and propidium and 
ethidium fluorescence. This is so because ethidium and 
propidium themselves substantially quench Hoechst dye 
fluorescence, decreasing its intensity considerably and gener- 
ally leading to lower measurement precision; mithramycin 
does not quench Hoechst dye fluorescence to nearly the 
same extent. The ratio of mithramycin fluorescence to 
Hoechst dye fluorescence may also be used to provide the 
measure of BrUdR incorporation. While Crissman and 
Steinkamp developed this technique with Los Alamos’ mul- 
tibeam flow cytometer, using very large argon and krypton 
ion lasers for excitation, it is perfectly feasible to measure 
the relatively bright fluorescence from Hoechst 33342 and 
mithramycin-stained cells in instruments using more modest 
light sources, e.g., a Cytomutt equipped with an air-cooled 
He-Cd laser emitting 325 nm and 441 nm simultaneously 
(I’ve tried this dye combination and light source with excel- 
lent results) or a multibeam (365 and 436 nm) Hg arc lamp 
sys tem88’844. 

Breaking Up Is Easy To Do: SBIP, a Simpler Way 
to Detect BrUdR Incorporation into DNA 

from Darzynkiewicz’s 
lab described a greatly simplified method for detection of 
BrUdR incorporation. BrUdR acts as a photosensitizer for 
DNA; UV illumination of DNA containing the label leads 
to strand breaks at the sites of incorporation. After exposure 
to BrUdR, cell suspensions in Petri dishes are illuminated 
for 5 min with 300 nm light by placing them atop an ana- 
lytical DNA transilluminator. The DNA strand breaks in- 
duced by illumination are then labeled by incorporation of 
digoxigenin- or biotin-labeled dUTP, with terminal de- 
oxynucleotidyl transferase (TdT) added to catalyze the reac- 
tion. The labeled dUTP can then be detected using fluo- 
resceinated anti-digoxigenin antibodies or fluorescein- 
straptavidin. Results obtained using the newer SBIP (Strand 
Breaks Induced by Photolysis) method and the standard 
technique employing anti-BrUdR antibodies are compared 
in Figure 10-4, on the next page. 

The major advantage of the SBIP method is that it does 
not require DNA denaturation; this allows phycoerythrin 
antibodies to be used to detect cell surface or intracellular 
antigens, which might be destroyed during denaturation. 

A 1994 publication by Li et 
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Figure 10-4. Detection of BrUdR incorporation using anti-BrUdR antibody (A and B) and the SBIP method (dUTP 
labeling of strand breaks induced by photolysis) (C and D) in HL-60 cells grown in the presence (B and D) and 
absence (A and C) of 50 pM BrUdR for 1 h. The x-axis shows DNA content, indicated by propidium fluorescence, 
on a linear scale; the y-axis shows BrUdR content, indicated by fluorescein fluorescence, on a logarithmic scale. 
The figure, reproduced with permission, is from X Li et al, lntl J Oncology 41157-61,1994'Md, and was provided by 
Zbigniew Darzynkiewia (New York Medical College). 

Unlike the Hoechst/PI and Hoechst/mithramycin tech- 
niques, the SBIP method requires only 488 nm illumina- 
tion. The method can also be adapted to distinguish be- 
rween strand breaks due to apoptosis and to BrUdR, perrnit- 
ting simultaneous analysis of apoptosis and DNA synthe- 
 is'^'^. Further refinements of the SBIP technique were in- 
troduced in 1995. It was noted2946 that prior incubation with 
Hoechst 33258 increased the number of strand breaks pro- 
duced during a given period of W illumination; it was also 
possible to incorporate BODIPY- or fluorescein-labeled 
dUTP rather than digoxigenin- or biotin-labeled dUTP at 
strand breaks, eliminating the need for the addition of fluo- 
rescently tagged anti-digoxigenin antibody or streptavidin to 
produce detectable labeling. However, in another paper pub- 
lished the same year2947, the authors reported that BrdUTP, 
which is much less expensive than dUTP labeled with bio- 
tin, digoxigenin, BODIPY, or fluorescein, was efficiently 
incorporated at strand break sites and was readily detected 
by fluoresceinated anti-BrUdR antibodies, producing signals 
severalfold brighter than those obtained using directly or 
indirectly tagged nucleotides. 

The application of the SBIP method to cells labeled with 
a tracking dye such as CFSE (see pp. 372-4) should allow 
derivation of cell cycle phase information in five or more 
successive generations of cells, surpassing the capacities of 
the Hoechst/PI method in this regard. 

When I wrote the previous edition of this book, I was 
sure that the SBIP technique would replace methods that 
used anti-BrUdR antibody to detect BrUdR incorporation. 

However, within a year or two, the SBIP method was modi- 
fied to use anti-BrUdR antibody, and the story doesn't end 
there. 

Anti-BrUdR Antibody: Seeing the Light 

The major objection to the original anti-BrUdR anti- 
body methods arose because it was necessary to denature the 
DNA in order to get the antibody to react with incorporated 
BrUdR. A few years afier the SBIP method was published, 
light bulbs lit up in the heads of Hammers, Kirchner, and 
S ~ h l e n k e ~ ~ ~ * ,  who reported in 2000 that the DNA denatura- 
tion step could be eliminated by incubating the cells with 
Hoechst 33258 and irradiating them with UV light, as was 
done in the SBIP method. They found that if the cells were 
then transferred to a hyoptonic (68 mOsm) buffer, anti- 
BrUdR antibodies would bind to the incorporated BrUdR. 
W - A ,  UV-B, and W-C sources were tested; light at 280- 
320 nm from an 8 W W - B  bulb yielded the best results. 

Cytochemical Detection of BrUdR: Still Around 

The anti-antibody folks haven't been resting on their 
laurels since the previous edition appeared, either. Frey2620 
noted in 1994 that the fluorescence of both LDS-751 and 
TO-PRO-3 was enhanced in the presence of DNA into 
which BrUdR had been incorporated. LDS-751 can be ex- 
cited at 488 nm and emits at 670 nm; staining cells with a 
combination of LDS-751 and propidium can therefore be 
used to detect BrUdR incorporation using only a 488 nrn 
excitation beam. As it happens, it is also possible to use a 
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single 488 nm excitation beam for cells stained with a com- 
bination of propidium and TO-PRO-3, because there is 
enough energy transfer from propidium to TO-PRO-3 to 
produce a usable signal. Beisker et a12949 used dual-laser in- 
strument with a 488 nm beam exciting propidium fluores- 
cence and red He-Ne or diode lasers exciting TO-PRO-3 
fluorescence in isolated nuclei, and found that concentra- 
tions of 50 pM propidium and 0.3 pM TO-PRO-3 pro- 
vided the best compromise between BrUdR detection sensi- 
tivity and DNA histogram resolution. Some of their results 
appear below in Figure 10-5. 

If you have any experience with nucleic acid sequencers, 
you are likely to be aware that at least some of them work by 
incorporating fluorescently labeled nucleotides into oligonu- 
cleotides. Wouldn’t it be nice if we could put those fluores- 
cently labeled nucleotides into DNA in vivo? Yup. But we 
can’t, at least not yet. 

Label or Slander? 

While we tend to regard established methods as having 
more of a ring of truth about them than newer ones, it is 
apparent that techniques based on incorporation of tritiated 
thymidine or other radioisotopes are not themselves without 
warts. High specific activity thymidine may administer 
enough radiation therapy to cells exposed to it to affect their 
rate of progress through the cell cycle. Also, the validity of 
many studies involving measurements of isotope uptake rests 
on assumptions that pool sizes remain constant and that the 
isotope used is not reutilized or metabolized. This has cer- 
tainly not been established for every cell system studied with 
radioisotopes. One of the few published papers that com- 
Dared the two kinetic methods found marked discreDancies 

PI fluorescence 

Figure 10-5. Use of a combination of propidium 
and TO-PRO-3 to detect bromodeoxyuridine incor- 
poration. Propidium fluorescence insensitive to 
BrUdR incorporation) is shown on the X-axis; the Y 
axis shows the quotient of TO-PRO-3 and propidium 
fluorescence. From W. Beisker et al, Cytometry 
37221-9, 1999 (Reference 2949), 0 John Wiley Sr 
Sons, Inc., used by permission. 

Cytochemical detection of BrUdR incorporation is 
somewhat less sensitive than detection using antibody and/or 
strand break techniques; cells are typically incubated with 
concentrations of 20-60 pM BrUdR, which may affect cell 
growth. However, cytochemical detection could, at least in 
principle, make it possible to assess BrUdR incorporation in 
viable cells, which is not possible when either antibody or 
strand break techniques are used. 

Mozdziak et alZq5’ found it possible to enrich cells with 
and without BrUdR to a purity of over 90% when sorting 
from mixtures of cells stained with Hoechst 33342 alone, 
but it was difficult to assess fractions of cells in diRerent 
phases of the cell cycle in the BrUdR-containing cell popula- 
tion because fluorescence intensity was low. I am not aware 
of any reports in the literature on the interaction of 
DRAQ523’8-’ with DNA containing BrUdR. DRAQ5 is the 
only dye other than Hoechst 33342 and a few other Hoechst 
dyes that has been reported to stain DNA stoichiometrically 
in living cells. If DRAQ5 fluorescence is either unaffected by 
the presence of BrUdR in DNA or enhanced by it, it should 
be possible to use a combination of Hoechst 33342 and 
DRAQS with UV and 488 nm or red excitation to measure 
BrUdR incorporation and cell cycle position simultaneously 
in viable cells. 

between the fraction of stimulated thymocytes, as assessed by 
flow cytometry, in con A-treated and control cultures and 
the amounts of radiolabeled thymidine taken up496. Labeling 
experiments with BrUdR may be helpful in explaining re- 
sults such as this. O n  the other hand, BrUdR can induce 
apoptosis in cellsLm, and, as noted above, it can inhibit 
growth at high concentrations, so it’s not completely above 
suspicion, either. 

Detecting RNA Synthesis Using Bromouridine 

While I am still close to the subject of anti-BrUdR anti- 
bodies, I should point out that, according to Jensen, Larsen, 
and LarsenIa7, RNA synthesis can be detected relatively 
readily using these antibodies, which cross-react with bro- 
mouridine incorporated into RNA. 

Generation Gaps: Tracking Dyes and Cell Kinetics 

Tracking dyes have been introduced on pp. 45-6 and 
371-4, and will be discussed hrther in the section on im- 
munology later in this Chapter (p. 501). CFSE, in particu- 
lar, allows viable cells in different generations to be identi- 
fied and sorted, at least when used at relatively low concen- 
trations. Tracking dyes offer an attractive alternative to 

BrUdR for labeling and following cells through generations, 
because, to data, getting the answers from BrUdR requires 
killing the cells. O n  the other hand, tracking dyes can’t an- 
swer the question of whether or not a cell is synthesizing 
DNA over a short time period; we’ll still need BrUdR or 
something like it to do that job, and, if we’re working with 
pulse-labeled cells, we’re likely to have to sacrifice the cells to 
get the answers. 

Cell Cycle-Related Proteins: Cyclins, Etc. 

Variations in many ceIlular characteristics during the 
cell cycle can be analyzed simply and directly by two- 
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Figure 10-6. DNA content vs. expression of cyclins B and E in exponentially growing MOLT4 cells; cells stained 
with nonspecific IgC instead of anticyclin antibodies are shown as controls. Cyclin B is expressed predominantly 
in late S, G,, and M phases; cyclin E expression, while more heterogeneous, is predominantly in GI and early S. 
The figure, provided by Zbigniew Darzynkiewia and used by permission, is from a paper by Gong, Traganos, 
and Darzynkiewia’850(lntl 1 Oncology 31037-42,1993). 

parameter flow cytometry of cells or nuclei stained simulta- 
neously with a DNA fluorochrome and with a fluorescent 
probe that allows quantification of the other parameter be- 
ing investigated. 

In cells growing actively and continuously without matu- 
ration, the mass and volume of all cellular constituents must 
double over one cycle of growth. With the aid of DNA 
fluorochromes, we can observe the doubling of DNA con- 
tent during the cell cycle. When we look at the joint distri- 
bution of any other cellular constituent and of DNA content 
in growing cells, we thus have to expect that, whatever the 
other constituent may be, there should be twice as much of 
it in M phase cells as there is in GI phase cells. This does 
not, however, always mean that the data points in the bivari- 
ate distribution lie along or about a straight line. 

A strict linear relationship between cells’ content of 
DNA and of another constituent can exist only if the con- 
stituent is synthesized at the same rate as is DNA. Devia- 
tions from such a relationship, such as are shown in Figure 
10-6, indicate that a constituent is synthesized or eqpressed 
preferentially in one or more phases of the cell cycle, as is the 

case for cyclin B (predominantly expressed in late S, G,, and 
M) and cyclin E (predominantly expressed in GI and early 
S, although the pattern of expression is more heterogeneous 
than that seen for cyclin B)1850-I. Note that the IgG controls 
in Figure 10-6, in which staining by antibody is nonspecific 
and should therefore be predominantly size-dependent, do 
show a linear relationship between antibody fluorescence 
and DNA content. 

Darzynkiewicz et a12”’ reviewed the cytometry of cyclins 
in1996. Cyclins B and E have been mentioned above; Cy- 
clin A is expressed in S and G, , but is lost in mitosis just 
prior to metaphase, while cyclin B, is lost between meta- 
phase and ana~hase’~~*. D-type cyclins are expressed early in 
G, . It is inadvisable to use the presence or absence of various 
cyclins as an indicator of precise position in the cell cycle2753. 
This caution applies especially when working with tumor 
cells or with cells subjected to the influence of various agents 
that perturb the cycle; deviations from the “schedule” may 
occur in either case. 

The distribution shown in Figure 3-10 (p. 97) and in 
Figure 7-16 (p. 321), to which I usually refer as the 
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“Darzynkiewicz Flag,” is one that is commonly encountered 
, , and nu- 

clear p r ~ t e i n ~ ~ ~ ” ~ ~ ~ ~  content during the cell cycle. Zbigniew 
Darzynkiewicz has, over the years, consistently been among 
the first to develop new methods for studying the birth and 
death of cells and to apply those methods to the study of 
cancer and other diseases, as should be obvious from the 
frequency with which his work is cited in this and previous 
editions of this book 

While RNA and protein are not synthesized continu- 
ously during the cell cycle, the rates of synthesis of these two 
constituents do track one anothers99. Roti Roti et al”3 have 
used the distribution of nuclear protein vs. DNA content to 
divide the cell cycle into early and late GI ,  early and late S, 
and early and late G, Compartments; they were able to detect 
cell cycle-specific synthesis of nuclear proteins by measuring 
incorporation of radiolabeled precursors into sorted nuclei in 
vitrolRS2. 

Distributions obtained from simultaneous analysis of 
DNA content and of antigens that are expressed primarily 
during S phase524.700 exhibit the pattern of panels B and D in 
Figure 10-5 (p. 457); these were actually obtained when 
anti-BrUdR antibody and dUTP, respectively, were used to 
detect cells in S phase3”’834-6’’666. 

Since the previous edition of this book was written, our 
understanding of molecular mechanisms involved in pro- 
gression through the cell cycle has continued to increase, 
with the 2001 Nobel Prize in Medicine being awarded to 
Leland Hartwell, Tim Hunt, and Sir Paul Nurse “for their 
discoveries of key regulators of the cell cycle.” Analyses of 
DNA content and of antigens that are differentially ex- 
pressed during different phases of the cell cycle remain of 
great interest to clinicians as well as to basic researchers. 

An intracellular antigen defined by the Ki-67 mono- 
is preferentially expressed in prolif- 

erating cells (GI ,  S, G 2 ,  and M phases, but not Go). The Ki- 
67  antibody came from the clone in the 67th well of a 96- 
well plate at the University of Kiel, which contained hybri- 
domas resulting from immunization of mice with cells from 
Hodgkin’s lymphomas. The Ki-67 antigen is not found in 
cells undergoing DNA repair or in tumors with unscheduled 
cyclin expression, and is considered a robust marker of cell 
proliferation; levels of Ki-67 expression are of prognostic 
value in at least some tumor 

The presence of proliferating cell nuclear antigen 
(PCNA)1855-9 is also used to identify proliferating cells; this 
antigen is most prominently expressed during S phase. 
Landberg and R O O S I ~ ~ ~  have developed no-wash staining 
techniques for unfixed cells facilitating demonstration of 
nuclear antigens; they have also shown that dual staining 
with Ki-67 and anti-PCNA antibodies identifies discrete Go, 
GI, S, G,, and M phase compartments of the cell cycle. 
Teague and El-Naggar’859 compared three monoclonal anti- 
bodies and two fixation protocols for analysis of PCNA, and 
found the most reliable determinations were obtained using 
methanol fixation and the PCI 0 antibody (DakoCytoma- 

in analyses of ~ ~ 1 1 3 . 2 6 2 - 3 , 7 5 3 - 6  tots prOtein297.522.753-6 

clonal antibody1292.1661.1ss3-4 

tion), which reacts with PCNA even in parafin-fixed mate- 
rial. Larsen et al have recently reviewed the subject of PCNA 

Transferrin is required for cell growthZ9”, and proliferat- 
ing cells express the transferrin receptor (CD71) on their 
cell surfaces. In well-defined experimental systems, e.g., mi- 
togen- or antigen-stimulated lymphocytes, substantial CD71 
expression is detectable on cells in the GI ,  S, G,, and M 
phases of the cell cycle, but not on Go cells (Figure 10-7). 
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Figure 10-7. C W  Cells from a 6day-old mixed lym- 
phocyte reaction (MLR), showing DNA content 
(Hoechst 33342) vs. transferrin receptor (top panel; 
CD71 fluorescence, log scale) and RNA content (bot- 
tom panel; pyronin Y fluorescence, linear scale). Data 
are from Lucia Vasconcellos and Edgar Milford (Brig- 
ham and Women’s Hospital, Harvard Medical School). 
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Since it is, as a rule, easier to detect cell surface antigens 
than intracellular antigens, and since it is generally possible 
to preserve cell viability after detecting cell surface antigens, 
but not possible to do so after detecting intracellular anti- 
gens, it would seem to me that, if one wanted to demon- 
strate a proliferation-related antigen, CD71 would be a bet- 
ter choice than, say, Ki-67. However, while there seem to be 
numerous studies of Ki-67 expression on tumors2954 and its 
relation to malignant potential, there are relatively few pa- 
pers (reference 2957 is an example) that examine CD71 
expression in this regard. There are also studies of Ki-67 in 
stimulated lymphocytes2954, and, when I hear people who 
have elected to use Ki-67 as an indicator of lymphocyte pro- 
liferation complaining about the difficulty of doing the 
measurements, I always ask why they didn’t try CD71 in- 
stead. However, there does not seem to be a published study 
of lymphocytes or any other cell type in which flow cytome- 
try was used to look at Ki-67 and CD71 in and on the same 
cells at the same time. I’ll do one if I can get around to it, 
but it would be nice if somebody else got me off the hook. 

Flow cytometry has also been applied to studies of onco- 
gene expression and its effects on the cell cycle. Some of the 
earliest work was done by Jacobberger, Fogleman, and Leh- 
man , who had to develop and refine methods for demon- 
stration of intracellular antigens as a first order of business. 
Lehman et allss0 studied expression of the early tumor (T) 
and late viral (V) antigens in cells infected with simian virus 
40 (SV40); the amount of T antigen per cell increased as 
cells entered successive stages of the cell cycle, while synthe- 
sis of V antigen began in late S and G, + M phases. Sladek 
and JacobbergeriS6’ examined mouse fibroblasts after infec- 
tion with a recombinant retrovirus encoding T antigen. As a 
result of T antigen expression, the duration of the G, phase 
was decreased and the duration of the G, + M phase was 
increased; the duration of S phase was unaffected by antigen 
expression. They subsequently established1862 that T antigen 
is a concentration-dependent, positive cell cycle regulator in 
exponentially growing cells, and that endogenous negative 
control mechanisms responding to cell density override its 
effect. “Jake” Jacobberger and his colleagues continue to 
make significant contributions in this field2701-2~2958-6i. 

Darzynkiewicz et a1262’525 defined cell cycle compartments 
as GI* and GI, according to whether RNA content has not or 
has reached the level associated with the earliest visible S 
phase cells. It was observed by Darzynkiewicz et a1526 that cell 
size (as estimated from light scatter measurements), RNA 
and protein content are all more heterogeneous (ix., distri- 
butions of these parameters have higher CV’s) in GI than in 
G, + M cell populations; this indicates an unequal appor- 
tionment of cytoplasmic contents into daughter cells at 
cell division. Most of the variance of the distributions of 
these parameters in cells in GI is contributed by cells in the 
Gla compartment. This was taken to indicate that the RNA 
and protein content of cells equalizes prior to the transition 
to GI,, in which compartment heterogeneity is minimal. The 
variance of distributions of fluorescence of a tracking dye 

727 

such as PKH26 in cells (Figure 7-23, p. 372) can serve as an 
indicator of unequal distribution of membrane lipid between 
daughter cells. 

Kimmel, Traganos, and Dar~ynkiewicz~” established that 
the duration of Gla is exponentially distributed and has a 
greater variance than the duration of GI,, and that all or 
nearly all daughter cells enter G12 following cell division. 
These findings support the transition probability model of 
cell kinetics proposed by Smith and Martin5,’. 

Relationships between cell size, DNA replication, 
and cell division have been the subject of speculation over 
many years; a brief review529 by Baserga and a report by Zet- 
terberg, Engstrom, and Daf@rd5” raised interesting ques- 
tions best answered by cytometry. Zetterberg’s group exam- 
ined the effects of different types of growth factors on 3T3 
cells starved to quiescence in low-serum media. Epidermal 
(EGF) and platelet-derived (PDGF) growth factors stimu- 
lated quiescent cells to undergo DNA synthesis and mitosis, 
but there was no growth (with EGF) or little growth (with 
PDGF) in cell size during the replication period, and the 
daughter cells would not undergo hrther division. When 
insulin was added, both growth in size and DNA synthesis 
occurred, although addition of insulin alone did not stimu- 
late cells to enter mitosis. Thus, there may be separate con- 
trol mechanisms associated with cytoplasmic growth and 
DNA replication. 

When the previous edition of this book appeared, the 
determination of relationships between surface antigen 
expression and cell cycle compartments defined by both 
DNA and RNA content, while of interest to many investi- 
gators, was readily possible only for those who had the dual 
beam UV/488 nm excitation capability needed for 
Hoechstlpyroninlfluorescein staining, although similar stud- 
ies could be accomplished, with more preparative effort, 
with single-beam instruments, using a technique described 
by Bauer et a1901, in which cells sorted on the basis of im- 
munofluorescence are restained with acridine orange. It is 
now possible (pp. 324-5) to use the combination of 7-AAD 
and pyronin Y to determine DNA and RNA content in in- 
struments with only a 488 nm illuminating beam, with fluo- 
rescein isothiocyanate or a fluoresceinated antibody, respec- 
tively, applicable to determination of total protein content 
or the content of a surface or intracellular an tiger^'^^^.^. If you 
have a 3-beam instrument with 6-color capability, and you 
want to study the relationship of two or three antigens to 
one another and to the cell cycle, you don’t have much ex- 
cuse not to use Hoechst 33342 and pyronin Y (and/or 
CD71) to define cell cycle phases and discriminate Go cells 
from GI  cells. That’s what the instrument is built for, and 
you might as well get your money’s worth. 

Sinnett, Flint, and LalandeIss3 described a procedure for 
determining the point during S phase at which any sin- 
gle-copy DNA sequence is replicated. Cells are synchro- 
nized at the GI  /S phase boundary, released and labeled with 
BrUdR, and sorted on the basis of DNA content at different 
times after release. Newly replicated BrUdR-substituted 
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DNA is then removed by W irradiation and S1 nuclease 
treatment. PCR will thus not be able to amplify the target 
sequence in cells in which it has been replicated, while am- 
plification, with production of detectable DNA, will occur 
in cells in which replication has not yet occurred. 

Detecting Mitotic Cells 
O n  p. 454, I promised you a follow-up on detecting mi- 

totic cells; it was mentioned on p. 277 that a combination of 
side scatter and propidium fluorescence might be usable for 
the purpose, and the use of acridine orange staining to de- 
fine differences in chromatin structure between interphase 
and mitotic cells was described and illustrated (Figure 7-15) 
on p. 320. While it looked for a while as if cyclins A and B1 
might be helpful, a 1998 study by Juan et a12962, from 
Darzynkiewicz’s lab, established that an antibody to phos- 
phorylated histone H3 (anti-HV) reacted with mitotic 
cells, providing better discrimination than any of the anticy- 
clin antibodies. In a 2001 review, Juan et a12363 concluded 
that “the use of the H3-P antibody appears to provide the 
most advantages compared with the alternative methods of 
detection of mitotic cells”: this article provides protocols and 
caveats. By using antibodies to cyclins A and B1, in combi- 
nation with anti-H3-P, it is possible, at least to some extent, 
to differentiate between early and late mitotic cells. 

Figure 10-8, below, demonstrates identification of a mi- 
totic population in cells stained with propidium iodide and 
anti-H3-P; the cells shown in the figure are those remaining 
after doublets were excluded by gating on a plot of peak vs. 
integral propidium fluorescence. 
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Figure 10-8. Identification of mitotic cells by staining 
with propidium iodide and antibody to phosphory- 
lated histone H3. Courtesy of Jeffrey Scott and Doro- 
thy Lewis (Baylor College of Medicine). 

Memento Mori: Detecting Cell Death 

Necrosis versus Apoptosis 
There are two different mechanisms of cell death, pro- 

grammed cell death, or apoptosis, and accidental cell 
death, or Necrosis is identified primarily by 
loss of membrane integrity, as indicated by dye exclusion 
tests, which have been discussed in detail on pp. 46, 300- 

Apoptosis seems to have aroused almost as much inter- 
est as sex, which is curious when you consider that, thanks 
to apoptosis, tadpoles lose a little tail. Apart from its role in 
embryonic development, apoptosis has been implicated in 
AIDS and cancer, and techniques for detecting apoptotic 
cells by cytometry, flow and otherwise, continue to be pro- 
posed by numerous investigators. 

Comprehensive reviews of the subject by Darzynkiewicz 
et al appeared in 1992’5’7 and 19972352; in the latter, the term 
cell necrobiology was introduced “to comprise various 
modes of cell death; the biological changes which predispose, 
precede, and accompany cell death; as well as the conse- 
quences and tissue response to cell death. The term com- 
bines [the Greek] necros (“death”) with bios (“life”).” 

2, and 369-71. 

Identifying Apoptotic Cells 
The term “apoptosis” itself derives from a Greek word 

that describes phenomena such as the falling of leaves from 
trees. When, in 1997, I was inspired to wax lyrical about 
apoptosis, there was only one melody to use: 

Les Feuilles Mortes (Autumn Leaves) 
When outer leaflets of cell membranes 
Let phosphatidylserine show, 
Labeled annexin V will bind there, 
And you can measure it in flow 

2353-4.2963-4 

Mitochondria d e e n e r g i ~ e ~ ” ’ ~ ~ ~ ~ ~ ~ ,  
And superoxide levels ~ i s e ’ ~ ~ . ~ ,  
But the nuclear signs of apoptosis 
Come laterZ352; then, the cell dies. 

1517.1521-4.1526 

Did thymocytes get radiation? 
Was dexamethasone to blame? 
Or was it simply Fas ligation? 
The end results are all the same. 

Lytic enzymes in the cell are l o ~ ~ e d ~ ~ ~ ~ ’ ~ ~ ~ ~ ~ ~ ~ ’ ;  
Less glutathione stays r e d ~ ~ e d ~ ~ ~ ~ , ~ ~ ~ ~ ,  
And, around the time the membrane’s leaky’520”525’1527-3’, 
The vultures all leave their roost. 

The journals publish three new assays 
For apoptosis every ~ e e k ~ ~ ” - ~ ~ :  
Is it biology that varies 
From cell to cel12984-5, or just 
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Cells can stay alive, as good as new, 
If they can make b~I-2~”’, 
But, if not, their DNA’s in f r a ~ m e n t ~ ~ * ~ ~ ~ ” ~ ~ ~ ~ ~ ~ ~ ~ ~ - ~ ~ ~ ~ ~ ~  
When apoptosis is through. 

(@Howard Shapiro; used by permission) 

Apoptosis: Getting With the Program 
In their 1992 review, Darzynkiewicz et reported 

that the ATP-dependent lysosomal proton pump, demon- 
strated by supravital uptake of acridine orange, was preserved 
in apoptotic but not necrotic cells, and that bivariate analysis 
of cells for DNA and protein showed markedly diminished 
protein content in apoptotic cells, probably due to endoge- 
nous protease (what we now know to be caspase) activation. 
The sensitivity of DNA in sita to acid denaturation, probed 
by staining with acridine orange at low pH (see p. 320), was 
increased in both apoptotic and necrotic cells. They also 
reported that mitochondria membrane potential (AYJ, 
which they assayed by retention of rhodamine 123, was pre- 
served in apoptotic, but not in necrotic cells; this is at vari- 
ance with later findings by numerous other groups2811-6’2965’2969. 
The anti- and proapoptotic proteins in the bcl-2 family are 
associated with mitochondria, and it is now generally appre- 
ciated that induction of mitochondria permeability is 
one of the earliest events in apoptosis. While there are 
disputes about which technique(s) idare best to demonstrate 
loss of AY,,, (see pp. 394-400), this parameter is now widefy 
used to detect apoptosis. Changes in reactive oxygen spe- 
cies O C C U ? ~ ~ - ~ ,  but are not as widely used as indicators. 

As was noted on p. 380, both fluorogenic substrates and 
inhibitors can be used to detect the activity of caspases, 
which are the prime enzymatic movers of events in apop- 

. 2332,2556-7.2769-72 
tOSlS 

ISNT there Light at the End of the TUNEL? 
In apoptosis, but not necrosis, activation of an endonu- 

clease results in fragmentation of DNA, which produces a 
characteristic ‘‘ladder’’ on gel electrophoresis. DNA fragmen- 
tation can be detected directly in cells using in situ nick 
translation (ISNT)L518-9‘2982 or TdT(terminal deoxynucleo- 
tidy1 transferme)-mediated biotin-dUTP nick-end label- 
ing (TUNEL)15L9’2971 assays. In both types of assay, cells are 
permeabilized, and dUTP labeled with fluorescein, digoxi- 
genin, or biotin or, alternatively, BrdUTP is incorporated at 
the site of strand breaks. DNA polymerase I is used to cata- 
lyze incorporation in nick translation assays; however, incor- 
poration is said to proceed more rapidly in TUNEL assays, 
in which TdT is used as cataly~t‘~”. Fluoresceinated dUTP is 
detected directly; biotin- and digoxigenin-dUTP are, respec- 
tively, detected using labeled streptavidin and labeled anti- 
digoxigenin antibodies, and BrdU is detected with anti- 
BrdU antibodies. As was noted in the discussion of BrUdR 
labeling of DNA on p. 457, BrdUTP is a lot cheaper than 
other labeled nucleotides; it now seems to be very popular 
for TUNEL assays for the same reason. 

Plasma membrane integrity is lost early in necrotic but 
not apoptotic cells; the former take up propidium iodide 
(PI) after a brief exposure, while the latter do not. However, 
apparent membrane permeability is slightly increased in 
apoptotic cells, resulting in different patterns of uptake of 
several dyes as compared to intact cells. Apoptotic cells stain 
faintly with e th id i~m’~~’  and 7-AAD13”, and take up 
propidium after a moderate incubation period1528. Hoechst 
dye uptake is increased, as is efflux of fluorescein produced 
by FDA hydrolysisls2’. Changes in scatter signals occur in 
association with membrane permeability changes; apoptotic 
cells have lower forward and higher side scatter signals than 

If you happen to have a flow cytometer with dual-beam 
UV and 488 nm excitation, the combination of PI and 
Hoechst 33342 provides good discrimination of live, ne- 
crotic, and apoptotic cells153o; live cells show low Hoechst 
dye fluorescence and high forward scatter, apoptotic cells 
show higher Hoechst dye fluorescence and lower forward 
scatter, and necrotic cells exhibit high PI fluorescence and 
low forward scatter. The use of a PI/7-AAD combination 
facilitates analysis of apoptosis in populations defined by 
fluorescein and phycoerythrin immunofluorescence’53’. If 
you only have one beam, all is not lost; Schmid et al’3’7 re- 
port that 7-AAD and scatter can distinguish apoptotic cells, 
and this technique can also be used with two-color im- 
munofluorescence. Necrotic (or late apoptotic) cells take up 
a substantial amount of 7-AAD, intact cells take up little or 
none, and apoptotic cells take up a small amount. 

Low molecular weight DNA is lost after cell permeability 
increases, resulting in decreased staining of apoptotic cells by 
DNA-specific fluorochromes, producing a hypodiploid 
(sub G,/G, ) peak15204. This staining pattern is observed 
using a wide variety of DNA f luor~chromes~~~~.  However, in 
a flow cytometric analysis, one can never be sure that the sub 
GJG, events observed in a DNA histogram represent cells 
rather than apoptotic bodies (nuclear fragments); this makes 
it difficult to arrive at a reliable measure of the fraction of 
apoptotic cells by DNA analysis. 

It should be appreciated that the features of apoptosis 
differ in at least some particulars from cell type to cell type 
(for example, see references 2984-6); this helps explain why 
assays developed using one or two cell types and one or two 
inducers of apoptosis may fail ingloriously when attempts 
are made to apply them to different model systems. 

do intact cellS1520-1.1523.1525.1530 

Apoptosis: The Case Against Flow Cytometry 
Darzynkiewicz et a12983’2986 point out that apoptosis is a 

dynamic process, sometimes resulting in the complete disso- 
lution of cells within a few hours, and that many of the cri- 
teria required to precisely define the occurrence and extent 
of apoptosis in cell populations are morphological. For this 
reason, they now favor laser scanning cytometry 
over flow cytometry for studies of apoptosis, pointing out 
that this allows you to “have your cake and eat it t00’”~~~.  

They do, however, have a favorite flow cytometric method, 

2382,2983,2966 
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the stathmo-apoptosis m e t h ~ d ~ ” ~ ~ ~ ’ ~ ~ ,  in which a fluorescent 
irreversible caspase inhibitor, FAM-VAD-FMK, is added to 
cultures to arrest apoptosis, preventing cell disintegration. A 
cumulative apoptotic index (CAI) can be measured over 
periods as long as several days; cells are not prevented from 
undergoing the earliest stages of apoptosis, but, once they 
reach the stage of caspase activation, they bind the inhibitor, 
becoming fluorescent, and remain detectable. 

Die Another Day: Cytometry of Telomeres 
The maintenance of telomere length appears to be re- 

quired for immortalization of tumors and cell l i n e ~ ~ ~ * ~ .  
Methodology has been developed for measurement of te- 
lomere length by both flow ~ y t ~ m e t r y ~ ~ ’ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ - ~  and image 
analy~is*~*~-~”. PNA probes (p. 362) are used. It is important 
to know the DNA index or chromosomal ploidy of the cells 
being studied in order to correct flow cytometric measure- 
ments of total telomere probe fluorescence for the number of 
chromosomes present in cells. 

10.3 IDENTIFICATION OF CELLS IN MIXED 
POPULATIONS 

Cell identification, in one form or another, is involved 
in almost all flow cytometry; indeed, it was the prospect of 
developing automated cell identification methods for hema- 
tology and cancer cytology that provided the impetus and 
the funding for the development of the first flow cytometers. 

Automating a cell identification procedure, whether or 
not flow cytometry is the method used, requires, first, that 
there be a reasonably well-accepted taxonomy or classifica- 
tion scheme in place for the cells of interest, which allows 
cells to be classified on the basis of cellular characteristics 
or parameters which can be measured by the apparatus to 
be employed. In addition to being able to discriminate one 
type of cell from another, this apparatus must, of course, also 
be able to discriminate cells from other, irrelevant objects in 
samples. 

Mixed Genotypes versus Mixed Phenotypes 
The mixed cell populations encountered in cytometry 

are of two basic types. Marine biologists are likely to be 
working with samples containing different genera and spe- 
cies much of the time, and, not surprisingly, often rely on 
detection of differences in gene sequence to discriminate 
among cell types. Hematologists, on the other hand, are 
looking primarily at phenotypic variation. The fertilized 
ovum is the ultimate stem cell; while gametes, lymphocytes, 
and neoplastic cells may deviate significantly from the stem 
cell genotype, cytometric identification of different cell types 
is samples taken from blood, bone marrow, and the organs 
of the immune system is almost always based on differences 
in the amounts of gene products expressed. 

No Parameter Identifies Cancer Cells 
In the area of cancer cytology, we did not know when 

cytometry started, nor do we know now, what distinguishes 

a malignant cell from a normal one. After more than 
thirty years of intensive work in flow and image cytometry, 
cytochemistry, immunology, and molecular biology, we 
haven’t found one constant difference, although we have 
described many characteristics in which some cancer cells 
differ from their normal counterparts. Where the difference 
has been defined, flow cytometry may help define whether it 
exists or not. As to the question, “What is a cancer cell?,” it 
seems likely that the answer will be more in the form famil- 
iar to lawyers - “It is sometimes this, and sometimes that, 
and not this, and the other thing, or the third thing, in the 
presence of a fourth ...” - than in the succinct form sought 
by physicians, medical scientists, the media and the public. 

Many Parameters Identify Blood Cells 
When it came to classifying blood cells, we knew, or 

thought we knew, many of the answers. Even before we were 
able to identify hematopoietic stem cells, there was a taxon- 
omy of blood cells in place; this classification was based pri- 
marily on the appearance under the transmitted light micro- 
scope of cells stained with various eosin-methylene blue- 
azure dye mixtures such as Giemsa’s and Wright’s stains, 
and supported by subsequent demonstrations of cyto- 
chemical differences between different cell types, for exam- 
ple, differences in the content or activity of various enzymes. 

Flow Cytometric Parameters Useful for Blood Cells 
In order to develop automated instrumental methods of 

identifying blood cells, it was necessary to define sets of 
cellular parameters that could be measured by the appara- 
tus and from which cells could be precisely identified using 
classification algorithms. Among the parameters found use- 
ful were intrinsic parameters such as cell size, cytoplasmic 
granularity, and hemoglobin content, and extrinsic pa- 
rameters, including relatively nonspecific characteristics 
such as affinities for various acidic and basic dyes and 
more specific ones such as glycosaminoglycan content and 
lipase and peroxidase activities. By the early 1970’s, when 
laser source flow cytometers were first used for cell surface 
immunofluorescence measurements, the other parameters 
just mentioned, singly or in combination, could be mea- 
sured by image analysis or flow cytometry, and used to dis- 
criminate among erythrocytes, lymphocytes, monocytes, 
and granulocytes, and to distinguish basophil, eosinophil, 
and neutrophil granulocytes. 

It was considerably more difficult to use any of the exist- 
ing cell identification parameters to determine the stage of 
maturity of blood cells; it was similarly not possible to use 
these parameters to reliably distinguish any morphologic or 
biochemical differences between lymphocyte subpopula- 
tions, even when techniques such as rosetting were used to 
prepare samples enriched in one lymphocyte class or an- 
other. Within a few years of their introduction, flow cy- 
tometric immunofluorescence measurements were used to 
establish a taxonomy of lymphocytes; they have since been 
used to revise the genealogy of other blood cell types. 
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Specific Gene Products Identify Cell Types 

The success of immunologic methods should not lead 
any of us to the conclusion that fluorescent antibodies are 
the only specific reagents. The general strategy for defining 
and identifying different cell types, whether or not the dif- 
ferent cell types are from the same organism, is to demon- 
strate the presence, and/or measure the amount(& of one or 
more specific gene products in or on cells, ideally with 
minimal perturbation of the cells, or, more to the point, 
with a minimum of effort expended in sample preparation. 
If the specific gene product happens to be intracellular he- 
moglobin in red cells, it can be demonstrated with just about 
as much specificity by its absorption of violet light as it can 
be by immunofluorescence. If the gene product in question 
is an enzyme, a chromogenic or fluorogenic substrate may be 
used to demonstrate its activity. If one wants to identify 
blood basophils, the metachromatic staining of glycosami- 
noglycans in their cytoplasmic granules can be demonstrated 
at least as easily as can the presence of IgE receptors on their 
cell surfaces. When the going gets tougher, for example, if 
one wants to discriminate between different types of hemo- 
globin in red cells, then antibodies certainly offer us one way 
of doing the job, but the molecular biologists would proba- 
bly just as soon go looking for specific messenger RNAs. 

If one is looking at mixed populations of cells of dif- 
ferent species, as in flow cytometric analysis of phytoplank- 
ton, it is reasonably likely that a suitable combination of 
parameters can be found which will unequivocally distin- 
guish one cell type from another; the multidimensional dis- 
tribution of the set of parameters will be multimodal, show- 
ing discrete clusters representing the individual cell types. 
Multimodal distributions may sometimes, but not always, 
also be obtained from mixed populations of mature cells 
from a single organism, as in differential leukocyte count- 
ing in normal peripheral blood. By definition, cells from a 
single organism have a common precursor in the fertilized 
ovum; what we term differentiation describes the process by 
which different genes are activated in different cells, with 
each cell type producing its own specific set of gene products 
which make it biochemically and/or morphologically dif- 
ferent from other cell types. 

Maturation Processes and “Missing Links”: 
The “Ginger Root” Model 

Discrimination among cell types with a common pre- 
cursor is particularly difficult when samples come from the 
anatomic compartment in which cell differentiation occurs. 
In peripheral blood, for example, it is trivial to distinguish 
red cells, which lack nuclei, from leukocytes, which have 
them, e.g., by measuring light scatter and the fluorescence of 
a DNA stain in nuclei. It is only slightly harder, using the 
right parameters, e.g., forward and side scatter, to separate 
monocytes and granulocytes, which have common precur- 
sors well beyond the primitive stem cell stage. In the mar- 
row, enucleated red cells could clearly be told apart from 

their late nucleated precursors by a combination of hemo- 
globin absorption and nuclear fluorescence measurements, 
but the earliest red cell precursors, containing little hemo- 
globin and not much more of other characteristic gene prod- 
ucts, could not easily be distinguished from primitive cells of 
the leukocytic series. Similarly, given the presence in the 
marrow of their common precursors, we have no parameters 
that can define separate clusters of monocytes and granulo- 
cytes. Finally, in the peripheral blood, although we can tell 
erythrocytes and granulocytes from other cell types, the 
vagaries of measurement make us unable, using any 
parameter, to make unequivocal distinctions between 
reticulocytes, which contain detectable RNA, and mature 
erythrocytes, which don’t, or between stab (band) and seg- 
mented polymorphonuclear cells, where an arbitrary nuclear 
morphologic criterion is normally used. 

This problem arises whenever we observe continuous 
processes of maturation or transformation. We conceptu- 
alized mature leukocytes into discrete categories, with some 
justification; we also conceptualized the process of differen- 
tiation into discrete stages, which was much more of an ide- 
alization. There aren’t transitional stages between eosinophil 
and basophil granulocytes; there have to be transitional cells 
between metamyelocytes and mature granulocytes because 
no cell division occurs past the metamyelocyte stage. No 
matter which parameters we examine, continuous processes 
give us continuous distributions. If we do multiparameter 
flow cytometry of leukocytes in normal peripheral blood, we 
see clusters; if we look at marrow, we get something which I 
once described as resembling a ginger root, incidentally 
prompting Mike Loken to find and demonstrate a ginger 
root of suitable morphology to illustrate the point. Another 
appropriate analogy might be to a hand and fingers; the pe- 
ripheral blood shows us five disconnected fingerprints, while 
the marrow yields a handprint, in which the fingertips are 
seen to be connected to the palm. 

A similar problem can exist in numerical taxonomy of 
species, which has also relied heavily on multivariate statis- 
tics. If one looks only at modern forms, one is likely to find 
distributions of measurement parameters containing discrete 
clusters representing individual species, even when those 
species have a common ancestor. If the analysis is extended 
to include older and extinct species, connections between 
clusters appear; the distribution takes on a “ginger root” 
character. 

The nodular appearance of ginger roots is what makes 
them particularly apt models for populations containing cells 
in different stages of development or species in different 
stages of evolution. A good example is given by the distribu- 
tions obtained in T cell subset analysis of cells from thy- 
mus and peripheral blood, as illustrated in Figure 5-11 (p. 
241). The relative numbers of helpedinducer and cyto- 
toxic/suppressor T lymphocytes are determined using 
monoclonal antibodies directed against the CD4 antigen to 
identify the first of these cell types and antibodies directed 
against the CD8 antigen to identify the ~ e c o n d ~ ’ * ~ ~ ~ ’ ~ ~ ;  both 
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types also bear the CD3 antigen. Cell populations are illus- 
trated in 3-dimensional “cloud” plots. 

The plot on the right of Figure 5-1 1, representing cells 
taken from the blood, shows clear “antibody positive” and 
“antibody negative” populations; there are some dual posi- 
tives, but few, if any, cells with intermediate fluorescence 
values. I claim that this pattern alone should tell us that the 
CD4 and CD8 antigens emerge o n  cells during a devel- 
opmental phase occurring outside the bloodstream. Now 
how in blazes, you may ask, are we supposed to know that? 
Simple, I reply. It follows from: 

ShpiroIs Fourtfi Law of Fbw C y t o m t y  
(Irie Supermarket Ilieorem): 

Most 6a6ies aren’t 60m in supemrli_ets 

If you walk around a supermarket, you will see many 
women with children, some with infants and some with 
older children, and you will see many women without chil- 
dren, a few of whom look as if they are about to change their 
status at any moment. However, I certainly have never seen 
a baby born in the considerable time I have spent in super- 
markets, and you probably haven’t witnessed such a blessed 
event either. Since we both know where babies come from, 
we are forced to conclude that arrangements are usually 
made for them to be born in someplace other than a super- 
market. 

Now, to find out where T cells come from, we go not to 
Masters and Johnson, but to Reinherz and Schl~ssman~~*,  
who, with others, have shown that the inducer T cells, 
which bear the CD4 but not the CD8 antigen, and the cyto- 
toxiclsuppressor T cells, which bear CD8 but not CD4, 
develop in the thymus, and that early and immature thymo- 
cytes bear neither the CD4 nor the CD8 antigen, while im- 
mature thymocytes bear both CD4 and CD8 and lose one 
or the other as they mature. If we look at a population of 
cells from the thymus, shown on the left side of Figure 5-1 1, 
we see a distribution in which, while there are areas of higher 
and lower cell density, there are continuous ranges of both 
CD4 and CD8 antigen expression. If it reminds you as 
much of a sliced ginger root as it does me, you’re entitled to 
take a sushi break at this point. 

The thymic cells with fluorescence values intermediate 
between those of the “positive” and “negative” clusters in the 
distribution from blood on the right side of the figure repre- 
sent those cells that are acquiring and losing antigen. In the 
second edition of this book, not having either the data or the 
software needed to produce Figure 5-1 1, I constructed a 
simulated version of the distribution from 3-color fluores- 
cence data published by Lanier, Allison, and Phillips787 to 
illustrate the same point; I was relieved to find that it looked 
pretty much like the real distribution shown in the figure. 

Since the processes of acquisition and loss of antigen 
during maturation do not occur instantaneously by quan- 
tum leaps, we would expect to find cells in all stages of 
maturation present in the tissue compartment (the thymus 

in this example) in which maturation occurs. Conversely, 
and more generally, if a sample of cells from a particular 
tissue compartment (the peripheral blood in this example) 
contains clearly distinguishable populations of cells bearing 
and lackng an antigen, and few cells which bear very little 
antigen, the acquisition and loss of the antigen in question 
must either occur outside the compartment from which the 
sample was taken, or be rare events in that compartment, 
like babies being born in a supermarket. The ginger root 
doesn’t have the same density everywhere; it is thinner, or 
less dense, in the areas that represent rare events. 

Figures 3-10 (p. 97) and 7-16 (p. 321), which depict 
DNA and RNA content in stimulated lymphocytes, illus- 
trate a situation in which a rapid transition makes what 
should be a continuous distribution appear to contain dis- 
crete clusters. About 20 hours after exposure to mitogens, 
resting lymphocytes, which normally contain only small 
amounts of RNA, begin to make the larger amounts neces- 
s a r y  for their subsequent multiplication. However, when you 
look at the distribution, there are a lot of resting (Go or GIQ) 
cells, containing little RNA, and a lot of G, cells, containing 
noticeably more RNA, and few, if any, cells in between. 
Since we know that the transition from Go to GI takes place 
in the compartment (in this case, the culture vessel) from 
which the sample is taken, we have to conclude that cells 
don’t take very long to gear up for RNA synthesis, or, in 
other words, that they don’t stay in the transitional, or G,, , 
state, for very long; if they did, we would expect to find a 
continuum of G,, cells between the Go and G I  clusters. 

The evolutionary biologists had a similar problem for 
over a century after Darwin published his Origin of Species. 
When fossils were collected from sites in which different 
species had presumably evolved, the expected “missing links” 
between species were generally absent. This becomes readily 
understandable in terms of the theory of evolution in punc- 
tuated equilibria proposed in 1972 by Niles Eldredge and 
Stephen Jay Gould, according to which most evolutionary 
change occurs in brief bursts, resulting in the intermediary 
forms not being around very long. Finding one would, then, 
be expected to be a rare event. 

In the absence of rare events generated by short-lived 
transitional states, the multidimensional distributions we get 
when we look at maturing cell populations in the environ- 
ments in which they mature, no matter which parameters we 
look at, will contain continuously connected “ginger root” 
blobs rather than discrete clusters; unsupervised algorithms 
and expert systems can find clusters, but how you slice your 
ginger roots is a matter of taste. This can be restated as: 

Shpiro’s Fifth L a w  of FIbw Cytomeq 
(?fie Bar6er Shp ?fieorem): 

g o  man wa@ into a 6ar6er shp with a Ibg 
6eardwh h ’ t  h d a  shrter one, and 
no 6ar6er can mace a 6earda Ibt shrter 

w i t h u t  cu t t ig  it. 
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Hair doesn’t grow in quantum leaps, and as is the case with 
the ginger root, how you cut it is also a matter of taste. 

The Barber Shop Theorem has some other practical ap- 
plications in hematology, for example, in distinguishing 
between immature reticulocytes and mature red blood cells. 
Reticulocytes are identified by their content of RNA, which 
is lost within a day or so of the time these cells enter the 
blood from the marrow; the distribution of RNA in red cells 
is therefore continuous. To duplicate the reticulocyte count 
as performed by a human observer, you have to find some 
arbitrary point in the distribution at which to apply a razor. 

As neutrophil granulocytes mature, they, like erythro- 
cytes, have less and less use for their nuclei, but instead of 
turning the poor old things out in the cold, they let them 
have the spare room, in which the nuclei become progres- 
sively gnarled with age. The nuclei of mature granulocytes 
have several lobes connected by threads of chromatin; less 
mature “band cells have nuclei that are twisted around in 
the fashion of crullers, but not really lobulated. Why and 
how do you tell the difference between the immature 
“bands” and the mature cells with segmented nuclei (“segs”)? 
To answer the “why” first, finding an increase in the propor- 
tion of immature cells indicates that the bone marrow is 
responding to stress due to inflammation, infection, etc., so 
knowing the numbers and fractions of bands and segs is 
helpful in diagnosis. How? To coin a paraphrase, I don’t 
know much about hematology, but I know what I like. 
Well, it’s actually a little more precise than art criticism, but, 
again, it’s an arbitrary distinction at its base because the 
process of nuclear involution is a continuous one. Nuclear 
morphology being kind of tough to assess in the average flow 
cytometer, various people have looked for various flow cy- 
tometric methods of telling bands from segs, because you 
need to be able to do it if you want to sell flow cytometric 
differential counters to a lot of clinical laboratories. My for- 
mer colleagues and I ended up using the size distribution of 
the neutrophils; the immature cells are larger, and what you 
end up doing is applying the razor to a continuous distribu- 
tion. Nonetheless, by cutting in the right place, we could get 
good band/seg ratios, just as one can and does get reasonable 
reticulocyte counts from RNA content distributions. 

Back in 1980 or so, when everybody in the diagnostics 
business was mesmerized by monoclonals, the folks at Ortho 
decided to try their hand at distinguishing reticulocytes from 
mature e~ythrocytes~~~.’~, and at differentiating between 
bands,and ~ e g s ’ ~ ~ ,  using monoclonal antibodies. Did it work? 
Yes and no. Yes, you could produce distributions of anti- 
body fluorescence which you could slice as other distribu- 
tions are sliced to get a retic count or a bandlseg ratio. And 
no, Virginia, they didn’t find a surface antigen present on 
reticulocytes and absent on mature erythrocytes, or one pre- 
sent on bands and absent on segs, and I doubt that anyone 
else ever will. 

When monoclonal antibodies were still a new technol- 
ogy, a lot of people had the idea that there would turn out to 
be a single surface antigen to identify each different cell type 

in the body. Experience has taught us that this is probably 
not the case. Surface antigens are not Nature’s version of bar 
code; many of them have defined receptor functions and we 
can expect some function to be defined for most of the rest, 
because it’s unlikely that structures that seem to be fairly 
well conserved during evolution serve a purely decorative 
purpose. This brings me to: 

Shpiro’s S@h Law of Fbw cytometry: 
%re are some ceLTidentlficationpro6lkms t h t  

euen monoclbnalanti6odies canJt solve. 

Shave, if you must, but try to avoid splitting hairs. 

Practical Multiparameter Gating: Color Wars 

The most sophisticated current applications of flow cy- 
tometry involve the definition of clusters, or of nodes of 
ginger roots, in multidimensional spaces. This is often 
accomplished by defining a bitmap gate on the two- 
parameter display in which a particular cluster or node is 
best separated from other clusters or nodes. A color is as- 
signed to each gate, making it possible to find the location of 
cells in any cluster on any two-parameter display by plotting 
cells falling within the gate in the assigned color. The proce- 
dure is illustrated in the color figures on the back cover 
showing normal and leukemic bone marrow; these were 
provided for the previous edition of this book by Leon Ter- 
stappen, then at B-D. The figures were was generated using 
B-D’s Paint-a-Gatem sohare ;  other manufacturers and 
third party developers have analogous programs. 

In the late 1980’s and early 1990’s, the application of 
multiparameter flow cytometry to determining patterns of 
differentiation of myeloid leukocytes in normal and leuke- 

represented the high- 
est level of sophistication of the technology. 

The multiparameter approach to cell differentiation in 
marrow was pioneered by Loken and Civin990’1755-9 and their 
collaborators, who originally studied erythroid and B cell 
development, bringing B-D’s resources in the areas of in- 
struments, reagents, and software to bear on the problem. 
The work on phenotyping of myeloid leukemia, continued 
by Terstappen and his colleagues, epitomized the intelligent 
application of sophisticated cytometric methods to a clinical 
problem. 

The figure depicting normal adult bone marrow shows 
the location of early leukocyte precursors, identifiable by 
their CD34 surface antigen, in a two dimensional display of 
forward (FLS) vs. polynomially (ICLS) side 
scatter values, and in two-parameter displays showing ex- 
pression of CD34, CD1 Ib, and CD15. This pattern is con- 
sistently observed in normal marrow, which shows surpris- 
ingly little variation from individual to individual. The tra- 
jectories along which normal cells move as they mature, in- 
dicated by arrows on Panels A and C, were determined by 
examining cells sorted from various regions of the displays. 

The analogous displays depicting bone marrow cells 
from a patient with acute myelocytic leukemia (AML) are 

mic human bone marrow1154,1212,1498.1760-71 
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CD4+ 

CD8+ 

t 
Multidimensional analysis 

Figure 10-9. Subsetting of human T-cells into truly naive and memory classes and measurement of activated sig- 
naling kinases using 11-color fluorescence flow cytometry. Resting T-cells were prepared by density gradient cen- 
trifugation with other cells removed by adherence and magnetic separation, with purity assessed by measurement 
of forward and side scatter and CD3 antibody binding. From: Perez OD, Nolan GP Nature Biotechnology 20155- 
162,2002 (reference 3000), 0 2002 Nature Publishing Group; used by permission. 

quite different. They are characterized by the appearance of 
leukemic cells in regions in which few or no cells appear in 
displays from normal marrow. As a group, however, leuke- 
mic patients are extremely heterogeneous; there are always 
cells where there shouldn't be cells, but no two leukemic 
patients show exactly the same pattern. 

Interestingly enough, when my colleagues at Block and 
I"' ran samples from patients with acute leukemia through 
the prototype differential counter system, without benefit of 
monoclonal antibodies, we also noted that leukemic cells 
showed up where there weren't normal cells, and that, while 
normal cells from different people showed up in pretty 
much the same places on displays, no two leukemic bloods 
looked alike. It may be more important to have a multi- 
parameter measurement space, which we did have, than to 
have monoclonal antibodies ot  equivalently specific reagents. 
As I recall, some people from Technicon presented some 
data years ago on analyses of cells from patients with acute 
myelocytic leukemia using the peroxidase and esterase chan- 
nels in their Hemalog D blood cell counter, and they found 
pretty much the same patterns we did, i.e., normals looked 
pretty much alike, and leukemias were different, and varied. 

Venver and Terstappen'2'2 developed a computer proce- 
dure for automatic assessment of lineages of leukemias and 
Frankel et al'"5''2'7 applied neural network methods to analy- 
sis of normal and leukemic marrow. Manual and automated 

multiparameter analysis make it possible to detect very small 
numbers of leukemic cells (between 1 in lo3 and 1 in 106 
cells) in marrow following the induction of clinical remis- 
sion by combination chemotherapy, which falls under the 
rubric of rare event analysis, whether you are printing in 
color or black and white. I'll continue the story of leukemia 
phenotyping later on. 

These days, complex gating strategies are more depend- 
ent on the number of colors you can measure than on the 
number of colors you can display. The state of the art in 
1994, when the previous edition appeared, was 5-color fluo- 
rescence rneas~rement""~; in the years since, colors have been 
added at the rate of about one a year, largely through the 
efforts of a large and creative group of people in the Herzen- 

I can't think of a better illustration of the current (pub- 
lished) state of the art - 11 fluorescence colors plus forward 
and side scatter - than Figure 10-9, taken from a 2002 paper 
by Perez and for which the data were collected in 
the Herzenberg lab. The paper described the measurement 
of activated signaling kinases in human T cells separated by 
multiparameter gating into sub-subsets of truly naive 
(CD45WCD62L'CDl  lad'"CD27'CD28') and memory 
(CD45RACD62LCDl lab"ph'CD27CD28-) cells2975 R'3000 '. 
The input cell population of resting T cells was prepared 
and purified from peripheral blood by Ficoll-paque density 

berg lab at stanford2497.2629 2644,2995-3000-3 
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gradient separation, followed by depletion of adherent cells 
and immunomagnetic separation using antibodies to C D  14, 
CD16, CD19, CD44, and HLA-DR to remove macro- 
phages, NK cells, B cells, and activated T cells. Cells were 
then stained with antibodies to CD4 (PE-Cy5.5), CD8 
(Cascade Yellow), CD45RA (APC-CY~), CD62L (PE-Cy7), 
C D l l a  (Cascade Blue), CD27 (Alexa 594), and CD28 
(APC-Cy5.5), and with antibodies to phopshorylated or 
nonphosphorylated forms of one or more kinases. Antibod- 
ies to kinases were also, on occasion, labeled with fluo- 
rescein, PE, and APC, and, on occasion, with Alexa 488, 
Alexa 546, Alexa 568, Alexa 594, Alexa 633, Alexa 660, or 
Alexa 680. Discrimination between naive and memory cells 
reveals some differences in kinase activity between resting 
naive and memory cells; additional differences are noted 
when cells in different subsets are stimulated by kinase- 
activating agents (see the pape? for details). 

Finding Rare Cells 
Flow cytometry has been applied, with varying degrees of 

success, to finding cell types that are present in samples at 
very low frequencies. How effectively this can be done is a 
function of how readily these rare events can be identified. I 
have already touched on some qualitative and quantitative 
aspects of rare event analysis and rare event sorting on pp. 
19-20,42, 178-80,269, and 352. 

If you look at rare event detection as basically a statistical 
problem, what you need to do is distinguish between sam- 
ples from two distributions with different means. Whether 
or not such a distinction is possible, however, depends on 
the variances of the distributions as well as on the means. 

One Parameter is Not Enough 
Suppose, for example, you are trying to use a single- 

parameter immunofluorescence measurement to find rare 
positive cells among a population of negative cells. Let’s say 
the positive cells have a mean fluorescence signal at channel 
40, with a 30 percent coefficient of variation (CV), while the 
negative cells have a mean fluorescence signal at channel 20, 
also with a 30 percent CV; disregarding reality for now, we 
will assume linear scales and normal or Gaussian distribu- 
tions. 

The CV is equal to the standard deviation (S.D.) divided 
by the mean; S.D. for the positive cells is therefore 12 chan- 
nels, and S.D. for the negative cells is 6 channels. Based on 
tables of the normal distribution and its integral (p. 234), 
about two/thirds of the positive cells will be found between 
channels 28 and 52, with half of them lying below channel 
40, while almost 10 percent of the negative cells will be 
found between channels 28 and 52, although only about 13 
negative cells in 10,000 should lie above channel 38. These 
numbers make it unlikely that positive cells present in a ratio 
of less than 1 per 1,000 negative cells can reliably be de- 
tected by single parameter measurements. 

Now suppose we’re looking at DNA content, and we 
want to find rare abnormal hypodiploid tumor cells (mean 

fluorescence at channel 20) among normal diploid cells 
(mean fluorescence channel 40). Thus, we’re dealing with 
the same difference between population means we had in the 
last case. Let’s use a realistic CV of 5 percent for the DNA 
measurements, and neglect S, G,, and M phase cells for the 
moment. 99.8 percent of the abnormal cells will lie between 
channels 17 and 23; 99.9999 percent of the normal cells will 
lie above channel 30. Just going by the numbers, we could 
easily detect one hypodiploid cell per 106 normal cells. 

In case you haven’t noticed, though, I threw in a ringer 
in the DNA content example. In the real world, we are 
probably more likely go looking for tetraploid than for hy- 
podiploid abnormal cells. So let’s say we’ve got the normals 
at channel 20 and the abnormals at channel 40. Now, even 
if there are no S, G,, or M phase cells in either population, if 
we only look at DNA content, without some way of telling 
doublets from single cells, we’re going to get a substantial 
number of counts in the neighborhood of channel 40 result- 
ing from two normal cells passing through the system to- 
gether, either by virtue of being physically attached or by 
virtue of being in very close proximity as they go by the ob- 
servation point. We can use some established tricks, such as 
comparing peak vs. integral of fluorescence signal or looking 
at scatter or extinction pulse width vs. fluorescence, to dis- 
criminate single abnormal cells from doublets, but, unless we 
go to a 3-D slit scanning system and/or sort all of our suspi- 
cious cells onto slides, we are very unlikely to be able to pick 
out one abnormal cell in a million normals. 

Moving closer to the real world, and keeping the same 
5% CV‘s, we’d think we’d be better off with abnormals at 
channel 30 and normals at channel 40 than with either ab- 
normals at channel 40 and normals at channel 30, or ab- 
normals at channel 40 and normals at channel 20. We al- 
ready know that the last of these scenarios gets us into prob- 
lems with doublets; the middle one will be troublesome if 
there are any normal S phase cells, because some of these can 
be expected to lie at channel 40 and, if the fraction of ab- 
normal cells is too small to form a recognizable peak, we 
have no way to spot the abnormals. In theory, we may have 
doublets and S phase cells, but we shouldn’t have 3/4 of a 
cell or nucleus going through, so we should readily spot the 
abnormals at channel 30 if the normals are at channel 40. 
We should, as long as there is no debris in the sample; in the 
real world, particularly when you go hunting for DNA ane- 
uploidy in preps from solid tumors, you may have trouble 
finding nuclei but you can have all the debris you don’t 
want. Well, fine, suppose you use a mathematical model to 

subtract out the debris distribution? No, that won’t work 
either, because the model is only an approximation, and 
you’re still going to need a substantial fraction - say 5 per- 
cent or more - of abnormal cells to be sure of finding them. 

So far, then, having considered detection of rare cells us- 
ing single-parameter measurements, we have discovered that 
we can tell from the numbers when there’s no chance of our 
finding rare cells, but, also, that, when the numbers tell us 
there is a chance, factors other than statistics may prevent us 
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from finding the rare cells. Does rare cell detection get any 
easier when we use multiparameter measurements? Would I 
ask if it didn’t? 

If we go back to the leukocyte differential counting pro- 
cedure discussed on pp. 248-50, it becomes fairly obvious 
that multiparameter analysis improves things. That proce- 
dure started with a data file of 1595 leukocytes, obtained by 
gated analysis of whole blood, without red cell lysis, using 
nuclear fluorescence as the gating parameter. So, to count 
1595 leukocytes, we also had to count about 1.5 million red 
cells and a few hundred thousand platelets, and we managed 
to pick out the leukocytes, which represented only about 0.1 
percent of the total population analyzed, almost flawlessly 
(we decided after hrther analysis, that 6 of our 1595 objects 
weren’t leukocytes after all). But it gets better. In the first 
step of breaking the leukocyte population into subpopula- 
tions, we manage to pick out the eosinophils, one of the less 
common leukocyte types; there were 102 of them, roughly 6 
percent of the leukocytes and thus roughly 6 per 10’ of the 
original cell population. 

Ah, but that’s not a fair test, you say, because the eosi- 
nophil stain was very bright and very specific. Objection 
sustained, but I’m ready for you. Let’s look at the basophils, 
the rarest of the leukocytes. They were not picked out by 
using a specific stain for their IgE receptors or their glycosa- 
minoglycans; instead, they were identified because the clus- 
ter in which they fell based on nuclear fluorescence, forward 
and right angle scatter, and extinction measurements lay far 
enough away from the other cell clusters to let us find them 
by blind luck. The hardest part of our job in identifying the 
basophils when the differential counting procedure was de- 
veloped lay in finding a sample with 5 percent basophils, so 
we could be sure that the cluster was what we thought it 
was. Among 1595 (or 1589, if you really want to get picky) 
leukocytes, we identified 11 basophils, or about 7 cells per 
10‘ cells in the original population. That suggested to me 
that multiparameter analysis, even using parameters that 
didn’t seem to be all that specific for discrimination, was the 
most practical way to go when looking for rare events. 

Cocktail Staining Can Help 
This approach (p. 352) is often useful in rare cell detec- 

tion problems involving immunofluorescence measure- 
ments. Ryan et alaa3 considered the problem of detecting 
minimal residual disease in acute lymphoblastic leukemia 
based on finding and counting cells bearing the common 
acute lymphoblastic leukemia antigen (CALLA or CD10). 
They stained cells with a fluorescein-labeled anti-CALLA 
antibody combined with a “cocktail” of various phyco- 
erythrin-labeled antibodies binding to different types of ma- 
ture leukocytes, and performed analyses gated on forward 
and orthogonal scatter and pyhcoerythrin fluorescence to 
include only those mononuclear cells not stained by the 
phycoerythrin-labeled antibodies. This scheme allowed de- 
tection of CALLA-positive lymphoblasts at levels of 1 cell 
per 1 O5 peripheral blood mononuclear cells, representing an 

improvement in sensitivity of better than a hundredfold over 
single-parameter immunofluorescence measurements. 

Dirt, Noise, and Rare Event Detection 
Gross et al’150’2331 were able to reliably detect rare cells at 

frequencies as low as 1 in 106 by combining cocktail staining 
with a rigorous cleaning procedure for the flow system, 
which minimized sample carryover (see pp. 178-80), and a 
processing technique which excluded “bursts” of data likely 
to represent system noise and or debris, rather than cells, in 
the sample. Rare cell detection at this level is likely to be 
necessary in identifying fetal cells in maternal blood, or re- 
sidual solid tumor cells, e.g., breast cancer cells, in bone 
marrow. 

Really, Really Rare Events: Alternatives to Flow 
When we start getting down to cells which represent 1 in 

10’ cells in the sample, we run across a new problem, which 
is fundamental to the flow cytometric method. If we count 
10,000 cells/s, which is faster than a lot of us run routine 
analyses, we can run for an hour and find four of the cells 
we’re looking for. T o  really be sure we’re seeing them, we 
might want to count a few dozen, and that’s a day’s work. 
Unless we’re talking about red cell variants, that’s also a large 
total number of cells to have to take out of a patient. 

Provided we have a way of staining the cells we’re look- 
ing for intensely enough so that it’s easy to find them, we 
may be better off using a static system like a wide-field mi- 
croscope, and just counting the positive cells, rather than 
tying up a flow cytometer for days on end. This is certainly 
true when we’re trying to do something else with very rare 
cells when we do find them, e.g., genetic analysis by in situ 
hybridization; using modern imaging and static systems, 
with computer-controlled stages and scanners, it is relatively 
simple, once a cell has been located, to find it again after the 
slide has been removed, processed, and replaced. 

The Automated Cellular Imaging System (ACIS)3004.5, 
from Chromavision, uses immunoenzyme staining and 
automated analysis of bright field microscope images to 
identify malignant cells in marrow at frequencies as low as 1 
cell in 100 million, although an immunomagnetic enrich- 
ment step may be necessary to reach this detection level. 

The CellTracksm 2383’3006-7 , under development by Im- 
municon, features a small but capable scanning laser cy- 
tometer, with optical and mechanical components largely 
derived from CD player parts, that uses as many as three 
laser beams for measurement of fluorescently and immmu- 
nomagnetically labeled cells drawn by a magnetic field to the 
viewing surface of a disposable sample container. Immuni- 
con has developed other immunomagnetic separation tech- 
nology that has been used to enrich samples for residual 
tumor cells and other rare cell types prior to analysis using 
either flow or scanning c y t ~ m e t r y ~ ~ ~ ~ ~ ~ .  

is designed to scan a 250 
cmz chamber containing as many as 500 million cells in a 
clinical specimen intended for stem cell transplantation, 

Oncosis’s Photosism 
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identify any non-Hodgkins lymphoma cells present, and 
destroy the tumor cells by “zapping” them with a pulsed 
laser beam. Cyntellect, a spinoff from Oncosis, offers the 
LEAPTM 3015 research platform for high throughput cell image 
analysis and manipulation. 

10.4 TRICKS AND TWISTS ODD JOBS FOR 
FLOW CYTOMETRY 

Single Molecule Detection 
The detection of single fluorescent molecules bearing 

multiple chromophores was proposed, and achieved using a 
static system, by Tomas Hirschfeld in the mid- 1970’s884-5, 
when he was at Block Engineering. Mike Hercher, also at 
Block, then built a high-sensitivity flow ~ytomete?~ designed 
to perform assays for viral antigen based on the detection of 
small numbers of multiply labeled antibody molecules 
bound to a single virus particle. This was the apparatus used 
to measure the scatter signal distribution from bacterio- 
phages shown in Figure 7-5 (p. 288); its fluorescence sensi- 
tivity was calculated to be sufficient for detection of 36 
molecules of fluorescein, a number I hesitated to put in print 
until other people got into the same ballpark. When the 
original work with this apparatus was done, neither mono- 
clonal antibodies nor phycobiliprotein labels were available; 
the use of both of these types of reagents would obviously 
make single-virus detection based on this approach easier, 
although factors other than instrument sensitivity influence 
feasibility. 

Work on flow cytometric detection of small numbers of 
molecules continued at Los Alamos, where Dovichi et alSs6-’ 
achieved sensitivities comparable to that of the Block appara- 
 US^^ for detection of fluorescein and rhodamine dyes, and at 
Berkeley and Stanford, where Mathies and Strye? estab- 
lished the feasibility of detecting single molecules of phyco- 
erythrin. Such detection was actually achieved in 1987 by 
Nguyen et al at Los Alam0S6~O, using a slow flow system with 
a single photon counting detector. 

While single molecule detection in flow systems repre- 
sents an impressive achievement, flow cytometry is not the 
only technology, and is not necessarily either the most sensi- 
tive or the most efficient technology, for making fluores- 
cence measurements at this level of sensitivity. Before the 
First Edition of this book was published, Coleman et 
had visualized DNA in individual DAN-stained virions 
(and, I was told, in plasmids) by fluorescence microscopy 
and quantified it by microphotometry, using a photometer 
based on a Zeiss fluorescence microscope with a 100 W Hg 
arc lamp source. The single molecule detection limit for 
DAPI-stained DNA had also been attained by Morikawa 
and Yanagida576 using video microscopy. Later, in prelimi- 
nary experiments (A. Coleman and M. Block, personal 
communication), Coleman’s microphotometer was used to 
detect bacteriophages based on the spatial coincidence of 
fluorescence signals from stained DNA and fluorescent anti- 
bodies. 

Since, in many potential applications of high-sensitivity 
cytometry, e.g., virus detection in clinical specimens, the 
objects to be detected are not only of near-molecular dimen- 
sions but may be present at very low concentrations (< 106 
particleslml), detection in a flow system involves spending a 
lot of time running portions of the sample through the sys- 
tem which do not contain the objects of interest. In such 
cases, it is almost essential to concentrate the raw sample to 

increase throughput; it becomes logical to concentrate it to 
the point at which the analyte can be looked for on a slide in 
a static system. However, maximizing detection sensitivity in 
static or scanning systems requires that the illuminated re- 
gion be made as small as possible. 

Near-field optical microscopes, in which optical fibers 
of extremely small size (1 0 nm) are used to bring light to the 
specimen, allow selective illumination of regions approach- 
ing molecular dimensions, permitting not only the detection 
of single fluorescent molecules, but their characterization, 
e.g., by fluorescence lifetime. The Los Alamos group investi- 
gated this techn~logy’~’~. However, in recent years, impres- 
sive spatial resolution in fluorescence microscopy has been 
achieved using conventional (far-field) optics, if not conven- 
tional illumination. 

Stimulated Emission Depletion (STED) microscopy, 
described in a 2002 report by Dyba and decreases 
the size of a detected fluorescent spot by quenching the ex- 
cited molecules at the rim. Quenching is accomplished by 
stimulated emission. Two synchronized trains of laser pulses 
are used; the first pulse excites the fluorophores in the focal 
region, and a following red-shifted pulse, in a “donut” 
mode, quenches molecules at the rim of the focal spot, leav- 
ing fluorescence from the center largely unaffected. Using 
760 nm excitation, Dyba and Hell achieved an effective 
spatial resolution of 33 nm, or 1/23 wavelength; they have 
been able to apply their technique to high-resolution imag- 
ing of structures in living cells and bacteria. 

Single molecule detection has also been achieved, with 
less fanfare, in lower-tech, lower-budget apparatus. O n  p. 
132, I noted that Unger et a12446 were able to detect fluores- 
cence of single molecules of tetramethylrhodamine- 
conjugated protein using a (relatively inexpensive) cooled 
CCD camera and a fluorescence microscope illuminated by 
a 100 W Hg arc lamp. Chiu et al”” used the same apparatus 
to develop a calibration procedure for quantitative measure- 
ments of GFP down to the single molecule level. 

DNA Sizing, if not Sequencing, in Flow 
In 1993, Goodwin et al, at Los Alamos, reported the use 

of a slow flow system, TOTO-1, and single photon count- 
ing to size DNA fragments as small as 5 kilobase pairs. 

The Los Alamos group proposed the use of their meth- 
odology for DNA sequencing; a DNA fragment would be 
attached to a bead fixed in position upstream, and single 
molecules of the fluorescently labeled end base would de- 
tected downstream after enzymatic cleavage. This hasn’t 
happened yet, but the DNA sizing work has continued. 
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Figure 10-10. Analysis of bacteriophage lambda DNA and a Hind Ill digest of lambda DNA in a slow flow system. 
Courtesy of Rob Habbersett, Los Alamos National Laboratory. 

Rob Habbersett, at Los Alamos, has reduced the DNA 
sizing apparatus to a small, benchtop system using 0.5 mW 
of 532 nm illumination from a YAG laser; samples flowing 
at 1 cm/sec are examined in a quartz cuvette with a 250 pn’ 
flow channel, and fluorescence at 555-595 nm from SYTOX 
Orange (Molecular is collected using a 3.1 mm, 
0.68 N.A. aspheric lens. A Perkin-Elmer single photon 
counting APD module is used as the detector, and data are 
processed by a multichannel scaling PC plug-in board that 
counts detector pulses in intervals ranging from 4 to 50 p. 

Figure 10-10 illustrates the result of analyzing a mix of 
DNA fragments from a restriction digest of bacteriophage 
lambda DNA, with a small amount of intact lambda DNA 
added. A total of 7800 individual fragments are represented. 
Hind I11 digestion produces 8 fragments from each com- 
pletely cut lambda DNA molecule, with fragment lengths of 
125, 564, 2027, 2322, 4361, 6557, 9416, and 23130 base 
pairs (bp). The 125 bp fragment was not detected in this 
example, and the two fragments at 2027 and 2322 bp (Td 

peak from the left in the burst area histogram) are not sepa- 
rately resolved. Each individual detected event (i.e., frag- 
ment) comprises a “burst” of detected photons; the data 
processing software extracts the area, maximum amplitude, 
and duration of each burst, and stores them as list-mode 
parameters, from which all displays are generated. The burst- 
area scale was calibrated in terms of fragment length by fit- 
ting a Gaussian to each peak to find the center of the peak 
and performing a linear regression against the known frag- 
ment lengths. 

While burst area is proportional to fragment size, burst 
amplitude, analogous to peak height, is not. The contour 
plot of amplitude vs. fragment length shows that, as frag- 
ment length increases, both amplitude and area increase 
until the fragment length is about 36 kbp. In the flow cell, 
the hydrodynamic forces extend the fragments as they accel- 
erate off the end of the injector tip, and pass through the 
laser beam, which is focused to a spot approximately 11 pm 
in diameter. A 36 kbp fragment is long enough to fill the 
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entire spot, placing a nominal maximum number of dye 
molecules in the probe volume and therefore [nearly] maxi- 
mizing burst amplitude. Larger molecules extend to longer 
lengths (a fully extended 48.5 kbp lambda DNA molecule, 
for example, is roughly 16 Pm long), and, while they pro- 
duce only slightly higher burst amplitudes, they have sub- 
stantially longer burst durations and larger burst areas. Cir- 
cular DNA constructs (e.g. plasmids) or molecules that are 
kinked, looped and not fully extended in flow can produce 
higher amplitude bursts. 

DNA fragment sizing apparatus has been built at the 
University of Twente and at CalTech (a microfluidic 

as well as at Los Alamos. For a time, it appeared 
as if flow cytometric DNA fragment sizing would be com- 
petitive with agarose gel electrophoresis; the flow methods is 
faster, uses a smaller sample, and produces results on a linear 
scale. The picture has become somewhat clouded with the 
appearance of microfluidic capillary electrophoresis appara- 
tus for DNA sizing, which also has speed and sample size 
advantages when compared to conventional gel electrophore- 
sis. Of late, the Los Alarnos group has advocated the use of 
DNA fragment sizing for rapid identification of bacterial 
pathogenS3018-20; this is likely to attract more attention after 
the U.S. national experience with anthrax in 2001 than it 
might have before. 

2440,2452 

Solid Phase (Bead) Assays Using Flow Cytometry 
By the 1980’s, people at Los Alarnos and elsewhere had 

become aware that flow cytometry might offer some advan- 
tages as a detection method for fluorescence immunoassays. 
Saunders, Martin, and Jett‘”’ described a competitive bind- 
ing assay in which fluorescently tagged antigen competed 
with an antigen analyte for binding sites on nonfluorescent, 
antibody-coated beads. Elsewhere, McHugh et al‘820 devel- 
oped a sandwich assay for circulating immune complexes, in 
which the analyte was bound to beads coated with the com- 
plement component C lq ,  and rendered detectable by the 
addition of fluorescent anti-immunoglobulin antibodies. 

developed a solid phase flow cytometric 
assay for the DNA-binding antibiotic actinomycin D, using 
mithramycin, which becomes fluorescent on binding to 
DNA, to compete with the analyte, which does not, for sites 
on DNA-coated spheres. 

Flow cytometers can also be used to detect antigen- 
antibody reactions without making fluorescence measure- 
ments, for example, by using scatter or extinction signals to 
detect aggregation of small antigen-coated particles by solu- 
ble antibody. Sykulev, Cohen, and Eisen1835-6 adapted this 
technique to determine the equilibrium constants of anti- 
gen-antibody reactions by examining the effects of addition 
of competing soluble antigen; they reported that this tech- 
nique is usable with almost any soluble antigen and with 
antibodies exhibiting a very wide range of equilibrium con- 
stants. 

By the time the previous edition of this book appeared, 
variations on the basic theme included assays for serum anti- 

Saunders et 

bodies, employing antigen-coated beads and fluorescent 
anti-immunoglobulins””, sandwich assays for antigens, 
using antibody-coated beads and fluorescent a n t i b o d i e ~ ~ ~ ~ ’ . ~ ~ ,  
and the use of small (0.1 pm), antibody-coated fluorescent 
beads instead of fluorescent antibodies to detect antigen 
bound to nonfluorescent beads coated with unlabeled anti- 

Flow cytometric bead immunoassays are said to be equal 
to or better than conventional enzyme immunoassays in 
terms of sensitivity, specificity, and dynamic range; their 
major drawback to date is the requirement of a relatively 
expensive instrument for readout. Lindmo et a l l s 3 *  reported 
that the dynamic range of sandwich flow cytometric assays 
for antigens could be extended (from 2 decades to 3 decades) 
by employing two different sizes of particles coated with 
antibodies of substantially different affinities; Frengen et 
alls3’ considered ways of minimizing serum interference with 
flow cytometric solid phase assays. 

body””. 

Cocktails for 100: Multiplexed Bead Assays 
Flow cytometric bead assays have now made it into the 

mainstream thanks to use of multiplexing schemes that per- 
mit separate analyses of a large number of ligands to be per- 
formed in a single aliquot of 

Figure 10-11. Positions of clusters representing 100 dif- 
ferent color-coded beads used with the Luminex 100’” 
system for chemical analysis. The horizontal and vertical 
axes, respectively, indicate intensities of 635+658 and 
635-+>710 nm fluorescence. Courtesy of Luminex Cor- 
poration. 

The Model 100 flow cytometer made by Luminex 
(Chapter 8) can perform as many as 100 ligand-binding 
assays per tube. Beads approximately 5.5 pm in diameter are 
color-coded with unique mixtures of two red-excited dyes; 
because large numbers of molecules of these dyes can be 
bound to beads, they provide strong signals, and fall into 
well-delineated clusters on the “bead map” illustrated in 
Figure 10-1 1 above. 

A different color code is used for each analyte to be as- 
sayed; analyte is captured by an appropriate reagent (anri- 
body, gene probe, etc.) bound to the bead, and detected by a 



474 I Practical Flow Cytometry 

“reporter” reagent labeled with phycoerythrin or another 
green-excited, yellow fluorescent label such as Cy3. 

A mixture of beads appropriate for the desired measure- 
ments is mixed with a single aliquot of sample in a tube or in 
one well of a 96-well plate; the sample-bead mixture is then 
incubated with a mixture of all of the reporter reagents, and 
introduced into the flow cytometer, usually after a wash 
step. Each bead passes first through a red diode laser beam, 
in which measurements of side scatter and of the fluores- 
cences (658 nm and >710 nm) of the color coding dyes are 
made, and then through a 532 nm green YAG laser beam, in 
which the fluorescence of the reporter reagent is measured. 
Side scatter signals are used to eliminate bead doublets and 
triplets from analysis; single beads are then classified by their 
color-coding, and distributions of reporter fluorescence asso- 
ciated with each bead type are analyzed to quantify the 
amount of each analyte of interest present in the sample. 

Before producing the Model 100, Luminex made a series 
of beads that could be used for multiplex assays on a B-D 
FACScan; red- and orange-fluorescent dyes were used for 
color coding, and fluorescein or another dye with a similar 
spectrum was used as a reporter label. A PC-based data 
analysis system, attached to the FACScan, was used for cal- 
culating assay results. A number of publications describing 
multiplex analysis using Luminex beads have appeared in the 
literature 

Other companies, including Bangs Laboratories and 
BD BioSciences, have produced bead sets and assays using 
smaller numbers of beads, color coded by different intensi- 
ties of a single fluorescent dye. There is a recent report of the 
use of the BD Biosciences kit for determining cytokines in 

and, no, I don’t mean that the cytokines were emo- 
tionally upset. 

Other coding schemes are possible; Quantum Dot 
Corporation has made beads tagged with mixtures of quan- 
tum dots of differing emission wavelength2M8-9; 3D Mo- 
lecular Sciences has produced plastic particless approxi- 
mately 100 pm x 20 pm x 15 pm with “bar coding based 
on width variations along the length of the particle, detect- 
able by pulse shape analysis of a scatter or extinction 

These beads could presumably be used in a rela- 
tively inexpensive single-laser instrument. 

2370-5.3021 

Cells in Gel Microdroplets and on Microspheres 

James Weaver and his colleagues at the Massachusetts 
Institute of T e ~ h n o l o g y ’ ” ~ ~ ~ ~  and, somewhat later, Eli Sahar 
and Raphael Nir and others at Tel Aviv ex- 
plored applications of the gel microdroplet technique 
originally described by Weaver et in which single or 
multiple bacteria or eukaryotic cells are observed visually or 
cytometrically after encapsulation in agarose gel beads from 
1 G- 100 pm in diameter. 

The method was originally envisioned as facilitating flow 
cytometric analyses of microorganisms, which, because of 
their small size, produce scatter signals which are difficult to 
detect in modern flow cytometers and which were impossi- 

ble to detect in many older instruments. Since the nucleic 
acid content of microorganisms is approximately 1 / 1000 
that of eukaryotic cells, fluorescence signals from microor- 
ganisms stained with propidium, DAPI, and other dyes 
which produce very strong signals from eukaryotic cells are 
also relatively weak; immunofluorescence signals would be 
correspondingly weaker. This made it infeasible to use fluo- 
rescence signals as trigger signals for flow cytometric analysis 
of microorganisms; however, the scatter signal from a 10 pm 
gel microbead could provide a robust trigger signal, allowing 
a fluorescence measurement to determine whether an organ- 
ism (s) was(were) contained in the bead. 

This rationale for the use of gel microdroplet technique 
has largely disappeared due to increases in the sensitivity of 
commercial flow cytometers; it is possible to quantify bacte- 
rial growth by direct analysis of cultures from liquid media, 
without the additional step of encapsulating the organisms 
in microdroplets. However, the method is potentially useful 
for other applications. When single organisms are encapsu- 
lated in microdroplets and allowed to grow, the entire clone 
produced by successive divisions remains in a single droplet 
(Figure 10-12), facilitating selection of c o l o n i e ~ ~ * ~ ~ ” * ~ ~ ~ * .  

Figure 10-12. Growth of an encapsulated Gram- 
positive marine bacterium in gel microdroplets. 
Courtesy of Pat McGrath and Swee Kim Lin 
(One Cell Systems). 
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Such selection can be done on the basis of growth char- 
acteristics or on the basis of detection of metabolic products, 
which accumulate in the micr~droplet‘~~~. When applied to 
antibody-producing cells, the microdroplet technique repre- 
sents a further diminution of scale over the microtiter 
pIateiS4O. 

The production of microdroplets is relatively straight- 
forward; cells in medium are added to an agarose mixture, 
which is added dropwise to dimethylpolysiloxane oil, in 
which it forms an emulsion. A kit1843 is available from One 
Cell Systems (Cambridge, MA); McFarland and Durack 
have provided recipes “for the frugal Cells 
can readily be released from microdroplets, e.g., by adding 
agarase, for growth in culture or further processing. 

Under normal circumstances, most of the microdroplets 
(about 90 percent) will be unoccupied by cells, and those 
that are occupied will initially contain only a single cell. In 
most cases, forward and side scatter signals are sufficient to 
discriminate between occupied and unoccupied droplets, as 
shown in Figure 10-13; the fluorescence of dyes such as 
propidium can be used to identify dead cells. Viable cells can 
be stained for DNA with Hoechst 33342, providing a fairly 
precise estimate of the numbers of cells in colonies, or 
stained for total nucleic acid with SYTO-9 (this fluorescent 
dye was used in the cells shown in Figure 10-12), which 
provides a usable, if less precise, assessment of growth. 

Figure 10-13. Identification of occupied and unoccu- 
pied gel microdroplets. Courtesy of Pat McCrath and 
Swee Kim Lin (One Cell Systems). 

By incorporating appropriate antibodies in the gel, mi- 
crodroplets can be made to capture one or more secreted 
products, which can then be detected using a second, fluo- 
rescently labeled, antibody1s40,3025-6. However, the newer cell- 
surface affinity matrix t e ~ h n i q u e ~ ~ ’ ~ - ~  may provide an 
equally effective means for detection of secreted products 
without the need for microdroplet generation or subsequent 
release of cells. 

The use of gel microdroplets for such applications as an- 
tibiotic sensitivity testing, in which a dozen or more aliquots 
of sample subjected to different drug treatments must be 
analyzed, might be facilitated by multiplex color coding of 
the microdroplets; I am not aware that anyone has actually 
tried this. 

Hanging Ten Pseudopodia? 

In order to preserve characteristics of these normally ad- 
herent cells during flow cytometric analysis, Bloch, Smith, 
and A ~ l t ” * ~  attached human monocyte-macrophages to 14- 
20 pm plastic microspheres; the cells retained phagocytic 
capacity, and could be maintained in long-term culture, 
stained for surface antigens, and examined and sorted while 
still in the adherent state. The technique should be applica- 
ble to other adherent cell types. 

10.5 SINGLE CELL ANALYSIS 
WHEN FLOW WON’T DO 

From about the mid-1990’s on, there has beer, an inter- 
esting interplay between high-sensitivity cytometry and 
high-sensitivity analytical chemistry. Richard Zare and his 
coworkers at S tanfo~d”~~.~  exploited single cells as chemical 
detectors, using patch-clamp measurements of transmem- 
brane electrical current and fluorescence measurements of 
intracellular calcium to quantify extremely small amounts of 
neurotransmitters and other ligands emerging from a capil- 
lary after electrophoresis. 

Nancy Allbritton, who had been involved in that work, 
set up shop at the University of California at Irvine, and put 
the cells at both ends of the electrophoresis capillary; her 
group has used both conventional fluorescence detectors and 
detector cells to measure materials extracted directly from 
single cells into electrophoresis c a p i l l a r i e ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ . .  They em- 
phasize determination of kinase activities in individual cells 
and in discrete regions of Xenopw oocytes. 

Norm Dovichi et a13033-8, now at the University of Wash- 
ington, are doing what they describe as chemical cytome- 
try, i.e., “the use of high-sensitivity chemical analysis to 
study single cells”3o33, and metabolic cytometry, “a form of 
chemical cytometry that monitors a cascade of biosynthetic 
and biodegradation products generated in a single cell”3033. 
The chemical analysis method they use is typically capillary 
electrophoresis. By using Hoechst 33342 fluorescence inten- 
sity, determined by image cytometry, as a criterion for cell 
selection, they have demonstrated variation of oligosaccha- 
ride metabolism during the cell cycle3033; they have also ana- 
lyzed proteins from single Their methodology has 
allowed them to detect as few as 50 molecules of a metabolic 
product. They have also made the point that, in addition to 
demonstrating cell-to-cell variation, analysis of single cells 
eliminates artifacts introduced in the preparation of extracts 
from cell populations for chemical analyses. 

A special issue of Current Opinion in Biotechnology (Vol- 
ume 14, Number 1, February, 2003) devoted to Analytical 
Biotechnology, and edited by Norm Dovichi and Dan 
Pinke13039, contains an article on kinase measurements by 
Sims and Allbrit t~n~”~*, some informative papers on analysis 
of single m i t ~ ~ h o n d r i a ~ ~ ~ ’  and single cell e lec t r~pora t ion~~~~,  
and a review and update by Ibrahim and van den Engh on 
high speed s o r t i n c .  
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10.6 APPLICATIONS OF FLOW CYTOMETRY 

We now get into the area($ in which I can’t even at- 
tempt to keep up with the literature. Coverage from here on 
may be arbitrary and capricious at times. However, in the 
course of preparing this edition, I appealed far and wide for 
people working in the field of flow cytometry to send me 
references, reprints, figures, data, URLs, etc., so don’t blame 
me if you didn’t send me anything and I missed something 
you did, however neat it might have been. 

I haven’t excised the older references from this section, 
or, for that matter, from the rest of the book; choosing in- 
stead to put them into historical perspective as necessary. 

Cell Differentiation, Ab Ovo and De Novo 
A broad range of applications of flow cytometry in stud- 

ies of cellular differentiation was envisioned by Donna and 
Tom J ~ v i n * * ~  in the early 1970’s, at which time their voices 
and those of a very few others seemed to be crying in the 
wilderness. So it goes in the prophecy business. The use of 
flow cytometry to detect and quantify variations in anti- 
gens, nucleic acids, enzymes, and functional characteris- 
tics during normal and abnormal differentiation is now 
commonplace. This is an area in which multiparameter 
analysis can be particularly useful. If one wants to determine, 
for example, whether different gene products are being pro- 
duced simultaneously or sequentially, single cell analysis can 
provide information that is unavailable using more tradi- 
tional biochemical approaches. 

A study by Swartzendruber, Travis, and MartinS3’ of 
BrUdR-induced differentiation in mouse teratocarcinoma 
cells provided a good illustration of the range of parameters 
that could be analyzed in the late 1970’s. These authors 
studied multiangle light scattering behavior, DNA content, 
and enzyme kinetics in BrUdR-induced and spontaneously 
differentiating cells. 

Interest in the role of cytoplasmic [Ca”] and other func- 
tional parameters in the control of cell differentiation has 
also provided motivation for studies using flow cytometry, 
e.g., work by Levenson et alr3’ on changes in mitochondrial 
membrane potential during the differentiation of Friend 
mouse erythroleukemia cells. Much of the earlier, and a fair 
amount of the later work in the area of blood cell differentia- 
tion has been done with leukemic cell lines such as HL-60 
and K562, which, like Friend cells, undergo differentiation 
in uitro in response to a variety of chemical agents, including 
phorbol esters, DMSO, butyric acid, and retinoic acid. I’ll 
cover more of blood cell development in the discussion of 
hematology and immunology. 

As to development in general, it might be fair to say that, 
at least from a flow cytometric point of view, ontogeny has 
recapitulated hematology. We always knew that blood stem 
cells were in there somewhere; once enough monoclonal 
antibodies to leukocyte surface antigens had been raised, we 
managed to find the stem cells and clarify the developmental 
pathways. We now routinely harvest and transplant autolo- 

gous and allogeneic blood stem cells, aided by cytometry at 
most steps along the way, and cytometry has also helped us 
define and mass produce some of the cytokines we use to 
extract an extra measure of performance from a hematopoi- 
etic system damaged by disease and/or drugs. 

While we haven’t come nearly as far in terms of taming 
embryonic stem cells, or stem cells that might help us regen- 
erated damaged nerves or cardiac muscle, the model is now 
in place. 

Embryonic stem cells have become a politically hot 
topic as well as a scientifically hot one. Flow cytometry has 
been used to analyze patterns of surface marker expression in 
stem cell differentia~iod’~~, and, with sorting, to detect and 
select cells that have maintained their embryonic characteris- 
t i c ~ ~ ~ ~ ~  and/or cells potentially useful for transplantation by 
virtue of differentiation along a specific p a t h w a y .  Multi- 
potent adult progenitor cells (MAPC) are of great scien- 
tific interest and may offer a less politically charged thera- 
peutic alternative; their differentiation is studied using arrays 
to follow genotypic changes and flow cytometry to follow 
phenotypic oneF4‘. 

Differentiation in the Nervous System 
I can’t hope to cover the state of the art in every organ 

system, but I will call your attention of the work of Jeffery 
Barker, Dragan Maric et a1 at the National Institute of Neu- 
rologic Disorders and Stroke, National Institutes iof Health, 
on nerve cell diffe~entiation~’~~.’~. They have used analyses of 
the cell cycle, of protein expression, and of calcium and 
membrane responses to neurotransmitters to define and frac- 
tionate populations of stem and differentiated cells, and to 

determine patterns of expression of different receptors and 
ion channels during differentiation. Following on work by 
Morrison et a130S4, who sorted neural stem cells from 
emrbyonic peripheral nerves, and Rietze et alSos5, who sorted 
stem cells from the adult central nervous system, both using 
positive selection strategies, the Barker group developed 
negative selection criteria, isolating stem cells on the basis of 
failure to stain with any of a combination of markers for 
differentiation and apopto~i?~~.  

Whole Embryo Sorting 

Working with Herzenberg and others, Krasnow1862 used 
the lacZ reporter gene (pp. 408-9) to identify cells from 
portions of bearing defined mutant genes known to be dif- 
ferentially expressed in different segments or regions of the 
embryo. With dissociated whole early embryos as the start- 
ing material, neuronal precursor cells were sorted; they dif- 
ferentiated into neurons with high efficiency in culture. In- 
cipient posterior compartment cells that expressed the en 
and wg genes were also purified from early embryos; Cum- 
berledge and K r a s n o ~ l ~ ~ ~ ,  using such isolated cells, demon- 
strated that the wg protein provides a signal needed to main- 
tain en expression. At the time at which these studies were 
done, and described as “whole embryo sorting,” there were 
probably not a lot of people contemplating sorting whole 
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embryos, as opposed to a whole embryo’s worth of isolated 
cells. Since then, Furlong et al, based in the same building as 
the Herzenberg lab, have developed and built an instrument 
that sorts whole Drosophika embryos2325; you can build one 
from their plans (p. 266) or buy a similar device from Un- 
ion Biometrica (p. 432). 

Somatic Cell Genetics and Cell Hybridization 

Reporter Genes Revisited 
Much of the early work on the use of flow cytometry and 

sorting to isolate cells bearing transferred genes coding for 
specific human cell surface antigens from heterogeneous 
populations produced by cell hybridization and/or gene 
transfer was done in Ruddle’s laboratory at Yale533 and in 
Herzenberg’s laboratory at Stanford534. In most cases, re- 
peated sorting was needed to enrich cells bearing the desired 
antigens, which typically represent only a few hundredths of 
a percent of the cell population when the process is started. 
Le Bouteiller et a1535 described a method for quantitative 
analysis of expression of cloned HLA antigens in trans- 
formed cells. 

I was somewhat surprised that repetitive sorting became 
a method of choice for isolation of small subpopulations of 
cells following gene transfer, especially since the procedure 
often began with the pooling of clones grown in isolation on 
solid or in semisolid media. It seemed to me that other assay 
methods, e.g., enzyme-linked immunoassay (ELISA), should 
have been sufficiently sensitive to identify the desired clones 
in situ, eliminating the pooling and sorting. This evidently 
reflected a more pronounced awareness of the shortcomings 
of flow cytometry than of the shortcomings of ELISA on my 
part. 

The use of lacZ (p. 320)1642-4 as a reporter gene detectable 
by fluorescence made it considerably easier to sort trans- 
fected cells, as the whole embryo sorting experiments dis- 
cussed above indicate. And, in the previous edition of this 
book, it was noted that “the Aequorea green fluorescent pro- 

(not yet used at the time) also looks promising for 
this purpose.” The promise has been kept, and improved 
instrument sensitivity and sorting speed have made the job 
easier, although a few rounds of sorting may still be re- 
quired. 

Isolating and Characterizing Hybrid Cells 
Sorting can also eliminate the need for selective media 

for separating hybrid cells or cybrids following a cell fu- 
sion experiment. Schaap et a1536 used dual labeling tech- 
niques to identify and sort cell hybrids; Jongkind and Verk- 
erk’16 combined cell sorting with ultramicrochemical analysis 
of single sorted cultured human fibroblasts to permit deter- 
mination of enzyme activity in individual sorted cells for 
genetic analysis. Tertov et al’51* used energy transfer be- 
tween tracking dyes with different spectral characteristics to 
identify and sort hybrid cells. Tracking dyes, particularly 
those that label membranes, e.g., “DiI,” “DiO,” and the 

PKH dyes (pp. 371-4) still provide the easiest approach to 
detecting hybrids. 

Trask et allaa used bivariate flow karyotyping (see next 
section) and FISH (pp. 361-2) to characterize hybrid cells 
bearing human chromosomes, while Bouvet et alls6’ em- 
ployed the former technique to identify pig chromosomes in 
pig-mouse hybrid cells. Some pig chromosomes could not be 
identified with certainty due to overlap with mouse chromo- 
somes in the karyotypes; this could presumably be remedied 
by the use of fluorescent probes for the pig chromosomes, 
which should hybridize to regions containing oinkogenes. 
Sorry; my humor has peaks and troughs. 

Chromosome Analysis and Sorting 
and Flow Karyotyping 

It was noted in the m i d - 1 9 7 0 ’ ~ ’ ~ ~ ~ ’ ~ ~ ~ ~  that individual 
chromosomes stained with a single DNA fluorochrome 
could be measured by flow cytometry, producing a univari- 
ate karyotype (Figure 10-14). 
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Figure 10-14. Univariate flow karyotype of human 
chromosomes stained with propidium iodide. From: 
Gray JW, Cram LS: Flow karyotyping and chromo- 
some sorting. In: Melamed MR, Lindmo T, Mendel- 
sohn ML (eds): flow Cytomerry ond Sorting (2 Ed). New 
York, Wiley-Liss, 1990 (reference 1028), 0 John Wiley 
&€ Sons, Inc. Used by  permission. 

Although peaks representing most of the human chro- 
mosomes are discernible in the univariate karyotype of Fig- 
ure 10-14, there is too much overlap between adjacent peaks 
for chromosomes to allow any given chromosome to be 
highly purified by sorting on the basis of propidium fluores- 
cence alone. This reflects the fact that there are only small 
differences in DNA content between adjacent chromosomes. 

The chromosomes shown in Figure 10-14 are stained 
with propidium, which is not highly selective for either A-T 
or G-C base pairs. By 1980, Langlois et a12”-’ had established 
that combinations of DNA fluorochromes that exhibited 
base preferences for A-T (e.g., Hoechst 33258 and DAPI) 
or G-C (e.g., chromomycin A, and mithramycin) could be 
used to produce a bivariate karyotype (pp. 317-9; Figures 
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7-13 (p. 318) and 10-15), allowing discrimination of chro- 
mosomes that are similar in total DNA content but contain 
different proportions of A-T and G-C base pairs. 
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Figure 10-15. Bivariate karyotypes of RPETOOI (top 
panel) and Daudi (bottom panel) human cell lines, 
based on Hoechst 33258 and chromomycin A, fluo- 
rescence. Courtesy of Simon Monard (Trudeau Insti- 
tute). 

A comparison of Figures 10-14 and 10-15 shows that 
the bivariate karyotype, unlike the univariate karyotype, 
places most of the human chromosomes in distinct clusters, 
making it relatively simple to purify individual chromosomes 
by sorting. High-speed chromosome ~ ~ r t e r ~ ~ ~ ~ ' ~ ~ ~  with dual- 
beam illumination from high-power, water-cooled argon ion 
lasers (W for Hoechst 3325, 457 nm for chromomycin AJ 
were developed and used at Livermore and Los Alamos to do 
this, facilitating the task of mapping the human genome and 
yielding chromosome-specific probes now used for fluores- 

cence in situ hybridization During the earlier 
stages of the genome project, when the first two editions of 
this book were written, it was common for experimenters to 
spend hours or even days sorting enough of a particular 
chromosome to build a genomic library537; amplification 
techniques have since made it possible to work with much 
less starting material, even as little as a single sorted chromo- 
some3057.60. 

Even before high-speed sorters became commercially 
available, Los Alamos also kept at least one dual-beam com- 
mercial instrument busy sorting chromosomes with good 
results. I was told by Scott Cram that reasonably good reso- 
lution of major groups of ethidium bromide-stained chro- 
mosomes in univariate karyotypes could be achieved using 
instruments with low-power argon laser sources, e.g., the 
Coulter EPICS Elite and B-D FACScan; any skepticism I 
harbored on this subject vanished when I saw karyotyping 
done as a lab exercise at one of the annual flow cytometry 
courses. 

While it has been demonstrated that bivariate flow 
karyotyping of chromosomes stained with a Hoechst dye or 
DAPI (with an A-T base preference) and chromomycin A, 
or mithramycin (with a G-C base preference) can be done 
using air- cooled He-Cd lasers instead of much larger water- 
cooled ion  laser^^^^^^^'^^^^ as light sources, the He-Cd sources 
do not put out quite enough power to achieve photon satu- 
ration of the dyes, and are noisier than ion lasers, with the 
result that CVs are higher and separation of chromosomes in 
the measurement space is not as good. However, it seems 
likely that the UV and 457 nm ion lasers now used in 
bivariate chromosome sorters could be replaced by mode- 
locked 355 nm YAG lasers and 457 nm N D : W 0 4  lasers, 
both available at power levels on the order of those achiev- 
able with large ion lasers. 

Asymmetric cyanine11"-4.1331 dyes of the TOT0 and TO- 
PRO series (see p. 315) have also been shown to produce 
bivariate flow karyotypes, although resolution is much 
poorer than that obtained with Hoechst33258 and 
chromomycin $. Buoyed by preliminary results, I spent 
several years exploring cyanines and a variety of other dyes in 
an ultimately unsuccessful search for combinations that 
could produce bivariate karyotypes using 488 and 633 nm 
laser sources. Unless someone else has better luck, bivariate 
karyotyping will continue to depend on the dyes we know 
and on instruments with UV and blue-violet excitation; with 
luck, the instruments will get smaller. 

Reviews and descriptions of preparative and analytical 
techniques for flow karyotyping and results appeared in a 
number of earlier papers538-47'903' '868-70; the 1989 book Flow 
Cytogenetic~'~~~, edited by Joe Gray, remains an indispensable 
basic reference. Since the previous edition appeared, Lucretti 
and D ~ l e i e l ' ~ ~ ~  and Simkovi et al 3062 have described methods 
for analysis and sorting of plant chromosomes, Ferguson- 
Smith has reviewed the use of chromosome sorting and 
painting in phylogenetics and and Monard has 
discussed chromosome analysis and sorting". 
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Unless chromosome suspensions are well prepared, 
which is nontrivial (see reference 1050), the best instrument 
in the world won’t provide flow karyotypes with good reso- 
lution. Kuriki, Sonta, and MurataI8” consider the effects of 
isolation buffers in karyotyping hamster chromosomes, and 
Telenius et a11s72 point out that contamination by chromatids 
can degrade the resolution of bivariate karyotypes. 

It was suggested that flow cytometry would eventually be 
useful for karyotyping for clinical purposes; Arkesteijn et 
a11873 analyzed karyotypes in various lineages of blood cells in 
cases of acute myelocytic leukemia. Figure 10-1 5 illustrates 
differences in bivariate karyotypes between the RPETOO 1 
cell line, derived from nonmalignant cells, and the Daudi 
cell line, derived from a leukemia. The Daudi karyotype in 
the bottom panel of the figure shows abnormalities due to a 
translocation between chromosomes 8 and 14 (a frequent 
occurrence in leukemias) and a deletion on chromosome 15.  
However, while chromosome sorting continues to be of 
some interest to researchers studying genetic diseases involv- 
ing translocations and other gross chromosomal abnormali- 
ties, flow karyotyping, which requires both expensive appa- 
ratus and relatively labor-intensive sample preparation tech- 
niques, does not now seem slated for extensive clinical use. 

Rabinovitch, Martin and Hoehn5*’ have considered one 
possible alternative, i.e., the detection of small degrees of 
aneuploidy in interphase cells by DNA content determina- 
tion, as is done in determining effects of clastogenic agents 
(p. 453). This also requires a well-standardized, reproducible 
preparative method and an instrument with good precision 
and reproducibility. It is also abundantly clear that, where it 
can be accomplished, DNA sequence detection, e.g., using 
FISH, provides better and more specific genetic information 
than is available from karyotyping. 

The overall strategy for flow karyotyping a previously 
uninvestigated species involves isolation and preparation of 
metaphase chromosomes, followed by generation of a uni- 
variate flow karyotype. If the univariate karyotype reveals a 
number of chromosomes with DNA contents too close to 
one another to permit good resolution of individual peaks, a 
bivariate karyotype is analyzed; however, unless there are 
substantial differences in base composition between chromo- 
somes with similar DNA contents, bivariate karyotyping will 
not improve resolution’o65. When neither univariate nor 
bivariate karyotyping succeeds in resolving most or all of the 
chromosomes well enough to permit purification by sorting, 
it is common to analyze mutants in which substantial chro- 
mosome translocations andfor chromosome polymorphisms 
are f o ~ n d ’ ~ ~ ~ - ~ ;  this typically makes it easier to sort at least 
parts of some otherwise unobtainable chromosomes. It has 
also been possible to introduce single chromosomes from 
other species into cell lines by somatic cell hybridization, 
facilitating their purification by sortin?. 

FISH’”’ and primed in situ labeling (PRINS)307’ may be 
used to confirm identification of sorted chromosomes, usu- 
ally based on identification of known repetitive sequences. 
Recently, Gygi et a1307’ reported the use of fluorescent se- 

quence-specific polyamide probes (see Chapter 12) to dis- 
tinguish human chromosome 9 from the other chromo- 
somes with which it clusters on both univariate and bivariate 
histograms. 

Rens et a12311 described implementation of a slit-scan pro- 
cedure for chromosome analysis and sorting which can be 
carried out on slightly modified commercial instruments. 
Stepanov et described a flow cytometer in which mi- 
totic cells are disrupted in the flow injector needle, releasing 
individual chromosomes and thus providing individual 
karyotypes on a cell-by-cell basis. 

Probing Details of Cellular Structures and Inter- and 
Intramolecular Interactions 

Dissection of Structures Using Antibodies, Ligands, 
and Genetic Methods 
Since the late 1980’s, flow cytometry has seen increasing 

use as a means of defining which regions of transmembrane 
and cell membrane associated proteins are actually exposed 
at the cell surface rather than embedded in the membrane. 
Studies of this type may make use of various combinations 
of monoclonal antibodies raised against different defined 
epitopes of isolated proteins, cells expressing mutant pro- 
teins, and ligands; flow cytometry provides quantitative an- 
swers as to which antibodies andfor lectins bind, and under 
what circumstances, and provides a powerfd tool for struc- 
tural analysis. This application is exemplified by work by 
Takahashi, Esserman, and Levyt5”, who showed that the 
rransferrin receptor is exposed differently in low- and high- 
grade lymphoma cells, and by investigations by Klebba et 
al1514-5 on transmembrane proteins in Gram-negative bacteria. 

Intramolecular Interactions 
A number of flow cytometric procedures for detecting 

inter- and intramolecular interactions are based on meas- 
urement of fluorescence resonance energy transfer (FRET)2347 
(pp. 283-4). Because the intensity of energy transfer is pro- 
portional to the inverse sixth power of the distance between 
the donor and acceptor fluorophores, slight changes in the 
distance between two suitably labeled interacting molecules 
result in large changes in energy transfer, providing a sensi- 
tive method for analyses of such phenomena as receptor- 
ligand interactions and changes in receptor subunit confor- 
mation. The first such studies were done using covalent la- 
bels on the molecules or submolecular units involved; more 
recently, it has become possible to clone suitable energy 
transfer pairs of fluorescent proteins into the structures of 
protein subunits between which interactions 

Michnick and  coworker^^^^^-^ have taken an alternate ap- 
proach. They have engineered subunits of enzymes such as 
dihydrofolate reductase and p-lactamase, and can produce 
cells containing signaling proteins in which each of the two 
moieties involved in interaction contains a cloned inactive 
subunit of the reporter enzyme. When the inactive subunits 
become sufficiently close to one another as a result of 
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changes in the conformation of the signaling protein to 
which they are attached, they form an active binding site for 
the enzyme substrate. Active dihydrofolate reductase is de- 
tected by binding of fluorescently labeled methotrexate de- 
r i v a t i v e ~ ~ ~ ~ . ~ ;  active p-lactamase is detected using the fluoro- 
genic substrate CCF22877 (p. 409). 

Clinical Flow Cytometry: Turf and Surf 

The first review of clinical applications of cytometry was 
published in 1981 by Laerum and F a r s ~ n d ~ ~ ~ .  The Engineer- 
ing Foundation and the Society for Analytical Cytology co- 
sponsored conferences on Clinical Cytometry in April, 
1982587 and December, 1983. While the proceedings of the 
first of these meetings were not published, a symposium 
volume containing papers presented at the second did ap- 
pear979. 

Beginning in September, 1986, a series of annual meet- 
ings on Clinical Applications of Cytometry were organized 
by Dr. Mariano La Via of the Medical University of South 
Carolina and others and held in Charleston, South Carolina; 
this led to the founding of the Clinical Cytometry Society, 
and, subsequently, to the inclusion of a volume on clinical 
cytometry (originally subtitled Communications in Clinical 
Cytomety, now simply called Clinical Cytometry) in each 
year’s issues of the journal Cytomety. Numerous sessions, 
symposia, and courses on clinical cytometry, flow and 0th- 
envise, have been held at and/or in conjunction with meet- 
ings of a number of organizations concerned with those areas 
of laboratory medicine in which flow cytometry has had the 
greatest impact, i.e., hematology, immunology, and oncol- 
ogy (see Chapter 2 for details). 

of clinical cytometry have been 
replaced by a number of books (also see Chapter 2). The 
most recent book dedicated to clinical flow cytometry is the 
Third Edition of Flow Cytornetry in Clinical Diagnosis2393, 
edited by Keren, McCoy, and Carey, published in 2001; I 
would also recommend a 2001 volume in Clinics in Labora- 
toy Medicine on “New Applications of Flow C y t ~ m e t r y ” ~ ~ ’ ~ ,  
edited by McCoy and Keren. Also of general interest is an 
online journal, Case Studies in Clinical Flow Cytometry, ed- 
ited by Michael Borowitz and endorsed by both the Clinical 
Cytometry Society and ISAC. The journal is accessible at 
<http://www.flowcases.orgz. 

Earlier editions of this book made attempts at complete 
coverage of existing and projected clinical applications of 
flow cytometry according to a framework that Brian Ma- 
 all"^ and independently followed in surveying the field 
at the 1983 Engineering Foundation-SAC conference. In the 
previous edition and this one, I have made and make no 
pretense of trying to cover the entire field. 

Clinical cytometry itself has changed over the years. In 
the 197O’s, most clinical cytometry was done by simple he- 
matology counters, on the one hand, and by image analyzing 
automated differential counters, on the other. The differen- 
tial counters scanned Wright’s-stained smears, and could not 
identify different lymphocyte types. Clinical cytometry to- 

The earlier 

day still involves flow cytometric hematology analyzers, 
which now perform differential counts as well as red and 
white cell, platelet, and reticulocyte counts, often without 
benefit of fluorescence measurements. Fluorescence flow 
cytometers are used for a wide range of clinical tests, pre- 
dominantly involving immunophenotyping and DNA con- 
tent analysis, none of which is done anywhere near as often 
as are differential leukocyte counts or Papanicoloaou smears. 

A new breed of image analysis systems have come into 
clinical cytometry to facilitate and perform Pap smear 
screening for cervical and other gynecologic cancers, but, by 
and large, the people who deal with these systems publish in 
Acta Cytologica (http://www.acta-cytol.com) and Analytical 
and Quantitative Cytology and Histology (http:// 
www.aqch.com), both of which are official journals of The 
International Academy of Cytology and The American Soci- 
ety of Cytopathology. The blood cell counter people tend to 
publish in Laboratory Hematology (http://labhem.cjp.com/), 
the official journal of the International Society for Labora- 
tory Hematology, and the people who do clinical fluores- 
cence flow cytometry are more likely to publish in Cytometry 
and Clinical Cytomety, and to go to meetings of the Clinical 
Cytometry Society and ISAC. 

The turf issues in journals and societies mirror turf issues 
in hospitals and clinics. If the next successful clinical product 
incorporating a flow cytometer is built to do microbiology, 
or Pap smears, it is unlikely that the immunologists and/or 
pathologists who use their fluorescence flow cytometer to do 
immunophenotyping and DNA analysis will ever have much 
to do with it, and it is no more likely that the microbiolo- 
gists or the cytopathologists would funnel a significant por- 
tion of their laboratory work load to the fluorescence flow 
cytometer in the clinical immunology lab, even if that in- 
strument could do antimicrobial susceptibility tests or cervi- 
cal cancer screening. 

It was nicer when all of us went to the same meetings, 
but at least I (and you) can try to keep with lab hematology 
and cytopathology online. Hence my section title. 

From this point on, I will deal with selected clinical ap- 
plications of cytometry in the context of broader discussions 
of application areas. Phil McCoy has provided the bottom 
line for this section with a discussion of Medicaid and Medi- 
care reimbursement for flow cyt~rnetry~~”: you may be able 
to collect for doing reticulocyte counts, T cell counts, abso- 
lute CD4 and/or CD8 counts and ratios, single antigen 
[B27] HLA typing, immunophenotyping, and DNA con- 
tent/cell cycle analysis. 

Hematology 

Clinical Application: Blood Cell Counting 
and Sizing 

’ Before phot~e lec t r ic~~ and electronic49 cell counters were 
developed in the 1950’s, the counting and classification of 
blood cells had to be done by human observers (pp. 77-9). 
Coulter’s apparatus was introduced into laboratories in the 
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1960’s and shown to be superior for red cell counting5’ and 
sizing‘; the use of selective lysing agents to remove red cells 
made it feasible to do white cell counting with the same 
instruments. Acceptance came rapidly; the instrumentation 
was rapid, laborsaving, and produced more accurate and 
precise results than could be obtained by even the most 
dedicated, highly trained personnel. 

It was slightly harder to make electronic counters count 
platelets because these cells were smaller in size, and thus 
produced smaller signals, which were harder to discriminate 
from noise. Nonetheless, electronic counting was perceived 
as the method of choice for platelet counting some time 
before it could actually be used effectively for the task. Mod- 
ern hematology analyzers now count and size all formed 
elements in blood. 

Fundamental issues and principles of cell counting were 
introduced on pp. 18-2 1. Commercial hematology instru- 
ments were covered briefly on pp. 433-4. Automated blood 
counts, and automated differential counts as well, are dis- 
cussed in some detail in books by Be~sman~’~  and Groner 
and Sirnsonz9’’. NCCLS (see p. 361) has issued an Approved 
Standard307’ for quality control of hematology analyzers with 
recommended goals for accuracy and precision in measure- 
ments of hemoglobin concentration, erythrocyte, leukocyte, 
and platelet counts, and mean corpuscular volume. 

Red Blood Cells (Erythrocytes) 

Clinical Application: Reticulocyte Counts 
Counting the relatively small fraction of RNA- 

containing immature cells, or reticulocytes (see pp. 78-9, 99, 
312-4, and 326), which normally comprise about 1 percent 
of circulating red blood cells, gets into the realm of rare 
event analysis when red cell production is impaired, and the 
fraction of reticulocytes in the total red cell population de- 
creases. The job gets easier when red cell turnover is in- 
creased, e.g., following bleeding or in hemolytic anemias, 
and the reticulocyte count (usually expressed as reticulo- 
cytes/ 1000 RBC) increases. . 

The biology of red cell maturation dictates that the dis- 
tribution of RNA content in cells should be continuous; the 
distinction between reticulocytes and mature erythrocytes in 
visual counting is made only when enough RNA is present 
to form a visible precipitate afier staining with basic dyes. 
Flow cytometric approaches to reticulocyte counting should 
ideally be based on the determination of the RNA content 
distributions in red cell populations, because shifts in the 
distribution to lower or higher mean fluorescence values 
provide the same clues to red cell kinetics as are obtained 
from decreases or increases in the reticulocyte count. How- 
ever, what often happens in practice is that cells are deter- 
mined to be “positive” or “negative” for RNA. 

The reticulocyte count is normally in the neighborhood 
of I%, or 10 reticulocytes per 1,000 red cells; thus, visual 
reticulocyte counts, generally based on counts of 1,000 red 
cells, are inherently imprecise due to Poisson sampling er- 

762-3. ror , if n reticulocytes are actually observed, the standard 
deviation is n”*. If, on examination of 1,000 red cells, 16 
reticulocytes are seen, the standard deviation is 4 cells, and 
the C V  is 4/16, or 25%. Taking the observed value plus 2 
standard deviations as the 95% confidence limits, i.e., the 
range within which there is 95% probability that the true 
value will be found, the true reticulocyte count is likely to lie 
between 8/1,000 and 24/1,000 red cells. 

The only way in which to improve the precision of re- 
ticulocyte counts is to count more cells. If a flow cytometer 
is used to count 100,000 red cells, and 1,600 reticulocytes 
are counted, giving the same 16/1,000 count discussed 
above, the standard deviation is 40, the C V  is a more ac- 
ceptable 2.5%, and the 95% confidence limits are now 
15.2/1,000 and 16.8/1,000 red cells, narrowing the range 
considerably. The hardest part of validating flow cytometric 
methods for reticulocyte counting has been evaluating 
agreement of the new techniques with visual counting, be- 
cause visual counts are so abysmally imprecise. 

Although some hematology counters identify reticulo- 
cytes by measuring the absorption of a cell-associated dye 
such as oxazine 750 or the fluorescence of acridine orange, 
the more recent trend has been toward using dyes which 
increase fluorescence by factors ranging from several dozen- 
fold to several thousandfold on binding to RNA, including 
asymmetric cyanines such as thiazole orange and related 
compounds such as thioflavin T and auramine 0. 

The fact that all these dyes are positively charged and 
lipophilic raises some questions as to the mechanism of re- 
ticulocyte staining. The membrane potentials of reticulo- 
cytes appear to be highe?90-91 than those of mature red cells; 
this should cause vitally stained reticulocytes to take up basic 
dyes more avidly than would mature cells. Thus, the less 
mature cells should contain more dye as well as more RNA, 
and the staining difference between mature and immature 
cells would be enhanced. The experiments necessary to de- 
termine what contribution, if any, cell membrane potential 
differences make to reticulocyte staining (i.e., comparisons 
of fluorescence levels between unfixed and fixed or grami- 
cidin-treated cells) have not been reported to date. 

compared thioflavin T ,  ethidium bro- 
mide, and thiazole orange as reticulocyte stains, and found 
the latter two preferable because they required less precise 
control of dye incubation time. Subsequent studies by 
Carter et Van Hove et Hansson et and 
Schimenti et among others, have established the valid- 
ity and utility of flow cytometric reticulocyte counts done 
with thiazole orange; they are, as might be expected, more 
sensitive than manual in that they can detect 
cells with lower RNA levels. Thiazole orange reticulocyte 
counts can also be done on ~ a n i n e ~ ~ * * - ~  and felineI7” blood. 
Van Petegem et compared three benchtop flow cytome- 
ters, the B-D FACScan, Coulter EPICS Profile, and Ortho 
Cytoron Absolute, for reticulocyte enumeration using thia- 
zole orange, and found the instruments gave equivalent re- 
sults from counts of 30,000 cells. Guasch et confirmed 

Corash er 
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the report of Van Bockstaele and pee term an^^^^^ that the 
diethyl analogue of thiazole orange, 1,3'-Diethyl-4,2'- 
quinolylthiacyanine iodide, yielded equivalent results. 

Since thiazole orange stains DNA as well as RNA, red 
cells containing DNA due to the presence of intraerythro- 
cytic  parasite^^^'"^'^, Howell-Jolly nuclei, or 
micronuclei become fluorescent when stained, and may be 
counted as reticulocytes; falsely high reticulocyte counts may 
also occur in the presence of red cell autofluorescence, giant 
platelets and high leukocyte or platelet countss1785' 

Dedicated flow cytometric reticulocyte counters, the R- 
1000 and R-3000, which measure RNA using argon ion 
laser excitation of auramine 0 fluorescence, have been de- 
veloped by Sysmex-TOA Medical Electronics (Kobe, Ja- 
pan)1797, and validated in several s t ~ d i e s ~ ~ ~ ' ~ ~ ' ~ ~ ;  Bowen et al"ol 
found substantially equivalent performance in a comparison 
of reticulocyte counting using thiazole orange on a B-D 
FACS and auramine 0 on a Sysmex R-1000. More recent 
~ t u d i e s ~ ~ ~ ~ ~ ' ~  confirm that automated reticulocyte counting is 
far more precise than manual counting and that a variety of 
commercial instruments are efficiacious for the purpose. 
&ley et a1308' have recently published an extensive review of 
reticulocyte counting methdology. 

The obvious inadequacies of manual reticulocyte counts 
in terms of the number of cells counted and the difficulty of 
detecting cells with small amounts of RNA makes the man- 
ual count something less than a gold standard for compari- 
son, creating a problem in validating flow cytometric counts. 
Oosterhuis et have used a multivariate statistical model 
to compare manual and flow cytometric counts based on 
correlations of the results of each with hemoglobin concen- 
tration, mean cell volume, and erythrocyte density width, 
and found flow counts superior; their modeling method is 
generally applicable to tests in which reliable standard meth- 
ods do not exist. NCCLS issued an Approved G~ideline'~'~ 
for reticulocyte counting in 1997, covering both flow cy- 
tometric and classical methods; Bruce Davis, who is working 
on a new guideline, tells me that a flow cytometric method 
based on thiazole orange will become the new gold standard. 

There's just one little thing bothering me. I have done 
some work on reticulocyte counting over the years, aimed at 
finding red-excited dyes that would allow the use of inex- 
pensive diode lasers instead of argon lasers in flow cytometric 
retic counters. As it happens, one of the newer counters 
from Sysmex does appear to use a red-excited dye. Now, the 
dyes used to stain retics are RNA dyes, and, if you stained 
blood with both a 488 nm-excited dye and a red-excited 
dye, and analyzed the cells in a dual-beam cytometer with 
488 nm and red lasers, you would expect to see retics stained 
with both dyes. When I have tried this trick with thiazole 
orange and with a variety of putative red-excited retic stains, 
I find that there is some discordant staining; there are cells 
stained with both dyes, but there always seem to be cells 
stained with one dye and not the other. Maybe somebody 
out there would like to try the experiment using thiazole 

orange and a manufacturer's approved red-excited retic re- 
agent. It's another one of those things that I haven't gotten 
around to while I've been writing this. 

The Reticulocyte Maturity Index (RMI) 
Since reticulocytes contain as much RNA as they ever 

will at the time at which they enter the circulation, and lose 
it over a period of a few days, the less mature reticulocytes 
will, on the average, contain more RNA than the more ma- 
ture ones, and will therefore have higher fluorescence inten- 
sities when stained with dyes such as thiazole orange and 
auramine 0. 

Davis and B i g e l o ~ ' ~ ~ ~ ~ ~  used either the mean fluorescence 
channel of the fluorescent cells or the fraction of highly fluo- 
rescent cells among the total number of reticulocytes as a 
reticulocyte maturity index (MI); the latter method was 
found to result in lower interlaboratory variability in a mul- 
ticenter which also demonstrated lower variability 
among labs using the Sysmex R-1000 than was found using 
the thiazole orange method. This is to be expected, since the 
R-1000 methodology is more standardized. The RMI, inde- 
pendent of reticulocyte count, has been found to be predic- 
tive of successful engraftment following marrow transplanta- 
ti or^"^.^ and of marrow recovery after intensive chemother- 
apy"", and a useful indicator of erythropoietic activity in 
anemia3o83. 

Bayer Diagnostics' hematology analyzers, which count 
retics based on absorption of oxazine 7507j7, calculate a re- 
ticulocyte maturity index from the fraction of cells with high 
absorption values. Other indicators of reticulocyte heteroge- 
neity have been investigated. A monoclonal antibody which 
binds to relatively immature calls has been identified by 
Mechetner, Sedmak, and Barthiao9, while Bain and Cavill'slo, 
malung use of the ability of a Technicon (now Bayer) hema- 
tology counter to measure both size and hemoglobin content 
of individual erythr~cytes@'~.~'~', showed that while reticulo- 
cytes are often hypochromic macrocytes, the percentage of 
hypochromic macrocytes does not accurately predict the 
percentage of reticulocytes. 

Erythrocyte Flow Cytometry: Other Clinical Uses 
The detection of antibodies to cells is the bread and but- 

ter of i m m u n ~ h e m a t o l o g y ~ ~ ~ ~ ;  a principal area of applica- 
tion is in transfusion medicine. Garratty and Arndt have 
discussed applications of flow cytometry in this field'0854. 
Flow cytometric methods have been usedloo6 to examine ef- 
fects of regular blood component donation on donors, and 
for detection and quantification of specific cell-bound 
antibodies to  platelet^^^^^'^^^^ and other cell types in autoim- 
mune cytopenias. Changes in red cells1963 during storage can 
also be monitored. 

has recently reviewed the use of flow cytometry 
in detecting fetomaternal hemorrhage by performing the 
equivalent of a Kleihauer-Betke test, and in detecting cells 
containing hemoglobin F and intracellular parasites. 
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White Blood Cells (Leukocytes) 

Clinical Application: Differential Leukocyte 
Counting 

While instrument developers anticipated that flow cy- 
tometric differential white blood cell counters would find 
the same rapid acceptance as had the earlier slide scanning 
systems, this was not to be. Differential counting, for better 
or worse, was intimately tied to the stained slide, and results 
obtained using fluorescent stains such as acridine 
were discounted, even when confirmed by cell sortin?. 
Technicon (now Bayer)’s Hemalog i n s t r ~ m e n t ~ ~ . ~ ,  based on 
enzyme cytochemical stains which were widely known in 
hematology, was not well accepted when it was introduced 
to the market in the early 1970’s, although its performance 
was demonstrably superior to that of any competing image 
analyzing differential counter. 

In the mid-l980’s, there was a resurgence of interest and 
commercial activity in flow cytometric differential counting. 
Manufacturers of electronic (e.g., Coulter) and photometric 
(Ortho) instruments designed for blood cell counting in 
clinical laboratories began to offer 3-part (lymphocyte/ 
monocyte/granulocyte) differential counts based on dif- 
ferences in electronic cell volume6’ or in orthogonal light 

, while other companies, recognizing the 
great success of Technicon’s instrument, began to investi- 
gate the possibility of building inexpensive flow cytometric 
differential counters using new stains which could discrimi- 
nate eosinophils and basophils from neutrophils, yielding a 
traditional 5-part differential count. 

It is apparent to most observers that there was a change 
in attitude toward flow cytometry on the part of clinical 
pathologists and laboratory hematologists in the mid-1 980’s; 
these clinicians were much more likely to accept a flow cy- 
tometric differential counter then than they had been in the 
mid-l970’s, not because the technology of differential 
counting had improved dramatically, but because the highly 
visible applications of flow cytometry in research in hema- 
tology and immunology made the technology not only re- 
spectable, but desirable. Future developments in this area 
will depend not on science, but on the economics of health 
care. As long as it is decided that 5-part differential counts 
are still worth doing in volume, even in modern cost- 
constrained clinical laboratories, there will be new instru- 
ments. There are a lot of ways to do differential counts by 
flow c y t ~ m e t r y ~ ~ ,  and the least complicated and least expen- 
sive will probably survive the natural selection process. 

One of the more interesting approaches to the problem, 
implemented commercially by Sequoia-Turner (later Uni- 
path and now Abb~tt)’’~ in the Cell-Dyn 3000”*’, 3500, 
and 4000 instruments, is based on the observation by de- 
Grooth et al”’ that polarized and depolarized orthogonal 
light scattering signals can discriminate eosinophils from 
neutrophils in unstained blood (pp. 278-9). Two-parameter 

Scattering929.1 17,175-6 

displays of a normal leukocyte population, obtained us- 
ing one of these analyzers, are shown in Figure 10-16; the 
instrument measures scatter at smaller angles as well as or- 
thogonal scatter. 

Coulter’s VCS (Volume/Conductivity/Scattering) tech- 
nology uses measurements of D C  and RF impedance and 
light scattering to perform a five-part differential count; it is 
implemented in the VCS”2z.3, STKS1924, and MAXM hema- 
tology analyzers. Earlier instruments derived a differential 
count from the leukocyte volume distribution. 

Figure 10-16. Clusters of peripheral blood leukocyte 
types in two-dimensional displays from an Abbott 
Cell-Dyn 3000 hematology analyzer. The figure was 
provided by Judy Andrews and Pamela Kidd (U. of 
Washington]. 

Bayer’s Advia line, successors to the Technicon Hema- 
log and H-series instruments, retains the peroxidase staining 
used in the original Hemalog D, but have abandoned the 
Alcian blue basophil stain in favor of differential lysis, and 
identify monocytes based on their light scattering and low 
peroxidase content. 

NCCLS (then the National Committee for Clinical 
Laboratory Studies) issued an Approved Standard on leuko- 
cyte differential counting in 19923087. Since then, a number 
of comparisons of hematology analyzers have appeared in the 
l i t e r a t ~ r e ~ ~ ~ ~ ~ ~ ~ .  Bentley, Johnson, and Bi~hop’’~’ did a com- 
parative evaluation of the Unipath (now Abbott) Cell-Dyn 
3000, Coulter STKS, Sysmex NE-8000, and Miles (Techni- 
con) H-2, using the NCCLS protocol; they could not estab- 
lish that any single instrument was clearly superior to the 
others. Buttarello et reported similar results in a 
comparison of the same four instrument types. 

Clinical hematology analyzers are designed to flag appar- 
ently abnormal bloods, because their capacities for detection 
of blasts, nucleated red cells, and immature granulocytes are 
limited. In general hospital and outpatient clinic settings, no 
more than 25% of samples are typically flagged, and thus 
require examination of a smear by a technologist or hema- 
tologist; in tertiary care institutions, over 60% of samples 
may be flagged. Nonetheless, automated differential count- 
ing still reduces technologists’ and hematopathologists’ 
workloads. If a more sophisticated apparatus that would flag 
fewer samples could be made cost-effective, there would 
probably be a substantial market for it. 



484 I Practical Flow Cytometry 

The measurement parameters and methods and com- 
puter algorithms used in automated differential counters 
differ from instrument to instrument. Thus, while all in- 
struments yield similar results, a careful comparison, such as 
the 1995 study of absolute lymphocyte counts published by 
Groner and S i m ~ o n ~ ” ~ ~ ,  will reveal the biases of individual 
analyzers. Biases in lymphocyte counts may become prob- 
lematic when leukocyte and lymphocyte counts from a he- 
matology analyzer are combined with data from a fluores- 
cence flow cytometer to obtain a “two-platform” absolute 
count of CD4+ cells. 

The development of automated differential counters has 
been hampered to a considerable extent by the lack of a true 
“gold standard.” Early in the game, it was thought that the 
results obtained by flow cytometric methods should agree 
with those obtained from visual analysis of Wright’s or 
Giemsa-stained smears by a well-trained hematology techni- 
cian, hematologist, or hematopathologist. It soon became 
apparent that most flow cytometric counters yielded higher 
monocyte and lower lymphocyte counts than were reported 
from smears, even when the methodologies used in the flow 
systems were quite different. 

For example, the Block prototype, which identified 
monocytes primarily by forward and right angle light scatter- 
ing, the Technicon Hemalog D, which identified monocytes 
by the presence of intracellular esterase, and the Ortho Cyto- 
fluorograf, using acridine orange staining, produced concor- 
dant results that did not agree with manual counts; results 
based on scatter and acridine orange staining were confirmed 
by sorting at Los A I ~ ~ o s ~ ’ .  Evidence that the flow systems 
were right, and the human observers (and slide-scanning 
differential counters) wrong, was provided by a 1974 study 
by Z~cke r -F rank l in~~~~ ,  who examined peroxidase content, 
adherence to glass, and phagocytic capacity of mononuclear 
cells in human blood, and concluded that “the percentage of 
monocytes in normal blood is at least twice as high as is 
commonly recognized on routine smears.” It is evidently not 
possible to tell small monocytes from lymphocytes on a 
Wright’s-stained blood smear; this alone should disqualify it 
as a standard. 

The cytochemistry and immunology of leukocytes are 
now considerably better understood than they were when 
most differential counters were developed, and it should be 
possible to identify the normal leukocytes (and any nucle- 
ated red cells) present in a peripheral blood specimen unam- 
biguously using a combination of cytochemical stains, fluo- 
rescent antibodies, and light scattering characteristics. 

Hub1 et also’’ proposed a reference method for the five- 
part differential count using a fluorescein-labeled anti-CD45 
antibody, a PE-Cy5-labeled anti-CD14 antibody, and a 
cocktail of phycoerythrin-labeled anti-CD2, anti-CD 16, and 
anti-HLA-DR antibodies; they reported good concordance 
with results of 500-cell manual differential counts, even for 
basophils, but sample preparation steps (lysis and washing) 
appeared to have some influence on counts. 

LY 

To get a true “gold standard” count, it would be advis- 
able to work with unfixed, unlysed whole blood samples and 
“no-wash’’ staining, using a vital nuclear stain to identify 
nucleated cells for triggering, to produce a differential count 
unbiased by any selective cell loss that might occur during 
lysis, fixation and/or washing. This seems entirely feasible. 

Since all of the early development and most of the 
maturation of blood cells occur in the marrow, it is rare to 
have definitive diagnoses of hematologic diseases made on 
the basis of differential counts; what is usually required is an 
examination of a marrow aspirate or biopsy. This concept 
was difficult to get across to a lot of the engineering types 
involved in the development of the first generation of auto- 
mated differential counters, who seemed to think peripheral 
blood differentials were the equivalent of a Pap smear for 
leukemia, and who also labored under the misconception 
that there were discrete categories of immature or “abnor- 
mal” cells which could be definitively identified by experi- 
enced hematologists. For at least some types of marrow ex- 
amination, the flow cytometer can help the hematologist 
considerably more than the microscope can, and the hema- 
tologist may be able to drop out of the loop within a few 
years, or stay in it only to insure reimbursement. 

CD Characters: Leukocyte Differentiation 
Antigens 

International Workshops on Human Leukocyte Differ- 
entiation Antigens must be held to periodically keep track of 
an increasing number of defined human leukocyte cell sur- 
face  antigen^^'^.^^^'-^. . The CD (Cluster of Differentiation) 
nomenclature now standard for the common leukocyte anti- 
gens runs to CD247; the results of the 7th workshop, held 
in Harrogate in 2000, are available in book form3o9’ and also 
in an extensive online database via Protein Reviews on the 
Web”3’. An online index of CD antigens is at <http:// 
www.ncbi.nlm.nih.gov/prow/guide/45277084.htm>. The 
8th International Workshop, chaired by Heddy Zola, will 
be held in Adelaide in December, 2004; information is 
available at <http://www.hlda8.org>. 

For a more portable work on C D  antigens, see The Leu- 
cocyte Antigen Fa~trBook‘~~~, edited by Barclay et al, now in its 
second (1 997) edition3092. Academic Press’s “FactsBook se- 
ries includes a few other titles relevant to leukocyte inimu- 
nology as well. The Adhesion Molecule FactsBo~k~~’~, with a 
2000 second edition3093, describes the chemical characteris- 
tics and cellular specificities of adhesion molecules. The T 
Cell Receptor Fact~Book~’~~, The HLA Fact~Book~’~~, and The 
Cytokine FactsBook and WebFactY6are also handy references. 

Granulocytes: Basophils 
Basophils were originally so named by Paul Ehrlich on 

the basis of their propensity to accumulate cationic dyes in 
these granules at concentrations high enough to cause meta- 
chromasia, or shifts in the spectrum of dye. They are the 
rarest of the five major classes of peripheral blood leukocytes, 
usually comprising between 0.1% and 1 .O% of cells in dif- 
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ferential leukocyte counts, or fewer than 50 cells/pL blood. 
They can be identified on smears stained with Giemsa’s, 
Wright’s, and similar eosin-azure blood stains by the meta- 
chromatic absorption of azure dyes bound to glycosami- 
noglycans and other components of their cytoplasmic gran- 
ules. Basophils can also be identified in suspension by their 
metachromatic staining with dyes such as Alcian blue, Astra 
blue and toluidine blue. 

Basic Orange 21: The Best Basophil Stain Yet 
Several manufacturers have investigated staining with a 

metachromatic dye described by Lawrence Kass, Basic or- 
which can be used either as an absorption 

stain or as a fluorescent stain. Dr. Kass, who is on the faculty 
at Case Western Reserve University, inherited a large collec- 
tion of textile dyes from his father, and, in the tradition of 
Paul Ehrlich, proceeded to determine whether he could see 
anything interesting using the dyes. Perhaps unfortunately 
for those of us in the cytometry game, he is a very good mor- 
phologic hematologist, which means that he can usually see 
distinctions too subtle for low-resolution instruments like 
flow cytometers to pick up. 

Basic orange 21, unlike most metachromatic dyes, has a 
metachromatic absorption peak at a longer wavelength than 
its orthochromatic absorption peak (560 versus 483 nm). 
The dye is rapidly absorbed by living cells, and is apparently 
nontoxic in the short term. It stains neutrophil granules 
orange, eosinophil granules a darker orange-brown, and ba- 
sophils a striking purplish red; the metachromatic spectral 
shift can be demonstrated in solution if concentrated hepa- 
rin sulfate is added to the dye. Basic orange 21 is the best 
stain I have ever come across for visual counting of baso- 
phils (or, for that matter, mast cells) by transmitted light 
microscopy. It is completely trivial to count basophils in 
unlysed whole blood in a hemocytometer using the dye. 

Basic orange 21 also yields excellent basophil counts in a 
flow system in which green-excited red fluorescence can be 
measured; it works quite well with low-power green He-Ne 
laser excitation at 543 nm (L. R. Adams, H. Shapiro, and L. 
Kass, unpublished), and Crippen, Nilsson, and 
showed that basophils and mast cells could be distinguished 
from other cells using 515 nm excitation from an argon la- 
ser. If all you have is 488 nm, you’re out of luck; this is 
much better at exciting the orthochromatic fluorescence of 
the dye than the metachromatic fluorescence. 

ange 2 1987,3097, 

Allergy Tests Using Basophil Degranulation 
Basophils have receptors for IgE on their surfaces. Aller- 

gic individuals make IgE antibodies against substances to 
which they are allergic; these antibodies bind to the IgE re- 
ceptors on basophil surfaces. Any allergen entering the circu- 
lation can cross-link IgE molecules bound to different recep- 
tors, initiating a signaling cascade that results in basophil 
degranulation, with the release of heparin, histamine, and a 
bunch of other stuff which, in vivo, leads to swelling, sneez- 

ing, etc., and which, in vitro, can be detected by chemical 
analysis and used as the basis of tests for  allergen^'^^*-^. 

Under most circumstances, the histamine release initi- 
ated by crosslinking of basophil cell surface IgE receptors is 
accompanied by loss of metachromatic staining. This forms 
the basis for the basophil degranulation test (BDT)3098-Io’, 
in which reactivity with allergen is assessed by counting the 
number of basophils (i.e., cells with metachromatic granules) 
in an untreated control aliquot of a specimen and in aliquots 
exposed to putative allergens. Degranulation can also be 
initiated by anti-IgE antibody, which also cross-links recep- 
tors carrying bound IgE. 

and N i l ~ s o n ” ~ ~  demonstrated that the 
older Technicon hematology instruments, such as the 
H6000, which had a separate channel for identifying baso- 
phils by Alcian blue staining of their granules, could be used 
to do basophil degranulation tests for allergy on whole 
blood. Since the later Technicon H- series instruments and 
their Bayer successors detect basophils differently, they can- 
not be used for the same purpose. 

Unless basophils are concentrated from peripheral blood 
by density gradient sedimentation or centrifugation, the 
number of cells present in each aliquot examined in a BDT 
is likely to be small enough to make results imprecise due to 
sampling error. This figured prominently in the so-called 
“Benveniste Affair” of 1988, in which results of BDT’s were 
erroneously interpreted by Jacques Benveniste’s group as 
demonstrating degranulation of basophils by solutions from 
which anti-IgE had presumably been totally removed by 
serial dilution, evidently lending some credence to a basic 
tenet of homeopathy and to the theory that water can “re- 
member” what has been dissolved in it. Their paper was 
accepted and published in Natnr>‘’*, with the condition that 
the Editor of Nature (John Maddox) be allowed to visit the 
Benveniste lab with colleagues of his choosing, scrutinize 
details of the original experiment, and observe a blinded 
attempt at repetition with rigorous controls. Maddox chose 
magician-debunker James (“The Amazing”) Randi and NIH 
whistleblower/gadfly Walter Stewart to accompany him. 

The BDT’s in the Benveniste experiments were done by 
visual observation, and both sampling error and observer 
bias appear to have led the group to draw incorrect conclu- 
sions from the initial experiment. The experiment done with 
Maddox et al on hand found no apparent effect of high dilu- 
tions of anti-IgE, leading him and his colleagues to describe 
the original report as the result of a d e l u ~ i o n ~ ’ ~ ~ - ~ .  

During the 1990’s, a number of groups investigated flow 
cytometric assays as possible replacements for the BDT3”’; in 
1994, Sainte-Laudy et al reported that CD63 on basophil 
surfaces was upregulated after activation, and that the results 
of flow cytometric assays based on this characteristic corre- 
lated well (and substantially better than do results of assays 
measuring loss of metachromasia) with results of histamine 
release assays. The assay is commonly done using fluorescent 
anti-IgE antibodies to identify the basophils and anti-CD63 

Milson et 
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to detect activation; a kit (BASOTEST) is available from 
ORPEGEN Pharma. 

In 1999, Belon et al3Io5 published results of a multicenter 
study, based on BDTs done by visual observation, in which 
it was concluded that highly serially diluted histamine inhib- 
ired basophil degranulation. Since histamine at pharma- 
cologic concentrations does exert this effect, the homeopaths 
(or at least the homeopath to Her Majesty Queen Elizabeth 
11) again claimed vindication. This led the producers of the 
BBC’s “Horizon” science program to seek advice from a 
number of people involved in flow cytometry (they even 
posted a query to the Cytometry Mailing List) on the design 
of a controlled, blinded experiment in which effects of 
highly dilute histamine on basophil activation were meas- 
ured by CD63 upregulation at two institutions in London. 
A transcript of the program in which results were revealed 
may be found at <http://www.bbc.co.uWscience/horizon/ 
2002/homeoparhytrans.shtml>. 

Some years back, I attempted to develop a dedicated ap- 
paratus for performing BDTs using a cheap green He-Ne 
laser and Basic orange 21; today, I’d use a red laser and anti- 
IgE and anti-CD63 antibodies labeled with APC and APC- 
Cy7. However, there’s no guarantee that allergists would run 
out and buy the gadget; some swear by the test and some 
don’t)’’’. And some still seem to believe that homeopathy 
works. 

Granulocytes: Eosinophils 
People keep aslung me about ways of identifying eosino- 

phils. The objective is often to sort live eosinophils without 
activating them. There are several ways to do this. 

Eosinophils are highly autofluorescent, producing strong 
blue (460 nm) fluorescence on UV excitation3107 and strong 
green (525 nm) and yellow (575 nm) fluorescence on blue 
or blue-green excitationI6*. I have found that they also show 
some 575 nm autofluorescence on excitation at 532 nm; this 
is unusual. The original reports on identifying eosinophils 
based on high autofluorescence date back to the days when 
fluorescence filters were not very good and when side scatter 
measurements were not routine. Both of these problems 
have been corrected in modern flow cytometers and sorters. 
In my experience, when using 488 nm laser excitation, it is 
possible to define an eosinophil population in unstained 
samples by gating on a display of side scatter vs. green (same 
filter as used for fluorescein) or yellow (same filter as used for 
phycoerythrin) fluorescence. The green fluorescence is 
roughly the order of magnitude that would be expected from 
cells bearing a few thousand molecules of fluorescein, so you 
might want to try some low intensity fluorescein-labeled 
beads to make sure your instrument can detect signals in this 
range. 

Once you have a cell sorter, sorting eosinophils can be 
less costly than sorting many other cell types because no 
antibody reagents are needed, but the costs of antibodies are, 
after all, rather low when compared to the cost of the sorter. 

Because they contain birefringent granules, eosinophils (at 
least those from mammalian and avian species) show higher 
depolarized side scatter signals than do other cells, and can 
be identified and sorted if one adapts an instrument to 
measure both polarized and depolarized side scatter (see pp. 
278-9 and Figure 7-2)710,986,3108. 

If you can’t live without monoclonals, I will mention 
that eosinophils, unlike other granulocytes, express CD4 
weakly (about at the level of monocytes)3007~3’09~10 . However, 
some people seem to think that CD4 expression occurs only 
on activated eosinophils, while others think CD4 can be 
detected on all eosinophils, but that levels of expression vary 
with activation state. The truth could be established easily 
enough using a PE-Cy5- or APC-labeled anti-CD4 antibody 
and measuring polarized and depolarized scatter and 488 
nm-excited autofluorescence. Unlike neutrophils, eosino- 
phils lack CDl6 and express CD49d”””. 

While eosinophils have higher (conventional or polar- 
ized) side scatter signals than neutrophils, there is enough 
overlap between the populations in unfixed preparations to 
preclude using side scatter as a sole parameter for identifica- 
tion. After aldehyde fixation, the forward and side scatter of 
eosinophils increases substantially, enabling them to be dis- 
tinguished from ne~t rophi l s~”~.  Fixation or permeabilization 
also allows acid dyes (such as eosin or fluorescein) to enter 
the cells and bind to eosinophil basic protein in their gran- 
ules, which is how the eosinophils got their name in the first 
place. Fluorescein isothiocyanate is an excellent stain for 
fixed or permeabilized eosinophils on that a c c o ~ n t ) ” ~ ~ ~ ;  un- 
fortunately, the basic protein also binds fluorescein and 
other acid dyes attached to antibodies, resulting in nonspe- 
cific staining. If you’re interested in blocking nonspecific 
antibody binding, you might try an acidic molecule that is 
either nonfluorescent or will not be excited at the wave- 
length(s) you use for excitation. 

Granulocytes: Neutrophils 

(Clinical?) Tests of Neutrophil Function 
Flow cytometry of appropriate parameters can be used 

for a variety of functional studies of blood cells. Provocative 
tests of neutrophil functionaz3 may use tetrazolium dye 

(p.379), dichlorofluorescein oxida- 
tion362,1616-8.1620 (p. 379), dihydrorhodamine 123’6zz~3 (p. 379- 
80), membrane potential probessz3, or acridine orange’” or 
orthogonal scatter measurement of degran~lation~~~. Phago- 

(pp. 377-8) employ fluorescent micro- cytosis assays 
spheres or bacteria997. 

Seligmann, Chused and Gallin4” used flow cytometry 
and DiOC,(S) to demonstrate heterogeneity of membrane 
potential response to phorbol esters and chemotactic pep- 
tides in neutrophil granulocytes from normal controls and 
from patients with chronic granulomatous disease; their 
findings were comparable to those others obtained by bulk 
MP measurements. Studies of patients with chronic granu- 
lomatous disease and their families are still done using flow 

reduCtion361,820,161 1-5 

374-5,1590-9 



Using Flow Cytometers I 487 

cytometry, with detection of respiratory burst rather than 
membrane potential change as the primary marker. 

Moving from the granulocytes to their fellow phago- 
cytes, the rnonocytes and macrophages, I note that Valet et 
a13”, using DiOC,(3), observed depolarization of guinea pig 
macrophages h e r  incubation with lyrnphokines; similar 
results were reported by others who made microelectrode 
measurements of membrane potential. 

Tests of neutrophil and monocyte/rnacrophage function 
are not universally used for clinical purposes. I haven’t up- 
dated this section, instead electing to recommend a good 
and fairly recent compendium on the subject, Phagocyte 
Function. A Guide for Research and Clinical Evaluation, ed- 
ited by Paul Robinson and George Bab~ock~~”. 

Neutrophil CD64 in Inflammation and Sepsis 
The high affhity Fc receptor for IgG, CD64, is upregu- 

lated on neutrophils in inflammation and i n f e ~ t i o n ~ ~ ~ ~ - ’ ~ .  The 
fraction of neutrophils expressing CD64 and the level of 
expression are higher in patients with inflammatory syn- 
dromes and sepsis, than in patients with inflammation alone, 
in pregnant women with eclampsia or infection, or in con- 
trols. Bruce Davis <davisb@mmc.org> is pursuing commer- 
cial development of a point-of-care CD64 assay for sepsis 
through his company, Trillium Diagnostics. There was 
only one melody suitable for the following, which I wrote 
during one of Bruce’s presentations on the subject. 

When I‘m Sick - CD64? 
When you are healthy, blood PMNs 
Don’t need to express 
Sites that tightly bind to Fc gamma, so 
You won’t see them when you do flow. 
With inflammation, neutrophils show 
What they lacked before. 
As things get darker, what’s the best marker? 
CD64. 

Its kinetics can let you know 
When drugs take effect; 
Whether you scan or flow, 
This you can detect. 

When tissue’s hot, infected or not, 
You will see the change; 
Antigen will not be laid on quite as thick 
If that’s not what’s malung you sick. 
For diagnosis, follow-up, too, 
Who could ask for more? 
It’s so specific, it’s just terrific- 
CD64. 

Platelets and Megakaryocytes 
A ~ l t l ’ ~ ~  has reviewed the general topic of flow cyto- 

metry of platelets on several occasions, most recently in 

2o01 1739.3121-2* , other recent reviews are by Michelson et a13123 
and Shankey et a13”4. 

Viability and integrity of stored platelets may be as- 
sessed by dye exclusion or membrane potential mea- 
surementS998. Platelet activation can be detected by meas- 
urement of cytoplasmic [Ca”]”’ or by immunofluorescence 
analysis of activation  antigen^^"^""^^'^^' such as P-selectin 
(CD62p) and gp53 (CD63) or bound f ibrin~gen’~~~’~’~’ .  
Anti-platelet antibodies can be detected using fluorescent 
antiimmunoglobulin a n t i b o d i e ~ ’ ~ ~ ’ ~ ~ ~ ~ ’ ~ ~ ~ ~ .  

In 1990, Kienast and S c h m i t ~ ’ ~ ~ ~  described staining of 
what appeared to be immature platelets by thiazole orange; 
increases in the numbers of such reticulated platelets in 
blood are indicators of thrombopoietic In 1995, 
Ault and K n ~ w l e ? ~ ~  used in vivo bi~tinylation.”~~ to label all 
circulating platelets in mice, and showed that reticulated 
platelets that appeared 24 hours later bore decreased levels of 
biotin (detected using fluorescent streptavidin), establishing 
that reticulated platelets are the youngest platelets. 

Since the previous edition of this book appeared, increas- 
ing attention has been given to the presence and role of acti- 
vated platelets in cardiovascular disease, including myo- 
cardial infarction and unstable angina3122-4’3127-9 . There has also 
been work on platelet micr~particles~’~~ and on the interac- 
tions of platelets and leukocytes. Michelson et a13130 report 
that circulating monocyte-platelet aggregates are a more 
sensitive indicator of platelet activation than is P-selectin 
expression. Platelet activation also results in alterations in 
membrane phospholipid packing, detectable using an- 
nexin V 3L31 (which was used for this purpose some years 
before its application to the detection of apoptosis) or mero- 
cyanine 5403”’; these reagents do not seem to have been 
widely used for platelet studies. 

Thrombopoiesis is the result of the activity of megakar- 
yocyteF  in the bone marrow. These cells undergo en- 
domitosis as the result of abortive and may have 
G,/G, DNA content of 32C or higher, as compared to 2C 
for other G,/G, phase cells. Megakaryocyte DNA content is 
increased in patients with coronary artery ather~sclerosis~~’~. 
Platelets are formed by fragmentation of megakaryocyte cy- 
toplasm; the induction of the fragmentation process appears 
to involve nitric O~de3135 .  

Kuter and Rosenberg and their c o l l e a g u e ~ ~ ’ ~ ~ ~ ~  made in- 
cremental changes in platelet counts in rats by infusion of 
antiplatelet antibody or by platelet transfusion, and rneas- 
ured the ploidy response of megakaryocytes by flow cytome- 
try, using propidium fluorescence corresponding to 4C or 
higher DNA content and fluorescein immunofluorescence 
from antiplatelet antibody as gating parameters. The flow 
cytometer involved in these studies was a Cytomutt, built at 
a cost of less than $20,000. Proportional changes in mega- 
karyocyte ploidy were demonstrated; as the platelet count 
declined, ploidy increased. Using the megakaryocyte ploidy 
assay on bone marrow cultures, these workers identified and 
purified thrombopoietin; expending considerably less man- 
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power and money than other groups that also isolated this 
elusive growth factor at about the same time. 

The instrument Kuter and Rosenberg used was built 
shortly before the B-D FACScan became available, and I 
initially thought they would have been able to use a FAC- 
Scan or one of the other commercial benchtop cytometers to 
do their work, but I was told that none of the instruments 
they tried could keep up with the data rate. Since only 1 of 
every 1,000 or so cells in the marrow is a megakaryocyte, 
even in the megakaryocyte-enriched cultures, you have to 
look at a few million cells to get a DNA histogram from a 
few thousand megakaryocytes, and the Mutt could evidently 
run faster than its pedigreed competitors. Shows you how 
much I know. 

Hematopoietic Stem Cells 
In the mid to late 1970’s, a period in which most people 

were content to make single-parameter measurements, a 
considerable amount of effort and ingenuity was devoted, in 
a few centers, to the isolation of hematopoietic stem cells 
from animal marrow by multiparameter sorting on the basis 
of forward and orthogonal scatter, lectin binding, and auto- 

. The Geneva convention makes it imprac- fluorescence 
tical to do the same confirmatory spleen colony assays in 
man as can be done in the mouse, so flow cytometric ap- 
proaches to human marrow and stem cell analysis came from 
different directions. 

The emergence of marrow transplantation as a therapeu- 
tic procedure for treatment of leukemias, lymphomas, and 
solid tumors made normal donor marrow as well as patho- 
logical specimens more widely available, and flow cytometry 
has provided a visible and accessible means for the clinical 
researchers involved in transplantation programs to study the 
repopulation of the marrow and, at the same time, assess the 
efficacy of treatment. During the past decade, multicolor 
immunofluorescence flow cytometry has been used to pro- 
vide further detail on normal blood cell development in the 
marrow , one aspect of this was dis- 
cussed in detail in connection with leukemia phenotyping 
on pp. 467-8, which referred to two color illustrations on 
the back cover. 

Over the same period in which flow cytometric im- 
munofluorescence measurements of increasing sophistication 
were applied to marrow, different investigators extracted 
increasingly detailed cytokinetic information from marrow 
samples using DNA content, DNNRNA, and chromatin 
structure analysis and BrUdR incorporation. There probably 
should be some more studies done than have been to date of 
the kinetics of subpopulations, defined by immunofluo- 
rescence or other additional p a r a r n e t e r ~ ~ ~ ~ . ~ ~ ’ ~ ,  in marrow. 
The one cell type for which combined DNA and im- 
munofluorescence analyses have been the rule rather than 
the exception seems to be the megakaryocyte, discussed in 
the previous section. 

At present the isolation of human hematopoietic stem 
cells is big enough business to keep a number of biotechnol- 
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ogy companies funded. I picked a few 
on flow cytometry and human stem cells out of the then- 
recent literature for the previous edition; I have picked even 
fewer out for this one. If you look at any of the older refer- 
ences, you will quickly appreciate that, even a decade ago, 
stem cell research demanded the capacity to measure as 
many parameters as flow cytometer manufacturers are will- 
ing to make available. That still holds. 

Human CD34 hematopoietic stem cells are and lack 
lineage antigens characteristic of more mature cell types. 
Like rodent stem cells, they have an active glycoprotein 
pump1949, which allows them to be identified by decreased 
rhodamine 123 retention (p. 376)’”‘. By keeping the con- 
centration of pyronin Y low, and using verapamil to block 

have been able to dye efflux, Srour and his colleagues 
use Hoechst 33342 and pyronin Y to define and sort CD34’ 
stem cells from various stages of the cell cycle. 

Cells capable of initiating hematopoiesis in long-term 
marrow culture lack CD45R the primitive erythroid colony 
forming cells are CD45RO’, while most granulopoietic col- 
ony-forming cells are CD45RO- T cell precursors and 
possible lymphoid stem cells express terminal deoxynucleo- 
tidy1 tran~ferase~~”. Hematopoietic stem cells can be found 
and counted in and isolated from peripheral b l o ~ d ~ ~ ~ ~ , ~ ~ ~ ~ , ~ ~ ~ ~ ;  
a higher proportion of peripheral blood stem cells than mar- 
row stem cells express CD331948. 

Although CD34’HLA-DR- 1952-3~1957-8 stem cells are more 
primitive, CD34TD38HLA-DR cells can give rise to mul- 
tiple cell lineages in liquid Pluripotent progenitor 
function has also been associated with a CD34*Thy- 
l’Rh123-dim cell and with expression of the c-kit 
ligand re~eptor”~’. In 1992, it was that a 
CD34‘HLA-DR- population could give rise to mesenchymal 
stromal elements as well as multiple blood cell lineages; this 
was apparently not the case1958, although even more primitive 
cell populations with such potential are now being studied. 

Clinical Application: Monitoring CD34 Stem 
Cells According to the ISHAGE Protocol 

During the past decade, increasing use has been made of 
CD34’ peripheral blood progenitor cells in autologous 
and, to a lesser extent, in allogeneic tran~plantation’l~~. Be- 
cause these cells normally represent less than 0.1% of the 
total nucleated cells in blood, it is necessary to use colony- 
stimulating factors such as G-CSF and GM-CSF to mobilize 
progenitor cells into the circulation. Counts of CD34’ cells 
must then be done to determine the appropriate time for 
collection. Counts are also useful in following clinical pro- 
gress of recipients of both marrow and peripheral stem cell 
transplants; multiparameter flow cytometry has become in- 
dispensable for conting CD34’ cells, and may also assist in 
the process of detecting and removing residual cancer cells in 
marrow”56 or material collected from peripheral blood. 

A widely used set of guidelines for CD34+ cell counting 
was developed by a committee of the International Society 
for Hematotherapy and Graft Engineering (ISHAGE, usu- 

2340-2.2627 
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ally pronounced “ice age”)3138. The Society has since changed 
its name to the International Society for Cellular Therapy 
(ISCT), but the ISHAGE guidelines persist. Stem cells are 
identified by their CD34CD45d’” phenotype and forward 
and side scatter signals in the same range as those of 
CD45br’gh‘ lymphocytes; 7-AAD staining is used to eliminate 
nonviable cells from analysis and beads are added to samples 
to derive an absolute count. Examples of the multiparameter 
gating procedure as implemented on benchtop analyzers 
from BD Biosciences and Beckman Coulter can be found 
online at ISCT’s Web site: <http://www. celltherapy. 
org/committees/Committees/Graft-Evaluation/graft. htm>. 

Side Population (SP) Stem Cells: Plastic, Fantastic 

In 1996, Goodell et a13”’ reported isolation of a popula- 
tion of primitive stem cells from mouse marrow that were 
distinguished by low Hoechst 33342 fluorescence in the 
blue (440-460 nm) and red (>675 nm) spectral regions. 
They subsequently found cells with similar staining charac- 
teristics and properties in other species, including hu- 
man~”~’. These side population (SP) cells are CD34- 
negative and lineage negative, and appear to have the capac- 
ity to differentiate into cell types other than those found in 
the blood and immune system, e.g., liver and cardiac muscle 
cells3141. Preffer et al3I4’ have found cells with the staining 
characteristics of SP cells in human peripheral blood; these 
cells, however, do not exhibit the extreme developmental 
plasticity just mentioned, and, thus far, have only been 
found to give rise to lymphoid and dendritic cell precursors 
in culture. SP cells in murine bone marrow are illustrated in 
Figure 10-17; Goodell has produced a definitive article on 
their 

0 ;  ‘ I ’  I ’  ” I “ ‘ I  “ ‘ I ’  
0 1000 2000 3000 4000 

Ho33342 RED FLUORESCENCE 

Figure 10-17. SP cells identified on a two-parameter 
display of blue vs, red Hoechst 33342 fluorescence of 
cells from murine bone marrow. Courtesy of Marga- 
ret Coodell, Baylor College of Medicine. 

It was originally thought that Hoechst dye efflux from 
SP cells might be mediated by p-glycoprotein and/or the 
multidrug resistance protein MDRl (p. 376). However, it 
was established in 2002 that the responsible transporter is 
from the breast cancer resistance protein family; the pro- 
tein found in murine cells is B ~ r p l ~ ’ ~ ~ ,  while that found in 
human cells is ABCG2 3145-6. This makes it possible to use 
fluorescent antibodies to ABCG2, or probes for the gene, 
rather than Hoechst dye fluorescence, to identify, or confirm 
the identity of, putative SP cells. The latter approach was 
taken by Lechner et a13147, who described an apparent pro- 
genitor cell population in pancreatic islets. 

Immunology 

Immunologic applications have almost certainly pro- 
vided the motivation for purchase of the majority of cell 
sorters and a substantial fraction of the flow cytometers now 
in use. The most common application of flow cytometry to 
immunology involves the detection and quantification, us- 
ing fluorescently labeled monoclonal antibodies, of surface 
antigens characterizing different stages of development 
of cells of the immune system. My citation of only a tiny 
fraction of the tremendous number of publications on this 

in previous editions did not stem from a lack 
of appreciation of the tremendous achievements represented 
by the development of the reagents and methodology and 
the elucidation of the pathways of differentiation of the im- 
mune system in mice and men. There were and are just too 
many good papers. 

tOpiC317.22.787-8,794 

Immunologic Applications of Flow Cytometry: 
Still a Growth Industry 

Flow cytometry aided in the identification of new surface 
antigens”’, in the demonstration of their specificity for par- 
ticular cell lineages and states of maturation, and in the elu- 
cidation of their receptor function9o8. Originally, cells found 
to bear a single antigen were sorted and their functions de- 
fined in terms of cell-cell interactions in vitro; the trend to- 
ward multiparameter analysis and multicolor immunofluo- 
rescence ~tudie?~‘” has continued, as has examination of cell 
function in terms of signaling-related ion fluxes and ion 
channels91z9 as an adjunct to the more familiar demonstra- 
tions of cytotoxicity, help and suppression. Flow cytometry 
also continues to be applied to studies of immune cell acti- 
vation by antigens and lymphokines. In fact, the technique 
is so commonly used in immunology that a significant frac- 
tion of papers in the literature in which multiparameter flow 
cytometry is used in nontrivial ways, but in which the term 
itself does not appear in the abstract or title, do not get as- 
signed “flow cytometry” as a keyword, and never make it 
into the MEDLINE database. 

The continuing development and commercialization of 
antibodies, labels, and instruments have made six- and eight- 
color immunofluorescence available to increasing numbers 
of users. Last time around, getting the reagents was the big- 
gest problem, even for the relatively small number of people 
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who had instruments capable of three-color fluorescence 
measurement. Now, with reagents and instruments in abun- 
dance, we have to worry most about making sense of all the 
data. 

In the First Edition of this book, I made particular men- 
tion of the use of cell sorting in isolation and selection of 
hybridomas and hybridoma variants, which had been re- 
viewed by Dangl and H e r ~ e n b e r z ~ .  I used to see a lot of 
people use a lot of flow cytometer (and sorter) time screen- 
ing hybridoma clones, and urged them to consider any pos- 
sibly more efficient alternative5”. There are now not only 
alternatives for hybridoma screening, but alternative sources 
of monoclonal antibodies, with viruses, bacteria, and fungi 
now standing in for the human immune system. 

In the Second Edition, I singled out an article by 
Cantrell and Smith”’ on the regulation of T cell growth by 
the lymphokine interleukin-2 (IL-2), which dealt as much 
with cell biology as with immunology, as an example of ex- 
tremely effective use of the technology of flow cytometry 
and sorting. I am gratified that a substantial fraction of cur- 
rent publications involving flow cytometry in immunology 
make similarly effective use of the technology, even if I 
didn’t have anything to do with it. 

In the Third Edition, I mentioned a nice study by Heagy 
er alZzM9, on the inhibition of immune function by anti- 
viral drugs, including AZT and some others that are rou- 
tinely given to patients with HIV infection. The paper illus- 
trated some good flow cytometric methodology for looking 
at lymphocyte activation, by 1994 standards, and, while we 
have a much more sophisticated repertoire of analytical 
methods with which to deal study that process today, we 
don’t always make full use of what’s available. 

HIV Infection - The “Killer Application” 
Clinical flow cytometry wouldn’t be what it is today if it 

hadn’t been for the AIDS epidemic. As soon as it was estab- 
lished that the disease was associated with low CD4’ T cell 
counts, way too many people went out and bought flow 
cytometers. Although it has been pointed out that there are a 
lot of ways in which flow cytometry can be used in the study 
of HIV i n f e ~ t i o n ~ ~ ~ ~ - ~ ’ ~ ~ ~ ~  , the clinical focus, at least until re- 
cently, has been on CD4’ T cell counting, and on getting 
the many labs involved with it to do it well enough to make 
the data usablezzM2-5. 

Shortly before I wrote the Second Edition of this book, 
Peter Duesberg”” proclaimed that HIV didn’t cause AIDS. 
While very few people agreed with that, the ensuing debate 
did make it clearer that HIV infection is nothing at all like a 
typical lytic virus infection, which was the picture initially 
painted by some virologists who ought to have known bet- 
ter, and not even all that much like some other retroviral 
infections. As Lewis Thomas suggested, it can be helpful to 
find out that you didn’t know things you thought you knew. 

In addition to counting T cells, flow cytometry has 
proven indispensable for the studies of cellular immunology 
that are essential to understanding HIV infection. There 

have been demonstrations that flow cytometry can be used 
in a quasi-diagnostic way to detect serum antibodies to 
HIVzZM7, or to HIV vaccine componentszzM8, or to find HIV 
 antigen^^'^'.^ or mRNA’403 in cells, but none of these initia- 
tives has led to an accepted clinical test. 

When the previous edition of this book appeared, it 

looked as if correcting altered glutathione metabolism in 
l e u k o c y t e ~ ~ ’ ~ ~ ~ *  might brighten the grim clinical picture in 
HIV infection, and some of us worried as to how glu- 
tathione measurements could be implemented given that 
most instruments didn’t have the right light sources to excite 
the best reagents. I cited a then-recent paper by Pantaleo et 

a12290 on the immune response to primary HIV infection, in 
which flow cytometry and PCR assays both demonstrated 
oligoclonal expansion of CD8’ T cells, suggesting that cyto- 
toxic cells are involved in clearing the initial viremia. An- 
other interesting paper2’” suggested that activated CD8’ 
cells, i.e., cells expressing CD28 and HLA-DR, are responsi- 
ble for anti-HIV activity later in the course of the disease. 
The paper on primary infection was pretty dramatic, not 
least because most, if not all of the patients studied had had 
the opportunity to avoid being infected with HIV. 

In the years since, Highly Active Anti-Retroviral Ther- 
apy (HAART) has come on the scene, and patients with 
access to treatment are feeling better and living longer. We 
have learned a great deal more about the cellular dynamics of 
HIV infection, and the developed world seems to have been 
motivated by the combined forces of compassion, competi- 
tion, and compulsion to bring programs for prevention, 
diagnosis, and treatment to the developing world. That’s all 
good news; the bad news is that many people who could 
easily avoid becoming infected still opt to take their chances. 

Clinical Application: T Cell Subset Analysis 
The literature in this area is vast; a lot of the early clinical 

work with immunofluorescence flow cytometry literature 
described changes in the ratios of B- and T cells, and/or 
changes in the ratios of helpedinducer T cells to cyto- 
toxic/suppressor T cells in various disorders of immune 
function, e.g., autoimmune diseases and immunodefi- 
ciency syndromes. It is clear that what some of us might 
consider mundane, single parameter immunofluorescence 
flow cytometry provided researchers and clinicians with a 
valuable tool for assessment of the function of the immune 
system. 

Things got somewhat out of hand in the few months af- 
ter the general public became conscious of the existence of 
AIDS (see p. 99), when a lot of flow cytometers were bought 
and sold on the faulty premise that subset analysis would be 
usable as a screening test. As the disease became better un- 
derstood, it did become clear that the proportion and abso- 
lute count of CD4-positive T cells in peripheral blood were 
useful in following and predicting the clinical course of HIV 
infection, and attention turned to improving the precision 
and accuracy with which T cell subset analysis could be done 
for this clinical use. 
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As flow cytometry for lymphocyte subclassification first 
became popular, questions were raised about the equivalence 
of results obtained by different methods. In particular, it was 
reported that Ficoll/Hypaque separation procedures used 
to prepare mononuclear cells for immunofluorescence 
analyses caused selective loss of CD8’ (cyto- 
toxiclsuppressor) T cells593.4.Lw2. Such loss did not occur 
when leukocytes from whole blood were analyzed, after 
erythrocyte lysis, with gating on forward and orthogonal 
scatter signals used to identify lymphocytes for purposes 
of immunofluorescence measurement1754. 

The first widely used guideline for immunophenotyping, 
published by the National Center for Clinical Laboratory 
Standards (now just NCCLS) in 19921876, recommended the 
procedure be done on lysed whole blood rather than sepa- 
rated lymphocytes. Subsequent guidelines from the Centers 
for Disease Control (CDC)””.’ and the Division of AIDS 
(DAIDS), National Institute of Allergy and Infectious Dis- 
eases, NIH18’9 also required the use of whole blood lysis. 

By the late 1980’s, it was recognized that gates set on the 
basis of forward and orthogonal scatter signals might both 
exclude some lymphocytes and include other cells, such as 
monocytes. The back-gating technique (see p. 277) was 
proposed by Loken et a11251 as a means of determining the 
purity of the gate and the fraction of the lymphocytes in- 
cluded; the NCCLS standard (revised in 1998’14*) recom- 
mended that the quality of the gate be determined, while the 
later CDC and DAIDS guidelines made this mandatory. 

Many of the problems encountered with determination 
of absolute CD4+ T cell counts relate to the use of “dual- 
platform” methodology, in which total leukocyte counts 
and lymphocyte percentages derived from hematology ana- 
lyzers are used in combination with percentages of CD4+ 
lymphocytes derived from fluorescence flow cytometers to 
calculate absolute counts. It has been established that “sin- 
gle-platform” methods, employing only one instrument, 
produce results with lower variability. Single-platform CD4+ 
cell counts can be done on conventional fluorescence flow 
cytometers if indicator beads at known concentrations are 
added to samples (see pp. 20-1) to provide cell 
beads need not be used with instruments that incorporate 
volumetric sample d e l i v e ~ y ~ ~ ~ ~ - ~ .  A recent report by Bergeron 
et al 2917 (see p. 448) suggests that sample delivery rates of at 
least some benchtop flow cytometers are stable enough so 
that absolute counts could be done by adding beads to only 
the first and last sample in a run. 

Most laboratories in affluent countries now routinely use 
three- and four-color fluorescence methodology for T cell 
subset analysis, with CD45/CD3/CD4 ~ta in in$’~~ providing 
specific identification of lymphocytes. In a four-color in- 
strument, CD45/CD3/CD4/CD8 staining allows accurate 
determination of all major T cell subsets in a single tube, as 
shown on pp. 33-5 and in Figure 1-17 (p. 34). It has been 
established that laboratories that use CD45 do better on 
quality assessment studies than laboratories that do no<155. 
The newest revisions of the DAIDS3156 and CDC”17 guide- 

lines accommodate these recent advances in methodology, 
but also note that some further modifications in technique 
may reduce the costs of the procedure. 

The April 15, 2002 issue of Cytometry (Clinical Cytome- 
try) (Volume 50, Number 2, pp. 39-132) is a Special Issue 
on “CD4: 20 Years and C ~ u n t i n g ” ” ~ ~ ,  edited by Frank 
Mandy. 

T Cell Subsets: Alternative Technologies 
A typical benchtop flow cytometet is an expensive in- 

strument, and consumes a substantial amount of power, 
largely due to its use of an argon ion laser as a light source. 
Flow cytometer manufacturers have not been completely 
oblivious to the fact that millions of people with HIV infec- 
tion live in areas where health care budgets are minimal and 
practical instruments may need to be run on battery power. 

B-D’s FACSCount (p. 418), a small, inexpensive flow 
cytometer intended exclusively for use in T cell subset analy- 
sisz472J159 was the industry’s first effort at developing a CD4+ 
cell counter for resource-poor areas. The FACSCount uses a 
green He-Ne laser source, and reagents (antibodies to 
CD3/CD4 and CD3/CD8 and counting beads) come in 
prepackaged tubes. In recent years, a number of systems 
have been placed in Brazil, India, and Thailand. 

George Janossy, in London, working with Debbie Glen- 
cross in South Africa and Ilesh Jan; in Mozambique, among 
others, felt that flow cytometric CD4+ T cell counting could 
be made still more affordable by eliminating counting beads, 
minimizing reagent costs, and using cytometers with red 
diode laser sources. Progress along these lines can be assessed 
as detailed at <http://www.affordcd4.com> as well as in a 
number of scientific publications. 

Sherman et 4”’” had shown in 1999 that CD4+ T cells 
could be identified accurately, and adequate counts ob- 
tained, by staining only with anti-CD4 antibody and deter- 
mining the number of CD4+ cells in a “lymphocyte gate” 
defined on the basis of forward and side scatter signals. Ja- 
nossy, Jani, and GOhde3l6’, using a Partec prototype instru- 
ment, next demonstrated that CD4+ T cell counts obtained 
using primary CD4 gating, in which the cells of interest are 
identified in a two-parameter display of side scatter vs. anti- 
body fluorescence, were equivalent to those obtained using 
conventional apparatus and multiple antibodies. Anticipat- 
ing possible problems with sample deterioration in tropical 
sites, Jani et a12596 showed that a fixative origi- 
nally developed by Barnett et al for stabilizing whole blood 
controls, kept counts stable in samples maintained at 37 “C 
for as long as three days. 

Glencross et a l 3 I 6 *  introduced the concept of PanLeuco- 
gating, using a combination of antibodies to CD45 and 
CD4 or CD8, to identify the total leukocyte population on 
a fluorescence flow cytometer, allowing a more accurate 
CD4+ cell count to be determined by a dual-platform 
method; Janossy et al”” established the utility of PanLeuco- 
gating in single-platform testing using a volumetric instru- 
ment. 
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The Luminex 100 flow cytometer (pp. 431-2), while de- 
signed for multiplexed biochemical analyses on beads, has 
been shown to be usable for CD4+ T cell c~un t in<~*’ .~ I~~ .  
The instrument has a volumetric sample delivery system, 
eliminating the need to use counting beads, and a PanLeu- 
cogated CD4+ cell count, using APC- and APC-Cy7-labeled 
anri-CD45 and anti-CD4 antibodies, can be implemented 
on a stripped version of the instrument using only the red 
diode laser and APD detectors. 

Partec’s Web site (http://www.partec/de) documents the 
incorporation of one of their CyFlow@ flow cytometers (pp. 
427-8) into a mobile laboratory in an S W  with off-road 
capability; the instrument uses a red diode laser source and 
identifies CD4+ cells in unlysed blood by single-parameter 
fluorescence measurements. 

Other approaches to more affordable CD4+ cell counts 
and counters have used techniques other than flow cytome- 
try. Since the number of CD4 epitopes per T cell in HIV- 
infected individuals is the same as in controls, and remains 
essentially constant, even with disease progression1492, and 
since there are small or negligible amounts of CD4 present 
in serum and on monocytes and other blood cells, bulk de- 
terminations of CD4 content per unit volume of blood, 
especially when monocytes have been removed, should pro- 
vide essentially the same information as counts of CD4- 
positive T cells. Such assays, which do not require the use of 
flow cytometers or other expensive instrumentation for 
readout, were developed by Zynaxis and by T-cell Sci- 
ences; both the companies and the assays seem to have dis- 
appeared. 

The IMAGN 2000 i n ~ t r u m e n t ~ ~ ~ ~ ’ ~ ~ ~ ~  developed by Bio- 
metric Imaging, Inc. (since acquired by BD Biosciences) 
uses a scanning He-Ne laser and some other technology bor- 
rowed from bar-code readers. Sample cartridges contain anti- 
CD3 and anti-CD4 antibodies labeled with Cy5 and Cy5.5 
(p. 336); rotation of the sample cartridge carousel mixes a 
known volume of unlysed blood with antibodies and intro- 
duces stained sample into a capillary of defined volume in 
which cells are measured; this gives the process the name 
“volumetric capillary cytometry,” although “microvolume 
fluorometry” is also used. The IMAGN 2000 was found to 
be an effective single-platform system for CD4+ T cell 
counting , although precision for low counts was 
suboptimal. The IMAGN 2000 could be, and was, adapted 
fairly easily to do other cytometric chores, predominantly 
associated with blood b a n k i ~ ~ g ’ ~ ~ . ~ ~ .  However, BD abruptly 
decided to stop selling (and, apparently, stop supporting) the 
system; this had little impact in the CD4+ counting world 
but left several blood bankers I know unhappy. Rumors that 
the IMAGN 2000 will be resurrected persist, but Elvis is still 
out of the building. 

A couple of years ago, I prodded a number of people in 
academia and industry, all involved in the development of 
cytometry technology, to consider how today’s technology 
could be applied to develop a small, rugged, inexpensive 
CD4+ T cell counter. The most interesting response came 
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from Arjan Tibbe, then a doctoral student working at the 
University of Twente, in the Netherlands, under the direc- 
tion of Jan Greve and the late Bart DeGrooth, and collabo- 
rating with Leon Terstappen of Immunicon. Arjan designed 
and tested a prototype instrument called the “EasyCount,” 
based on imaging technology; in my opinion (and I do not 
have any financial interest in this instrument), it represents 
the most promising approach to doing reliable and eco- 
nomical CD4+ T cell counts and, perhaps, a number of 
other cell assays, in both resource-poor areas and the devel- 
oped world, where health care costs could also do with some 
reduction. 

Arjan’s thesis work, also done in collaboration with Leon 
Terstappen, involved the development of a small, simple, 
laset scanning cytometer, the CellTracksTM 2383,3006-9 , now 
being commercialized by Immunicon for tare cell detection 
(p. 470). The CellTracks system uses disposable cartridges 
with an observation window featuring a series of deposited 
nickel lines. Cells tagged with antibodies bound to ferrofluid 
nanoparticles are introduced into the chamber, which is then 
placed in a magnetic yoke, aligning the antibody-tagged cells 
between the nickel lines, facilitating scanning (Immunicon’s 
observation chambers and magnetic yokes are available from 
Molecular Probes in their CaptivateTM product line, as is 
ferrofluid-conjugated streptavidin). While the CellTracks, 
which uses a red diode laser as a primary light source, can 
perform two- and three-color immunofluorescence analyses, 
including CD4+ counts, the objective of the EasyCount 
design exercise was to produce an even simpler system, ide- 
ally one with no moving parts. 

The EasyCount is basically a low-power imaging fluores- 
cence microscope, with illumination from a blue LED. A 
whole blood sample is mixed in a disposable plastic chamber 
with acridine orange, which renders all the nucleated cells 
intensely fluorescent, and with biotinylated anti-CD4 anti- 
body and ferrofulid-conjugated streptavidin. The observa- 
tion chamber (which, unlike the CellTracks chamber, does 
not have nickel lines on its surface) is then placed in the 
magnetic yoke, which draws cells bearing a relatively high 
density of antigen (meaning all of the CD4+ T cells and 
some monocytes) to the top of the chamber. The micro- 
scope, which operates at a low enough magnification so that 
focus adjustment is not needed, makes a fluorescence image 
of most of the viewing area on a CCD chip of the type used 
in relatively inexpensive digital cameras; software pro- 
grammed into the chip allows the cells in the viewing area to 
be identified and counted, allowing the CD4+ T cell count 
to be calculated from the initial volume of blood used and 
the percentage of the chamber area in the field of view. The 
field of view is large enough to permit counting enough cells 
to keep the precision of the count at better than 10% when 
the number of circulating CD4+ T cells is as low as 200 
cells/microliter. The count takes about a minute. The 
EasyCount is about the size of a toaster, but consumes much 
less power; it can be run for hours on batteries. It has no 
moving parts, requires minimal operator training (pipetting 
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sample and reagent are about all that is required of the op- 
erator), and can be manufactured for around $1,000, mean- 
ing that it could be sold at a profit for $5,000, which is less 
than many hospitals in developing countries are paying for 
fluorescence microscopes which they now use to do substan- 
tially less accurate and precise CD4+ counts with Dynal’s 
magnetic bead?”’. The consumable/reagent costs for 
EasyCount will probably be under $1. The EasyCount can 
also do a total leukocyte count, using an anti-CD45 anti- 
body instead of the anti-CD4 antibody, and probably can 
also do a total lymphocyte count, using a cocktail of anti- 
CD3, anti-CD19 or CD20, and anti-CD56 antibodies, 
allowing calculation of the percentage of CD4+ T cells 
among lymphocytes. 

What the EasyCount does is essentially a primary CD4- 
gated CD4+ T cell count; its results should therefore be ex- 
pected to be comparable to those obtained using this meth- 
odology in flow. George Janossy and Frank Mandy are now 
looking retrospectively at some flow cytometric data to de- 
termine whether primary CD4-gating produces results 
equivalent to PanLeucogating or gating based on both 
CD45 and CD3 staining, and I suspect this will turn out to 
be the case. There may be some suggestion that this strategy 
will work in the forthcoming version of the CDC guidelines 
for CD4+ T cell counting, which Frank Mandy has helped 
develop. The World Health Organization is now funding 
construction of several EasyCount systems for clinical test- 
ing. For information, e-mail Iterstappen@immunicon.com . 

Because the Easycount, like ChemoMetec’s Nucleo- 
Counter (p. 448), examines cells that are brightly stained, 
relatively short observation times can be used even though 
the LED illumination sources are of relatively low intensity. 
A somewhat more adventurous approach to a simple CD4+ 
cell counter was recently described by William Rodriguez 
and Bruce Walker of Harvard Medical School, working in 
collaboration with John McDevitt at the University of 

This group developed a number of microfluidic 
devices intended to perform low-cost biochemical assays in 
HIV patients; an initial effort at extracting information on 
CD4+ counts by measuring soluble antigen has led to work 
on an imaging counter that identifies CD4+ cells based on 
the fluorescence of bound labeled anti-CD4 antibody. 

Small, simple imaging counters with low associated in- 
strument and reagent costs, such as those just described, 
should be usable in the many areas of the world in which 
HIV infection is prevalent and in which there is not a reli- 
able supply of clean drinking water, let alone sheath fluid. If, 
as I expect, these instruments provide the same information 
as is now provided at higher cost by flow cytometers, it 
won’t be long before activism and/or budgetary constraints 
bring the more cost-effective technology to the developed 
world. I’m sure we’ll find other things to do with our flow 
cytometers; I’m also sure we’ll find low-cost scanning and 
imaging methods for doing some of those other things. U1- 
timately, that should leave us with a few pennies more to 
spend on other areas of research and patient care. 

Clinical Application: Transplantation 

Horsburgh et a13179 have recently reviewed the applica- 
tions of flow cytometry to histocompatibility testing. 

Before fluorescence flow cytometry existed, it was estab- 
lished that the presence of antibodies against donor cells in 
the serum of a kidney transplant recipient greatly increased 
the likelihood that the organ would be rejected. Crossmatch- 
ing developed to detect such antibodies in potential recipi- 
ents initially were based on the detection of lysis of donor 
cells by complement in the presence of recipient serum. 
However, this method failed to detect recipient antibodies 
that did not fix complement, and the presence of such anti- 
bodies was also associated with an increased likelihood of 
rejection. 

In 1983, Garovoy et al’880 developed the flow cytomet- 
ric crossmatch, in which recipient serum is mixed with do- 
nor cells; antidonor antibodies are detected by staining the 
cells (typically, separated T cells, which do not normally bear 
immunoglobulins on their cell surfaces) with a fluorescent 
antihuman immunoglobulin reagent. Subsequent 
have shown that flow cytometric crossmatching can be more 
sensitive than the conventional method, particularly in high- 
risk recipients, e.g., those in whom grafts have previously 
failed, and continue to confirm the predictive power of the 
flow c r o s ~ r n a t c h ~ ~ ~ ~ ~ .  

Flow cytometric crossmatches are now done using two 
color fluorescence techniques to identify T or B or other 
specific donor cell types1888. Wang, Terashita, and 
Te~asaki”~~ reported that the use of platelets as target cells 
reduced the false positive rate, but Terasaki platelets evi- 
dently did not become as popular as Terasaki plates. 
Wetzsteon et developed flow cytometric methods to 
discriminate cytotoxic from noncytotoxic antibodies, im- 
proving sensitivity and specificity. Talbot et a l l ” ]  recom- 
mend the addition of HLA-DR matching to the flow cy- 
tometric crossmatch, while Lazda”” reported that a strongly 
positive B cell crossmatch identifies a high-risk subset of 
patients. Scornik et a11*93, in a 1994 evaluation of flow 
crossmatching, noted needs for improved methods of meas- 
uring B cell antibodies and quantification of T cell antibod- 
ies; Berteli et a11894 described a procedure to determine the 
specificity of anti-B cell antibodies. The need for quantifica- 
tion has been met, at least to some extent, using materials 
and methods discussed on pp. 354-9. 

One Lambda, Inc., a company founded by Paul 
Terasaki, produces the FlowPRAQ line of assays for panel- 
reactive antibodies that allow flow cytometry to detect the 
presence of antibodies to HLA Class I and/or I1 antigens; the 
reagents are beads, each of which bears an individual anti- 
gen. It should be fairly obvious that this type of analysis is 
ideally suited to multiplexing, and, indeed, One Lambda has 
licensed Luminex’s technology and offers both color-coded 
antibody-bearing and its own private-labeled in- 
strument, the LABScanTM 100. Flow crossmatching against 
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TIME COURSE OF EVENTS IN T LYMPHOCYTE ACTIVATION 
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Figure 10-18. Time course of events in T lymphocyte activation and probes for their cytometric detection. 

beads seems to have become popular; however, while most 
patients who reject transplanted kidneys have anti-HLA 
antibodie~’”~, monitoring antibody levels by FlowPRA is not 
sensitive for diagnosis of early rejection31R6. 

Other flow cytometric techniques have been used with 
success for diagnosis of graft rejection. In 198 1, Cosimi et 
a11003, at the Massachusetts General Hospital, reported that 
changes in T cell subset ratios could be used for monitoring 
renal transplant recipients, with a rise above 1.0 in the 
(CD4+)/(CD8’) ratio indicating an impending rejection epi- 
sode. This finding did not apply to some other populations, 
even in Boston; at the time, I was collaborating with Terry 
Strom, then at the Brigham and Women’s Hospital, where a 

much less stringent immunosuppressive regimen was in use. 
The ratio of (CD4’)/(CD8’) cells in patients at the Brigham 
was often greater than 1.0 in the absence of evidence of re- 
jection; we accordingly looked at DNA synthesis in T cell 
subpopulations in an attempt to detect the lymphocyte acti- 

vation we expected should occur during a rejection episode. 
We foundGo4 that an increase in the number of S/G, /M 
phase C D 4  cells predicted a rejection episode, while an in- 
crease in the number of proliferative CD8’ cells did not. 
Wem5“ and thus turned our attention to means of 
detecting lymphocyte activation, for diagnosing rejection 
and for other purposes as well. 

More recently, Yu et a13”’ have studied the ieukocyte 
count and differential count in urine post-transplant as a 
predictor of renal graft rejection; Stalder et a131R8 proposed 
the use of markers of activation as a monitor of immuno- 
suppressive therapy, after finding fewer indicators of activa- 
tion in immunosuppressed graft recipients than in normal 
controls. 

Detecting Lymphocyte Activation 
There continues to be considerable interest in the devel- 

opment of flow cytometric measures of lymphocyte acti- 
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vation, both for basic research and for clinical purposes 
which include tissue typing and organ matching for trans- 
plantation, evaluation of cellular immune response, assess- 
ment of the activity of autoimmune disease processes, and 
monitoring of transplant recipients for early signs of graft 
rejection. Detection of activated T cells is perceived as pro- 
viding a more precise indication of the dynamics of immune 
function, in these contexts, than could be obtained simply 
from counting absolute or relative numbers of different lym- 
phocyte types in the blood. Figure 10-18 shows the time 
course of a number of events in T lymphocyte activation 
that may be observed by flow cytometry, and lists some 
probes that might be used in each case. 

Foundations: From PHA (the Lectin) to 
PHA (the Pulse Height Analyzer) 

When the previous editions of this book appeared, much 
of our understanding of lymphocyte activation was based 
not on the real thing, but on a convenient surrogate model, 
i.e., polyclonal cell activation by mitogenic lectins, such as 
phytohemagglutinin (PHA) and concanavalin A (con A) or 
antibodies, e.g., anti-CD3, which reacts with the constant 
region of the T cell receptor. 

When I was a medical student at New York University 
in the early 1960's, the people who were most excited about 
PHA were the geneticists. When the lectin was added to 
peripheral blood, lymphocytes started dividing, providing 
numerous mitoses in which chromosomes could be counted 
and, to some extent, identified; chromosome banding, on 
which classification is now based, had not yet been devel- 
oped. Cytogenetics itself was in such a sorry state that it was 
not established until after PHA came into use that the nor- 
mal human chromosome complement was 46 and not 48 
chromosomes. 

Within a couple of years, it was discovered that certain 
antigenic preparations, such as tuberculin, could act as mi- 
togens, but only when the lymphocytes to which they were 
added came from individuals who would exhibit delayed 
hypersensitivity skin responses to subcutaneously injected 
antigen. In 1964, Fritz Bach and Kurt Hirschhorn, then at 
N. Y. U., discovered that lymphocytes from two different 
individuals would, when mixed, proliferate; they noted that 
such a mixed lymphocyte reaction (MLR) could provide 
an in vitro test of hi~tocompatibility~~~. 

Lymphocyte activation, whether by mitogens or anti- 
gens, has, since the 1960's, been detected and quantified by 
bulk measurements of the incorporation of tritiated 
thymidine ('H-TdR), which is taken as an indication of the 
number of cells in a sample involved in DNA synthesis, i.e., 
the number of activated lymphocytes. Since DNA synthesis 
does not occur for some 30-36 h following lymphocyte 
stimulation, no indication of cell activation can be obtained 
either from 'H-TdR uptake or from flow cytometric assess- 
ment of changes in DNA content at points earlier in the 
time course of the process. Lectin-activated and, later, mito- 
genic antibody-activated cells became widely used as a model 

for activation because the lectins commonly used stimulated 
most peripheral blood lymphocytes, that is, almost all of the 
T cells, making it possible to detect stimulation using 'H- 
TdR within 48 hours, while, when lymphocytes were stimu- 
lated by antigens or in an MLR, a much smaller fraction of 
the population was activated, with the result that it was nec- 
essary to wait for many generation times, typically, 5-10 
days, until the number of proliferating cells in the culture 
became large enough to be detectable by 'H-TdR incorpora- 
tion. 

In the late 1960's, Fred Valentine and others at N.Y.U. 
followed proliferation of antigen-stimulated cells by time- 
lapse cinematography . It's hard to argue with these 
data; they revealed a mean doubling time of 12 h with the 
shortest time between 2 divisions of a given cell and its 
daughters being 8.5 h. 'H-TdR uptake data demonstrated a 
doubling time in incorporation of about 10 to 12 hours, in 
the same ballpark. Under appropriate conditions, most cells 
entering the proliferative phase continued to divide for 3-5 
days. 

By the mid 1970's, it had been established, although it 
was not widely appreciated, that flow cytometry of DNA 
content at 30-36 h could detect smaller activated cell popu- 
lations than would be detected at this time by isotope incor- 
p~ra t ion '~~.~ .  Also, Darzynkiewicz and his coworkers262~'~597~600 
and others"" showed that increases in RNA content in 
mitogen-stimulated lymphocytes, detectable by increased 
metachromatic fluorescence of acridine orange (AO) (Fig- 
ures 3-10, p. 97, and 7-16, p. 321), preceded increases in 
DNA content, occurring as early as 12 hours following ex- 
posure to mitogens. This established elevated RNA content 
as an indicator of lymphocyte activation, but only among 
the relatively small number of immunologically oriented 
users of flow cytometry who were amenable to looking at 
anything but immunofluorescence. It was not until 1980 
that Noronha, Richman and Arnason602 used DNNRNA 
flow cytometry to demonstrate the presence of activated 
lymphocytes in cerebrospinal fluid (CSF) from patients with 
active multiple sclerosis; the number of activated cells they 
found increased with the activity of the disease, while no 
activated cells were found in CSF from control patients free 
of inflammatory neurologic disease. I assumed, at the time, 
that the publication of this work in The New Engkzndjour- 
nal of Medicine would get more attention than it seems that 
it did. 

2943-4 

Functional Probes for Activation 
The 1970's and 1980's saw the development of probes 

and methods, flow cytometric and otherwise, for measure- 
ment of functional parameters, such as membrane micro- 
viscosity, structuredness of cytoplasmic matrix, membrane- 
bound and cytoplasmic [Ca+'], pH, and membrane poten- 
tial. As was mentioned in the discussion of these areas in 
Chapter 7, changes in many functional parameters were 
found to occur within a few minutes to an hour following 
lymphocyte exposure to mitogens, which prompted me and 
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and Others4’7-9,493,G03.’896-7 my coIIeagues112,424.484 to attempt to 
detect early T cell activation by flow cytometry using 
hnctional probes. Results to date have generally not been 
reliable enough to permit routine clinical application of such 
assays. At present, the most tractable functional parameter 
available for detection of lymphocyte activation seems to be 
membrane potential , it is possible to demonstrate ap- 
parent cytoplasmic and mitochondrial hyperpolarization in 
activated cells at 5-12 hours, thus providing some improve- 
ment in speed of detection as compared to RNA fluoro- 
chromes. 

I say “apparent” hyperpolarization because the increased 
staining with cyanine dyes or rhodamine 123 may also be 
affected by the decrease in P-glycoprotein efflux pump 
activity that occurs within a few hours of T cell activation 
(see p. 309). The role of P-glycoprotein in lymphocytes is 
discussed in several papers in a 2003 issue of Clinical and  
Applied Immunology R e ~ i e w ? ~ ~ . ~ ~ .  Although P-gp may pro- 
vide an indicator of lymphocyte activation, it does not ap- 
pear to play a key role, as evidenced by the fact that activa- 
tion proceeds normally in P-gp-deficient mice. 

Unfortunately, membrane potential/efflux, pH, and 
[Ca”] measurements, have the distinct disadvantage of 
requiring cell samples that are not only viable, but also 
what I have called “happy,” for analysis. 

Despite the technical difficulties involved, flow cytomet- 
ric studies of lymphocyte activation using physiologic probes 
kept some of us hooked for many years, on the basis that, 
when our ships came in, we would be able to detect stimu- 
lated lymphocytes in the first few minutes after they re- 
sponded to surface ligand binding. This, in turn, should 
have given us all kinds of wonderful tests that we could use 
both to elucidate mechanisms of ligand-receptor interactions 
and to assess the quality of cell function for clinical pur- 
poses. 

When I started playing around with membrane poten- 
tial-sensitive dyes, I had the conviction that I was about to 
encounter blinding flashes of truth rather than blinding 
headaches. However, the more I (and others) worked in this 
area, the more confused things seemed to get. For example, 
Tsien et a1426, based on membrane potential estimation using 
oxonol dyes, reported that concanavalin A hyperpolarized 
mouse thymocytes; Taki456, using microelectrodes, my col- 
leagues and 1424, using DiOC6(3) and flow cytometry, and 
Kiefer et a1425, using a radiolabeled cation, had described a 
depolarizing effect of lectins on mouse and human lympho- 
cytes. 

Felber and Brand465 resolved this apparent discrepancy 
when they reported that hyperpolarization of thymocytes 
arises from activation of a Ca’*-dependent IS channel. This 
channel is fully activated in resting lymphocytes, and there- 
fore cannot produce increased IS flux and the resulting hy- 
perpolarization in response to lectin stimulation. They be- 
lieved that the slight depolarization they observed in con A- 
stimulated lymphocytes was due to Na’ influx, which occurs 
by nonelectrogenic as well as by electrogenic pathway:“. 

484,493. 

This may also help explain the puzzling variations in the 
magnitude of the early lectin effects on MP in rat and hu- 
man T cells which I have noted, and which have been ob- 
served by practically everyone to whom I have spoken who 
has looked at MP in such cells. 

Further clarification of interactions between cytoplasmic 
[Ca*+], pH, and membrane potential came from the work of 
Grinstein et a119’D-5. Thymic lymphocytes possess Ca”- 
sensitive IS channels, which are activated by moderate in- 
creases in intracellular [Ca++], resulting in hyperpolarization. 
At higher [Ca”], nonselective cation channels open, produc- 
ing depolarization. Variations in the levels of intracellular 
[Ca++] in various earlier studies could explain some discrep- 
ancies. 

The situation appears to be different in B cells. Monroe 
and Cambie?, using flow cytometry with DiOC5(3), con- 
sistently observed membrane depolarization in mouse B cells 
after reaction with multivalent (cross-linking) anti- 
immunoglobulin (anti-Ig), which is mitogenic for these cells. 
Monovalent Fab fragments of anti-Ig neither cross-link nor 
depolarize the cells; such fragments are not mitogenic. 
Depolarization of the cell membrane by raising [KI0 does 
not stimulate B cells to reproduce, but does lead to increased 
expression of Ia antigen, an activation response also produce 
by cross-linking surface receptors with anti-Ig. 

With Terry Strom, I used DiOC6(3) and flow cytometry 
to demonstrate different responses of T and B cells to 

le~tinS48~ and cholinergic agentP5. Ken Rosenthal and I 
demonstrated different patterns of MP change following 
Epstein-Barr virus addition to cells having and lacking recep- 
tors for the virus486. The problem is that you have to be care- 
ful and lucky to get experiments like this to work, and the 
same is true when you do pH and calcium studies, which 
may be one of the reasons there is so much controversy and 
inconsistency in the literature. 

Membrane potential probes would not have been of 
great use to us for detection of early activation responses 
even if the magnitude and direction of potential changes had 
been consistent, because the fluorescence distributions ob- 
tained from cells labeled with cyanine or oxonol dye probes, 
even when normalized using a size-dependent scatter or ex- 
tinction signal (Figure 7-28 p. 389), were too broad to per- 
mit discrimination of small subpopulations of activated cells. 
None of the membrane potential probes available today 
could improve the quality of flow cytometric membrane 
potential measurements sufficiently to solve this problem. 

We had much better luck with membrane potential 
measurement later in activation, i.e., 5-12 hours and more 
after stimulation. We could consistently demonstrate appar- 
ent hyperpolarization, probably due in large part to in- 
creased mitochondrial activity, using either cyanine dyes or 
rhodamine 123 (see Figure 7-30 and pp. 395-7). However, 
these dyes provided essentially the same information as 
could be obtained using pyronin Y to stain RNA at 20 
hours, and the latter dye, unlike the membrane potential 
probes, could be used on fixed cells. 
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We next turned our attention to probes that could be 
used for ratiometric measurements of functional parameters. 
While preliminary experiments with ratiometric pH meas- 
urement, using carboqduorescein as an indicator with dual- 
wavelength excitation (Figure 7-35, p. 406), suggested that 
early changes occurred in stimulated T cells, the literature of 
the mid-1 980’s contained conflicting reports of cytoplasmic 
alkalinization and acidification occurring in lymphocytes in 
response to mitogenic . Later work by 
Grinstein indicated that calcium-dependent acidification is 
the dominant response”’*, but that alkalinization can occur 
as a result of activation of Na’/H’ by a calcium-independent 
mechani~m”’~. Intracellular pH, like membrane potential, 
turned out to be a sideshow; calcium remained in the center 

rini914-5* 

DNA, RNA and Activation Antigens 

By the time indo-1 became available, permitting rari- 
ometric measurements of cytoplasmic [Ca”] to be done by 
flow cytometry, my colleagues and I, having become increas- 
ingly frustrated in our attempts to tame flow cytometric 
functional probe measurements of cell activation, had, in- 
stead, started to collaborate with other investigators, who, 
using bulk methods and single-parameter immunofluores- 
cence flow cytometry, were trying to characterize activation 
antigens, which appeared on, or increased dramatically on, 
lymphocytes within hours following mitogenic stimulation. 
This led to studies in which combinations of DNA (and 
RNA, and sometimes membrane potential) stains and 
fluorescent antibodies were used to demonstrate early 
and late activated T cells in clinical and experimental con- 
texts. 

We first approached the problem of detecting activated 
inducer and cytotoxic/suppressor cell populations, respec- 
tively, by examining DNA content in inducer and cyto- 
toxiclsuppressor populations defined by staining with anti- 
CD4 and anti-CD8 an~ibodies~’~. The clinical interest un- 
derlying these experiments related to prediction of graft re- 
jection (p. 494). 

We next looked at l e ~ t i n - ~ ’ ~  and alloantigen-6“ activated 
T cells to determine the kinetics of appearance and the 
distribution of several activation antigens, i.e., antigens 
that appear on the surfaces of cells only after mitogenic 
stimulation. We found that all proliferating cells, including 
those in GI, bore the transferrin receptor (TfR, now 
CD71), the 4F2 antigen1898’1916-7 (now CD98), and the Tac 
antigen, which is the interleukin-2 receptor (IL2R, now 
CD25). The IL-2 receptor was detectable on stimulated cells 
at 8-12 hours; Redelman and Wormsley’oM subsequently 
showed, using fluorescein immunofluorescence and pyronin 
Y staining, that IL-2 receptor appearance precedes increases 
in RNA content following lymphocyte stimulation, and is 
not affected by inhibitors of RNA synthesis. 

The 4F2 (CD98) antigen was detectable on the surfaces 
of stimulated T cells as early as 4 h after exposure to lectin or 
antigen; the transferrin receptor (CD71) and HLA-DR were 

not detectable on the majority of activated cells until some- 
what later. In the case of HLA-DR, simultaneous staining 
with Hoechst 33342, pyronin Y, and fluorescein-labeled 
antibody revealed that a substantial fraction of proliferating 
cells, identifiable by their increased RNA and DNA content, 
were not expressing HLA-DR. We found increased display 
of 4F2 antigens in peripheral blood lymphocytes taken from 
a transplant patient during an acute rejection episode: the 
number of cells bearing 4F2 diminished to normal levels 
following successful treatment with monoclonal antibodies. 

We evaluated several parameters, including 4F2 and 
CD25 antigen expression, measured 12-24 h after initiation 
of mixed lymphocyte reactions (MLRs)~”, to determine whe- 
ther these could serve as indicators of activation. The per- 
centages of cells bearing either of these antigens at 12-24 h 
correlated well with measurements of thymidine incorpora- 
tion made at 120 h. Also, removal of activated cells from 
mixed lymphocyte cultures by treatment with anti-CD25 
antibodies and complement at 48-72 hours largely abolished 
proliferative responses otherwise detectable by thymidine 
incorporation at 96-120 hours; it thus seems likely that 
those T cells bearing 4F2 or CD25 activation antigens early 
in the activation process are the specifically activated T cells 
which are destined to proliferate later. 

In order to demonstrate that flow cytometric im- 
munofluorescence analysis could be made accessible and 
affordable, we that 4F2 antigen on stimulated 
lymphocytes could be detected by measurements of the fluo- 
rescence of allophycocyanin (APC)-conjugated antibody in a 
flow cytometer using a 7 mW helium-neon laser source; this, 
however, failed to produce a massive demand for such in- 
struments. 

used dual color flow cytometry to study 
the kinetics of several activation antigens on CD4’ and 
CD8’ subsets after 24, 48, 72, 120, and 168 hours’ incuba- 
tion with PHA and Con A. Expression of these molecules 
followed a consistent time-course with no major differences 
between subsets. CD69”’* expression peaked at 24 hours, 
whereas CD25 and CD71 expression peaked at 48 and 72 
hours, respectively. 

The expression of CD45RA remained stable for 72 h 
and then briskly decreased with no major differences be- 
tween PHA and Con A activation; this presumably reflects 
the parallel increase in CD45RO expression which occurs 
with the conversion of T cells from the “naive” to the 
“memory” state following acti~ation~~’’~~. 

As contrasted with functional probe assays of activation, 
measurements based on detection of activation antigens do 
not require live, let alone “happy,” cells, and the physical 
presence of a newly synthesized or newly expressed protein 
on the cell surface provides a much more comfortable and 
substantial basis for clinical decision making than could ever 
be obtained from constant, let alone inconstant, ephemeral 
changes in ionic concentrations. 

Since this work was done, a large number of studies (far 
too many to cite) have been published in which the state of 

Biselli et 
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activation of lymphocytes in vivo was assessed by measure- 
ment of a single activation antigen. I would suggest that this 
is not always a good idea, because different patterns of ex- 
pression of activation antigens may be observed in response 
to different antigenic stimuli. For example, Santamaria et 
al”” found that CD69 was selectively expressed only on 
CD8’ T cells infiltrating rejecting human heart allografts, 
while both CD4’ and CD8’ cells expressed CD25. 

I would argue that increased RNA content and trans- 
ferrin receptor (CD71) expression (see Figure 10-7 and 
pp. 460-1) are the parameters best suited to serve as “gold 
standards” for activation processes that can reasonably be 
expected to have been ongoing for 20 hours or more, in vim 
or in vitro. Measurements of these parameters, unlike those 
of DNA content, identify cells in the G, as well as the S, G,, 
and M phases of the cell cycle. 

Pyronin Y, an effective stain for RNA, can be used in 
conjunction with Hoechst 33342 and, presumably, with 
DRAQ5 as vital DNA stains, and with antibodies labeled 
with fluorescein and with PE-Texas Red and/or PE-Cy5 
tandem conjugates, allowing the state of activation to be 
delineated in immunologically defined cell subpopulations. 
Without such multiparameter experiments, it is not clear 
which activation antigens are the most trustworthy indica- 
tors in any particular situation; it would be foolish to expect 
that any given measurement, RNA content included, could 
be optimal in all contexts. 

The transferrin receptor, CD71, is present on all prolif- 
erative phase cells, and can be detected on the surfaces of 
living cells by fluorescent antibody staining; I see little rea- 
son to use the Ki-67 antibody, which requires permeabiliza- 
tion and appears to stain the same cells. 

When human peripheral blood mononuclear cells are 
stimulated with polyclonal mitogens such as PHA or sepha- 
rose-conjugated CD3 antibody, at least 60% of the T cells in 
both the C D 4  and CD8’ subpopulations typically express 
activation antigens; this degree of activation is readily detect- 
able by ’H-TdR incorporation after only 3-4 days, even 
though most cells do not initiate DNA synthesis for at least 
30 hours after  tim mu la ti on^^'^. Although as many as 2% of 
the lymphocytes in an unstimulated culture may be activated 
due to previous natural exposure of the host to antigens, this 
background activated population is negligible in the context 
of analysis of mitogen-stimulated cultures. 

Mitogen Response versus Antigen Response 
Studies of mitogen responsiveness may be useful in the 

context of demonstrating generalized immune deficiencies, 
such as occur in HIV infection”04 and in some cancer pa- 
tients (see pp. 383-5). However, in research applications, 
and in analyses of clinical situations in which successful ther- 
apy depends on  restoration or generation of specific immune 
responses, notably treatment of AIDS”” and cytokine/cell 
therapy of can~er ’~ ’~ .~ ,  the cytometric assay strategy differs 
from that used in studies of activation induced by polyclonal 
mitogens. 

In an alloantigen-stimulated culture or MLR, a much 
smaller fraction of lymphocytes, typically 0.5-1.5% of the 
population, is initially activated than is the case in a mito- 
gen-stimulated culture. Detection of activation by incorpo- 
ration typically requires at least 5-6 days in culture, by which 
time several doublings of the activated cell population have 
occurred; since the population of naturally activated cells is 
approximately equal in size to the population specifically 
stimulated by alloantigen, it is necessary to demonstrate a 

significant increase over background to detect specific activa- 
tion, especially when a cytometric assay is done before pro- 
liferation of the alloantigen-stimulated population has oc- 
curred. We found that the chi-square test, applied to data 
from 5,000- to 10,000-cell samples, could discriminate be- 
tween a match, a single-allele mismatch, and a two-allele 
mismatch in MLRs analyzed for 4F2 (CD98) or CD25 anti- 
gen 12-24 hours after stimulation. 

The frequency of cells that recognize a specific bacterial 
or viral antigen, however, can be much lower than the fre- 
quency of responding cells in an MLR. In adults tested at 
least 20 years after primary infection with varicella-zoster 
virus, it was found’904 that only 1/105,000 cytotoxic T lym- 
phocytes (range 1/13,000 to 1/231,000) specifically recog- 
nized a viral protein. This suggests that proliferation would 
typically have to multiply the number of cells initially acti- 
vated by antigen by a thousandfold to create a population of 
specifically responding cells roughly the same size as the 
background activated population. The mean generation time 
of cycling stimulated adult human lymphocytes is between 
1 22943-4 and 20 hours1903; multiplying the original activated 
population by 1,024 could take as long as 10 days. The fre- 
quency of cells recognizing antigen in a recently immunized 
population may be considerably higher than the frequencies 
reported above. Waag et reported that proliferation at 5 
days induced by Francisella tularensis antigen in lymphocytes 
taken from human volunteers 14 days after immunization 
with a live vaccine strain exceeded that induced by con A. 

Stimulation by superantigens, such as Staphylococcal 
enterotoxin B (SEB), is restricted to those T cells with Vp 
regions of the T cell receptor that can be crosslinked by the 
antigen; thus, while the fraction of responding cells in an 
SEB-stimulated culture will vary with the pattern of Vp ex- 
pression (SEB reacts with human Vp3, 12, 14, 15, 17, and 
20), this fraction will almost always be lower than the frac- 
tion of responding cells in a PHA-stimulated culture, and 
SEB is often used as a positive control stimulus in assays 
designed to measure stimulation by antigen. 

In the situation in which immunization is expected to 
have occurred long ago, and in which there has not been 
recent challenge, frequencies of specifically activated cells on 
the order of 1/1OO,OOO make it difficult for flow cytometry 
to detect specifically activated cells against the background 
activated population before substantial antigen-induced pro- 
liferation occurs. However, several advances made since the 
previous edition of this book was published facilitate the 
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task, and have wider implications for the general field of 
immunology, as well. 

Detecting Activation by CD69 Expression 
The CD69 a surface receptor involved in 

kinase-mediated signaling and present in most blood cell 
types, including basophils, eosinophils, mast cells, and plate- 
lets, is expressed within 1-4 h of mitogenic or antigenic 
stimulation of T lymphocytes; expression in mitogen- 
stimulated cultures peaks at 24-48 h’899, and the antigen is 
reported to be diluted by successive cell divisions. 

In 1995, Maino et a13199, at B-D, reported that early 
CD69 expression was detectable in lymphocytes stimulated 
with the cornitogenic antibodies CD2 and CD2R, with 
pokeweed mitogen, with SEB, and with Candidz albicans, 
and that the fraction of cells expressing CD69 at 4 h tracked 
’H-TdR uptake at 3 d in cultures stimulated with various 
doses of comitogenic antibodies. B-D later introduced the 
FastImmuneTM Activation System, of reagents, which in- 
clude an anti-CD69 antibody and gating antibodies appro- 
priate for detection of activation in T, B, and NK cells. Lim 
et al3’Oo suggest that quantitative, as well as quantitative , 
determination of CD69 expression may be useful in detect- 
ing activiation. 

Craston et a13’01 found that stimulation by mitogens 
stimulation resulted in the most rapid expression of CD69 
on both T and NK cells, while alloantigen-stimulated cells 
responded more slowly. Caruso et a13202 studied expression of 
CD25, CD69, CD71, and HLA-DR on T cells from 
healthy individuals stimulated with different mitogens and 
antigens: CD69 was the earliest expressed antigen, while 
HLA-DR was the latest. However, regardless of the stimulus 
used, lymphocytes expressing CD25 and CD71 were always 
more numerous than cells expressing CD69 and HLA-DR. 
Variations in the proportion of CD4+ and CD8+ T cells 
expressing each marker were observed with different stimuli. 
Activation marker expression showed overall agreement with 
’H-TdR uptake in discriminating between positive and 
negative responses, but the percentages of marker-positive 
cells were not correlated with amounts of ’H-TdR uptake. 
Low doses of mitogens and antigens and/or short exposure 
times could induce activation antigen expression that was 
not followed by proliferation. 

Hutchinson et al’”’, studying HIV-negative individuals 
with immunodeficiencies, found that most showed CD69 
expression in response to mitogen, although ’H-TdR uptake 
was diminished or absent. Sieg et a13’04 reported that, after 
anti-Vp3 Ah stimulation, CD4+VP3+ cells from HIV- 
infected patients expressed CD69 and CD2 5 ,  but demon- 
strated defects in expression of cell cycle-associated proteins, 
D-type cyclins, and cyclin A that precluded cell cycle pro- 
gression. The proliferation defect was most apparent in pa- 
tients with diminished CD4+ T cell numbers and higher 
plasma HIV RNA levels. 

Thus, it appears that some caution is required in the use 
of CD69 expression as an indicator of T cell activation; I 

have said that CD69 is aptly named, because, while it may 
be sexy, it has little to do with reproduction. 

Cytokines: Detecting Activation and More 
CD69 expression is, however, a good marker of cells ca- 

pable of cytokine production, which itself is an indicator of 
activation. Around the time the previous edition of this 
book was written, immunologists were seriously contemplat- 
ing widespread use of ELISA measurements of cytokine pro- 
duction in 96-well plates in hopes of detecting a return of 
immune function in patients treated for HIV infection. The 
idea alone was enough to strike terror into the heart of any- 
one who remembered how hard it had been to get the doz- 
ens of labs involved in AIDS clinical trials to produce rea- 
sonably consistent CD4 counts. 

Cytometry came to the rescue. Accumulation of cyto- 
kines in the Golgi apparatus of stimulated T cells permeabi- 
lized with paraformaldehyde and saponin had been observed 
by fluorescence microscopy in the late 1 9 8 0 ’ ~ ~ ~ ” ~ ~ ;  by the 
early 1990’s, several  group^'^"^-'^ were developing and refin- 
ing flow cytometric procedures for cytokine detection. The 
subject of cytokine was addressed briefly on pp. 

In 1993, Jung et al”” introduced the use of the iono- 
phore rnonensin to block transport of cytokines out of the 
Golgi apparatus, increasing fluorescence signals. In 1994, 
Vikingsson et a132’3 reported that the number of interferon- 
y (IFN-y)-positive cells in cultures correlated with IFN- 
y levels measured in culture supernatants. In 1995, Picker et 

a13’15 reported using phorbol 12-myristate 13-acetate 
(PMA) and ionomycin as an accessory cell-independent 
stimulus and brefeldin A to block transport out of the Golgi 
apparatus, and Prussin and Met~alfe”’~ demonstrated the 
specificity of intracytoplasmic cytokine staining by showing 
that staining could be blocked by excesses of cytokine or 
unlabeled antibody. 

In 1997, Mehta and Maine'"' combined staining for cy- 
tokines with staining for BrUdR incorporation to demon- 
strate that those cells that still synthesize cytokines at 48-72 
h after stimulation have undergone cell division. 

In 1997, Waldrop et a13218 described modifications of the 
cytokine assay procedure that made it possible to identify 
antigen-specific T cells. Cells were incubated with antigen 
and accessory cells in slant tubes, and brefeldin was not 
added until 1 h after stimulation was initiated to prevent its 
possible interference with antigen processing. Anti-CD28 
antibody was added as a costimulator, and anti-CD69 anti- 
body was used to identify responding cells. The refined assay 
was used to study frequencies of response to various patho- 
gens of CD4+ memory/effector cells from HIV+ patients. 
Further refinements described by Suni, Picker, and  main^^^'^ 
in 1998 allowed the assay procedure to be performed on 
whole blood, eliminating the need for isolation of mononu- 
clear cells. BD Biosciences now offers cytokine assays as 
part of its FastIrnmuneTM product line, which includes an 
antiCD28/antiCD49d costimulatory reagent. 

357-8. 
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IFN-y * IFN-y . 
Figure 10-19. lntracellular cytokine staining. Courtesy 
of Calman Prussin, NIAID. 

Intracellular cytokine staining is illustrated in Figure 10- 
19, provided by Calman Prussin of the National Institute of 
Allergy and Infectious Diseases. Human peripheral blood 
mononuclear cells were activated with PWionomycin .  
Parallel samples were stained with either fluorescein- 
antiCD3 (panels A, C) or fluorescein-antiVp24, PE/Cy5- 
anti Vpl1  (panels B, D) in addition to the cytokine antibod- 
ies, APC-antiIFN-y and PE-anti IL-4. The populations 
shown in panels A and B are from the lymphocyte scatter 
gate in the top panel. CD3-positive T cells from panel A, 
represented in panel C, show a typical staining pattern for 
IFN-y and IL-4 (C) demonstrating the simultaneous use of 
these mAbs to differentiate T h l ,  Th2, and Tho cells. A 
small subset of T cells expressing the Vp24, Vpll  TCR, 
shown in the gate in panel B, are seen in panel D to have a 
unique pattern of cytokine expression. Numerical values in 
panels A and B represent positive cells as a percentage of 
total lymphocytes; values in panels C and D represent per- 
centages of gated cells. Marker placement was determined 
from identical cell samples preincubated with unlabeled 
anti-cytokine antibodies. 

Ins and Outs of Cytokine Staining 

Following PMA/ionomycin stimulation, CD4 antigen is 
internalized and subsequently replaced. In the presence of 
brefeldin A, this does not occur; CD4+ cells typically lose 
about 90% of detectable CD4It is therefore standard proce- 

dure to stain cells for CD8, setting a gate around the more 
intensely stained CD3+ cells to define the CD8+ T cell 
population and another around the unstained CD3+ cells to 
define the CD4+ population. Hennessy et a13220 examined 
several anti-CD4 antibodies and determined that BD’s 
Leu3d3b multiclone reagent alone allowed direct identifica- 
tion of the CD4+ subset in PMA-stimulated cells. Intracellu- 
lar cytokine measurements have recently been discussed by 
Pala and H u s ~ e 1 1 ~ ~ ~ ~  and by Prussin and FosteY2. 

Although intracellular cytokine staining is probably ade- 
quate for assay purposes, it is desirable under other circum- 
stances to be able to demonstrate cytokine production by 
living cells, allowing them to be sorted on the basis of their 
expression patterns. This was made possible in 1995 by 
Manz et alZ7O4, who developed a cell surface affinity matrix 
that allowed capture of secreted cytokines, which could sub- 
sequently be detected with fluorescent anti-cytokine anti- 
bodies. The original technology (p. 360) involved biotinyla- 
tion of cell-surface proteins and attachment of streptavidin- 
conjugated anti-cytokine antibodies; subsequently, the pro- 
cedure has been simplified by use of bispecific antibodies 
made by conjugating an antLCD45 antibody with an anti- 

. These are commercially available Cyt 
from Miltenyi Biotec. Although CD69 and cytokine ex- 
pression can be used, as described above, to identify antigen- 
specific cells, cell surface affinity matrix staining for cyto- 
kines can also be combined with tetramer staining, permit- 
ting even more precise definition of s p e ~ i f i c i t y ~ ~ ~ ~ ~ ~ ~ ~ ~ .  

antibody2705,3223-5 

Tetramer Staining: Talking the Talk; 
Walking the Walk? 

to detect T cells reactive with 
defined peptide sequences was introduced on pp. 47-8. Al- 
though it has been possible to isolate at least some specifi- 
cally reactive B cells by staining with fluorescently labeled 

, T cells normally “see” antigen only after it 

has been processed by antigen-presenting cells, and antigen 
alone will not bind strongly to the T cell receptor. However, 
fluorescently labeled tetrameric complexes of antigenic pep- 
tides with M H C  class I or I1 a chain and P,-microglobulin 
mimic the processed antigen and its presenting cell well 
enough to be used to identify antigen-specific T cells. Since 
the initial description of tetramer staining of antigen-specific 
CD8+ T cells by Altman et a12359 in 1996, the protein engi- 
neering technology has been and the application 
of the technique has yielded a great deal of previously unob- 
tainable information. Since I don’t have the time and space 
to devote to an extensive review, I will cite a short but in- 
formative one by Kelleher and Ro~land-Jones’~~’. 

While tetramer staining is exquisitely specific, it defines a 
structural and not a functional characteristic of the cell3232. 
Virus-reactive T cells from patients with HIV infection may 
lack their expected cytolytic function, and fail to proliferate 
in response to antigenic or mitogenic stimulation, and simi- 
lar functional defects have also been noted in tumor-specific 
T cells from cancer patientszz3’. In the era of 1 1-color flow 

2359-64.3221 Tetramer staining 

antigenl 107.3226-7 
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cytometry, the obvious thing to do is combine tetramer 
staining with measurements of functional parameters, as 
noted in the previous section. 

Tracking Dyes: Activation and Ontogeny 

In the previous edition of this book, I predicted that 
tracking dyes such as PKH26 would be enormously useful in 
following cells through generations. I had noted the 1990 
finding by Weston and that cells covalently labeled 
with carboxyfluorescein succinimidyl ester (CFSE) retained 
label for weeks, but not the 1994 publication by Lyons and 
Parish’”’ in which CFSE was used to study division of lym- 
phocytes. As can be seen from Figures 7-23 and 7-24 and 
pp. 371-4, there is a big difference between PKH26 and 
CFSE. Using a mathematical model, one can derive infor- 
mation about the proliferation of a cell population using 
either label, but, while it is usually possible to discern peaks 
representing different generations of CFSE-labeled cells by 
visual inspection of a one-or two-parameter it 
is rarely or ever possible to do so in the case of PKH26- 
labeled cells. It is also possible to get sharper peaks in a 
CFSE fluorescence distribution by starting with an input cell 
population sorted from a narrow region of the fluorescence 
peak representing the first g e n e r a t i ~ n ~ ~ ~ ~ , ~ ~ ~ ~ .  Lyons et a12’49 
and Parish and Warren3235 have recently reviewed CFSE 
methodology. Hasbold and H~dgkin”’~ have shown that 
isolated nuclei from CFSE-labeled cells retain enough of the 
dye to permit discrimination among different generations, 
allowing expression of nuclear antigens, BrUdR incorpora- 
tion, etc. to be followed through successive generations of 
cells in otherwise homogeneous populations. 

It should be obvious that tracking dye labeling provides a 
relatively easy method of isolating antigen-responsive T cells; 
label the cells, add antigen and whatever accessory cells and 
factors are necessary, and, after five or six days (or more), 
sort out the cells with very dim dye fluorescence; these will 
be the cells that have divided several times in response to the 
antigenic stimulus. Easy, and practical, but, as it turns out, 
that’s not all. Keeping track of generations turns out to pro- 
vide a great deal of interesting information about lympho- 
cyte differentiation in a very graphical form. It is simple to 
determine, from two-parameter displays, whether the expres- 
sion of a particular antigen or antigens or the production of 
a particular cytokine or cytokines differs from one genera- 
tion of cells to another. This type of analysis has produced a 
substantial body of evidence that many developmental proc- 
esses in both T and B lymphocytes are division-linked, or 
di~i~ion-regulated~~~~~~’.  

The original CFSE work was done in Australia, and the 
technique caught on there before it spread to the rest of the 
world. I wasn’t paying much attention until I made my first 
visit to Australia in 1998. I’ve been keeping up since, but 
here I am busy writing while other people are doing the ex- 
periments I wanted to do. 

What is “Early” Activation (Trick Question)? 

It should now be obvious that, if we’re willing to wait a 
few hours, we have a lot of different ways of detecting spe- 
cific activation of lymphocytes. What can we do if we want 
to look at the first few minutes of the activation process? 

There are the fast functional parameters; cytoplasmic 
[Ca*+] is one that comes to mind, as are pH change and 
“structuredness of cytoplasmic matrix” (pp. 383-5), which, 
because it is less well understood, harder to measure, and 
widely regarded as unreliable, is a definite dark horse. Carl 
June, who probably has had as much experience with flow 
cytometric calcium measurements as anyone 
made a case1’” that they could be clinically useful, but it 
hasn’t happened yet. 

If we’re willing to settle for not keeping the cells alive, we 
can look at kinases. Figure 10-9, on pp. 468-9, came from 
the t o w  &force paper by Perez and in which 11- 
color flow cytometry was used to determine the phosphory- 
lation states of several different kinases in different T cell 
subsets; speed was not the object. However, Chow et a13249 
have shown that it can be, as illustrated by Figure 10-20. 

Antibodies to phosph~tyrosine‘~~‘~’ were used by Far et al 

in 199416” to define the overall level of protein phosphoryla- 
tion in cells; since then, it has been possible to produce anti- 
bodies to both phosphorylated and nonphosphorylated 
forms of a number of kinases. Such antibodies are available 
from a number of sources; most of those used by Perez and 

and those used by Chow et a13249 came from Cell 
Signaling Technology. 

Figure 10-20 shows levels of phosphorylated extracellular 
signaling related kinase (ERKI and ERK2) in human pe- 
ripheral T cells activated by various doses of PMA or (bot- 
tom right panel) by crosslinking anti-CD3 bound to the T 
cell receptor. Note that a substantial increase in phosphory- 
lation, compared to control values, is detectable within 3 
minutes after stimulation. 

mti6-7,1714~5,189ti-7,1920 

Phosphorylated ERKIM 
Figure 10-20. ERKl12 phosphorylation in T cells ex- 
posed to various activation stimuli. From: Chow S et 
al, Cytometry (Commun Clin Cytom) 4672-8, 2001 
(reference 3249), 0 John Wiley 8~ Sons, Inc. Used by 
permission. 
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So we can detect, or think we can detect, activation at 3 
minutes by a change in kinase phosphorylation, although 
there is a hefty overlap between the histograms representing 
control and stimulated cells. So far, so good, but what flow 
cytometry can’t tell us is whether there is temporal heteroge- 
neity in kinase responses in cell populations. 

Image analysis studies on calcium concentration changes 
in single lymphocytes over time done by Wacholtz and Lip- 
~ky’~’~revealed a considerable heterogeneity in both the mag- 
nitude of increases in intracellular [Ca”] and in the lag time 
before increases occurred, even when cells were stimulated 
with anti-CD3 or PHA, which are presumably reacting with 
more or less the same structures on all responsive cells. 

If we define a proliferative state, or at least a state in 
which the cells tell us they’re thinking about proliferating by 
synthesizing RNA, as a definitive indicator of activation, we 
have to determine whether the cells in or on which we find a 
putative “early” indicator of activation, such as a calcium 
flux change or kinase phosphorylation, get as far as the pro- 
liferative state. In the studies of CD25 and 4F2 expression 
on lectin stimulated cells and in MLRs to which I referred 
previously, this was done; antibody/complement lysis of cells 
expressing these antigens eliminated the normal proliferative 
response. In at least some situations, however, it is estab- 
lished that cells that respond to ligands with an increase in 
calcium flux do not necessarily go on to proliferate. 

When cells react with real antigens, the reaction is be- 
tween the antigen and a variable region of the cellular recep- 
tor, implying that different clones of cells with different 
binding constants for any particular antigen may behave 
differently. This is could conceivably translate into a broad 
spectrum of lag times in the small fraction of cells which do 
react with antigen to a great enough degree to manifest ion 
flux responses, display activation antigens, and proliferate, 
and it is not at all clear that all those that do the first thing 
do the second, etc. There is obviously some kind of thresh- 
old that must be crossed before specific activation occurs, 
but it may be crossed at different rates by different cells; in 
some recent talks I’ve given, I’ve compared the cells to per- 
sonal computers, with the most reactive cells analogous to 
the Pentium and Power PC processors, the slightly slower 
ones, to the 486 and 68040, and so on, down to the slowly 
reacting 8088 and 68000 cells, and to the 2-80 and 6502 
cells, which don’t react. All but the last group run the pro- 
gram, but the different groups run it at different speeds. 

From studies with activation antigens, we know that the 
most active cells will express CD25 and 4F2 within 12 hours 
following stimulation. However, if you lyse cells in an MLR, 
which exemplifies specific antigenic stimulation, 48 hours 
after initiation of the reaction, you don’t eliminate all prolif- 
eration at 120 hours; you have to do the lysis at 72 hours to 
completely wipe out the culture. Since it is unlikely that cells 
make it all the way to DNA synthesis without at least tran- 
siently expressing CD25 and 4F2, this suggests that some 
cells in an MLR don’t get to the “early” stage of activation at 
which they express CD25 and 4F2 until 60 hours or so after 

initiation of the culture. In other words, “early” isn’t the 
same time for each cell. 

It would be good to be able to separate the “early early’’ 
cells from the “late early” cells, in order to define both the 
chemical characteristics of their respective receptor-antigen 
interactions and any differences in their biologic behavior in 
immune responses in uivo. The most obvious way to do this 
may be by sorting proliferating cells from different genera- 
tions using CFSE. 

I realize that I haven’t gotten into some other parameters 
that change during lymphocyte activation, such as oxidative 
metabolism (lymphocytes seem to do a mini-respiratory 
burst, complete with bioluminescence), or even the size 
change, or “blast transformation,” which can be detected in 
flow cytometers just as it can under the microscope. But the 
bottom line is that we now have the hardware, the reagents, 
and the data analysis techniques needed to use flow cytome- 
try productively to investigate real immune reactions instead 
of lectin stimulation, and we can go looking for activated 
cells in patients with HIV infection, or cancer, or chronic 
fatigue syndrome2286, or post transplant. 

Cancer Biology and Clinical Oncology 
This represents another area in which the body of litera- 

ture is so large that it is impossible to take a representative 
sample without writing another book. In the Second Edi- 
tion, I cited a few then-recent  report^^^'-^' to try to exemplify 
the range of things being done with flow cytometry in the 
field. I itemized the following for the Third Edition: 

Ornitz et al’@ used DNA flow cytometry to follow ploidy 
changes in the preneoplastic state and in neoplasia of pan- 
creatic cells which occur in transgenic mice expressing SV40 
T-antigen. 

Tough and Chow’” sorted high- and low-IgM natural 
antibody-binding populations from a heterogeneous lym- 
phoma line and found that the level of antibody binding 
correlated inversely with tumorigenicity. 

Kenter et a1968, using multiparameter flow cytometric 
analysis found differences in colcemid susceptibility between 
tumorigenic and nontumorigenic lymphocytes, in the proc- 
ess defining a cell cycle phase they called Gl’ ,  intermediate 
between Go and G,* and absent in immortalized and tumori- 
genic cells. 

using ADB, examined intracellular pH 
regulation in CHO cells subjected to hyperthermia at nor- 
mal and acidic pH, and found that internal p H  was regu- 
lated under both conditions, ruling out a disturbance of p H  
homeostasis as a mechanism for the thermosensitization 
observed at low pH. 

Ota et a19” observed that a glycoside from ginseng which 
inhibits growth of and induces melanogenesis in B 16 mela- 
noma cells, increased the number of peanut agglutinin bind- 
ing sites on the cell membrane, while another glycoside, 
which induces melanogenesis but does not stimulate growth, 
does not change lectin binding patterns, although both com- 
pounds decreased membrane fluidity. 

Cook and 
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Other membrane effects of differentiating agents were 
studied by Fibach et a197’, who found that DMSO or hexa- 
methylene-bis-acetamide decreased uptake of fluorescent 
fatty acid derivatives by murine erythroleukemia cells. 

Bucana et al’” studied uptake of hydroethidine in neo- 
plastic cells; unoxidized hydroethidine could be distin- 
guished from its oxidation product, ethidium, and quanti- 
fied in cells not only by flow cytometry, but by bulk 
fluorimetry of microtiter plates. 

When I wrote the last edition, the reviews on flow cy- 
tometry in oncology already written by ~ t h e r ~ ~ ~ ~ ~ ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~  
covered the territory effectively and let me get off with my 
usual barbed commentary. 

This time around, I have not done an exhaustive review 
of either the cancer research or the clinical oncology litera- 
ture, so I will simply mention a few items I’ve run across, 
making no attempt at anything like thorough coverage of 
either field. 

Cancer Diagnosis: Cervical Cytology 

Considering that a good deal of the development of flow 
cytometry was paid for by agencies and companies interested 
in automating the cytologic diagnosis of cervical cancer, 
it may seem surprising that no flow cytometric clinical in- 
strument for this purpose has yet emerged. However, pa- 
thologists, not entirely without reason, like to work with 
samples they can see and keep. As far as I know, there is only 
one FDA-approved automated cervical cytology screening 
instrument on the market; it is the F o c a l P ~ i n t ~ ” ~ ~  (for- 
merly AutoPap”), made by TriPath Imaging, Inc. (Bur- 
lington, NC; http://www.tripathimaging.com). TriPath 
Imaging was formed by the merger of two companies active 
in the development of automated Pap smear screening, 
NeoPath and AutoCyte, and acquired the intellectual prop- 
erty of a third, Neuromedical Systems. Both TriPath Imag- 
ing and Cytyc Corporation (Boxborough, MA; 
http://www.cytyc.com) make apparatus for preparing high- 
quality slides from cervical cytology specimens; Cytyc is, or 
at least was, also working on an automated screening system. 
The predecessors of automated screening instruments were 
computerized microscope systems that facilitated presenta- 
tion well-prepared of slides to cytotechnologists and cytopa- 
thologists. 

The FocalPoint and its now-extinct competitors are/were 
imaging systems that examine(d) slides stained with 
Papanicolaou stain, and, whenever I have spoken or written 
about this subject in the past, I have lamented the fact that 
nobody seemed to be developing a system for cervical 
cytology screening that looked for some more specific 
markers associated with cell proliferation. 

Well, such a system has finally been developed by Mo- 
lecular Diagnostics, Inc. (Chicago, IL; http://www. 
molecular-&.corn) and is on the path toward FDA approval. 
The InPathTM system apparently uses fluorescently labeled 
antibodies to the transferrin receptor (CD71) and/or the 
epidermal growth factor receptor (EGFR) as an indicator 

of cellular dysplasia or n e ~ p l a s i a ~ ~ ~ ’ - ~ ,  plus a nuclear stain 
(?DAN) and a fluorescent antikeratin antibody selective for 
cervical cells. An additional test detects antigen(s) produced 
by the human papilloma virus (HPV), infection with which 
predisposes to the development of cervical cancer. Slides 
treated with the fluorescent reagents can later be stained 
with Papanicolaou stain. It will be interesting to see whether 
the system catches on. 

Flow cytometry does, apparently, have some contribu- 
tion to make to cervical screening; it is reported that forward 
and side scatter signatures can be used to assess the adequacy 
of a cervical specimen prior to slide preparation3253. Now, if 
you just throw the DNA stain and the antibodies into the 
mix, who knows what might happen? 

Exfoliative cytology using flow cytometry has also been 
applied to monitoring the treatment of superficial bladder 
cancer by DNA or DNNRNA analysis of bladder irrigation 
specimens9o6. In at least one urology department, an argon 
ion laser was used both to pump a dye laser for tumor pho- 
tocherapy and as a light source for a flow cytometer to moni- 
tor the therapy. 

DNA Content Measurements Yet Again 

The earliest uses of flow cytometry in oncology dealt 
with analyses of abnormalities of DNA content in tumor 
cells and with perturbation of the cell cycle by chemo- 
therapeutic agents. It was learned rather quickly that any- 
thing that kills cells will perturb the cell cycle sooner or later, 
and this line of research got less interesting with time. The 
demonstration of abnormalities in DNA content, on the 
other hand, provided and continues to provide prognosti- 
cally relevant, objective bases for classification of tumors 
arising in many different tissues. At least one Cytomutt was 
used effectively and successfdl$008 in a surgical department 
in an institution in which the commercial instruments and 
their proprietors in the pathology department were absorbed 
by immunology and not very interested in DNA. 

DNA analysis was improved considerably by mathemati- 
cal modeling to minimize the effects of debris and clumps; 
Kallioniemi et a12277 described a fully automated histogram 
analysis procedure which preserves the strong predictive 
power of the corrected aneuploid S-phase fraction. The issue 
of quality control of DNA analysis has also been ad- 
d r e ~ ~ e d ~ ~ ~ ~ ’ ~ ~ ~ ~ ;  it was noted on pp. 25-6 that DNA ploidy 
and S phase fraction in breast cancer, once routinely meas- 
ured and then abandoned2320, can add prognostic informa- 
tion when appropriately determined2321. 

The development of a procedure permitting DNA con- 
tent analysis of nuclei from paraffin-embedded speci- 
mens6”’ made it possible to analyze large numbers of speci- 
mens from cases in which outcomes were already known; 
once they didn’t have to wait for outcomes of 10-year pro- 
spective studies before they could publish, a lot more pa- 
thologists got interested in doing DNA flow cytometry. A 
few new wrinkles and improvements in the basic flow cy- 
tometric technique have been de~cr ibed’~~~.~ .  However, pa- 



504 I Practical Flow Cytometry 

thologists, as previously noted, still feel more comfortable 
with slides than with flow. John Crissman and his colleagues 
in Detroit (personal communication) put together their own 
static system, as did other groups of pathologists who proba- 
bly would have been scared to build flow cytometers, and 
they could do DNA by fluorescence with precision almost as 
good as that obtainable from flow cytometers. Commercial 
systems for the purpose are now available; CompuCyte’s 
Laser Scanning Cytometer, developed by Lou Kamentsky 
him~elf20~~seems to have established a niche here325s-60. 

in the 24 
June 1994 issue of Science, headlined “A New Test Gives 
Early Warning of a Growing Killer” described work by Brian 
Reid, Peter Rabinovitch and others at the University of 
W a s h i n g t ~ n ~ ~ ~ ~ . ~  on factors that determine the likelihood that 
an individual with Barrett’s esophagus will develop esophag- 
eal cancer. One is p53 gene mutation; a second is ane- 
uploidy. According to Nowak, “More DNA means a 
brighter glow, which is detected by an instrument called a 
flow cytometer.” The aneuploid cells are not necessarily ma- 
lignant, but increasing aneuploidy suggests progression to 
cancer within a period of 18 months to 7 years. Survival of 
patients who have undergone surgery after early detection of 
progression is projected to be 80% at 5 years; 5-year survival 
in esophageal cancer has historically been under 5%. The 
Washington group has kept up its work on Barrett’s esopha- 

identifying increased numbers of cells with 4 N  (G, 
or tetraploid) as an additional predictor of progression. 

This brings to mind an interesting series of papers pub- 
lished in the late 1 9 8 0 ’ ~ ~ ~ ~ ~ ’ ~  in which flow cytometric DNA 
analysis was adapted to detect hyperdiploidy in cultured 
dermal fibroblasts, which occurs in individuals genetically 
predisposed to cancer of the colon and nasopharynx, among 
other sites. The aneuploidy here isn’t even a premalignant 
change, since it is occurring in cells of a completely different 
line from those that become malignant. 

There isn’t even universal agreement about how cells be- 
come aneuploid; they may undergo a second round of mito- 
sis without cell division, becoming tetraploid and then los- 
ing c h r o r n o ~ o m e s ~ ~ ~ ~ ~ ~ ,  or they may go through cycles of un- 
balanced mitosis2306. Cell lines which undergo megakaryo- 
cytic differentiation make good model systems in which to 
study polyplo id i~a t ion~~~~;  Mouthon et a1230s published a 
study on one such line which included some very nice flow 
cytometry; also see p. 487. 

Aneuploidy due to chromosomal instability precedes the 
development of colon cancer in patients with ulcerative 

Clausen et a13266 sorted diploid and aneuploid cells 
from a colectomy specimen and subjected them to compara- 
tive genomic hybridization to analyze gene alterations. 

A Research News article by Rachel 

Beyond DNA Content: Antigens, Oncogenes and 
Receptors, and Response to Therapy 
DNA or DNMRNA content measurements and analyses 

of chromatin structure have been applied to classification 
and estimation of prognosis of leukemias,  lymphoma^^^", 

and solid It is virtually certain that strong correla- 
tions exist between DNA (and RNA) content and prolifera- 
tive activity of tumors, on the one hand, and surface antigen 
patterns, on the other; while, early in the game, different 
investigators emphasized different parameters, many more 
people now appreciate the utility of multiparameter meas- 
urements. 

The appreciation that various oncogenes are expressed 
in many human cancers has led to the development of flow 
cytometric techniques for detecting oncogenes, initially by 
immunofluorescence of antibodies directed against gene 
p r o d u c t ~ l ~ l ~ - ~ ,  later with genetic probes. A paper by Std et 
a12279 on simultaneous analysis of DNA and c-er6B-2 expres- 
sion in breast cancer exemplifies the technique; an article by 
Winter et a13268 discusses the influence of the antiapoptotic 
Bcl-2 gene on the proliferative activity of lymphomasg2“. 

Jacobberger et a13269-73 have applied multiparameter flow 
cytometry to analyses of interactions between oncogenes, 
growth factors, and receptors in several experimental sys- 
tems. 

Interest remains in determination of drug sensitivity of 
tumor cells. Detection of drug efflux using functional probes 
or antibodies, glutathione measurements, etc., at least for 
now, typically mean simply that chemotherapy, whatever the 
agent, is likely to be ineffective. In vitro drug sensitivity test- 
ing of bacterial pathogens is useful only because some drugs 
work and some don’t; in most types of cancer, where no 
drugs work, drug sensitivity testing, cytometric or otherwise, 
is pointless. However, both flow and static cytometry may 
be usefbl in assessing response to various modalities of ther- 
apy; to chemotherapy, we must now add immunotherapF 
and, eventually, gene therapy4.  

Chow et a13249 (see pp. 501-2 and Figure 10-20) and 
Jacobberger et a13’00 have developed flow cytometric methods 
for determination of kinase activities in cells; these can be 
applied to detection of inhibition of kinases by drugs. The 
latter paper33oo documents specific detection of the activity of 
STAT5 in chronic myelocytic leukemia (CML) cells and 
lines expressing Bcr/Abl, and inhibition of STAT5 by 
imatinib (STI-571; Gleevec), now a first line therapy for 
CML. 

lmmunophenotyping in Hematopathology 

As immunologists adopted flow cytometry as a research 
tool for studying the differentiation and function of lym- 
phocytes, immunofluorescence analysis was applied to the 
black sheep of the lymphocyte family, cells from leukemias 
and lymphomas, and such phenotyping was found to pro- 
vide clinically relevant information. Although relatively few 
tumor specific antigens have been found, the demonstration 
on tumor cells of different antigens characteristic of various 
developmental stages in the tissue of origin provides infor- 
mation not only about the lineage, bur also about the prob- 
able biologic behavior of the 

Immunophenotyping of leukemias, lymphomas, and 
other hematopoietic neoplasia is widely enough used for 
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Figure 10-21. Gating scheme for detection of 
minimal residual disease in chronic lympho- 
cytic leukemia3m. Courtesy of Andy Rawstron, 
Leeds General Infirmary. Details of the gating 
procedure are on the next page. 
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several organizations to have made recommendations about 
procedure. The conclusions of a U.S.-Canadian Consensus 
Conference held in Berhesda (MS) in 1995 were published 
in Cytometry (Communications in Clinical Cytometry) in 
19973275-80, and the most recent NCCLS Guideline was is- 
sued in 1998328'. In 2001, Braylan et a13282 summarized the 
consensus of a meeting of international experts held at the 
ISAC 2000 Congress on the minimum number of antibod- 
ies required ro evaluate hematologic and lymphoid neopla- 
sias; figures ranged from as many as 8 antibodies for plasma 
cell disorders to as many as 24 for acute leukemias. The au- 
thors cautioned that reducing the number of antibodies 
could significantly compromise diagnostic accuracy, moni- 
toring, and/or therapy. 

A 2003 book by Nguyen, Diamond, and Braylan, Flow 
Cytometry in Hematopatholog. A Visual Approach to Data 
Analysis and Intelp~etation~~~', includes extensive examples of 
immunophenotyping in the text and on a CD-ROM. Phe- 
notypic analysis of acute myeloid leukemia (AML) is dis- 
cussed briefly on pp. 467-8; multiparameter phenotypes of 

normal marrow and marrow from an AML patient are 
shown in color on the back cover. 

Detecting Minimal Residual Disease 
In the leukemias and other neoplastic diseases for which 

effective therapy is available, it is useful to be able to detect 
minimal residual disease in blood or bone marrow speci- 
mens. While this is difficult in the absence of specific identi- 
fying characteristics, effective methodology has been de- 

Patients judged to be in clinical remission by standard 
methods of marrow examination may have as many as 5% 
residual leukemic cells in the marrow. However, while pa- 
tients with no residual disease by the more stringent flow 
cytometric criteria tend to stay in remission for long periods 
of time, patients in whom multiparameter flow cytometry 
reveals residual leukemic cells at levels exceeding more than 
0.01% of marrow cells usually relapse early and die unless 
alternative therapy is available. In recent years, it has been 
possible to make the argument that the undeniably elegant 

scribed61 1,883.1010-~,~ 150.3284-7 
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flow cytometric techniques used to detect minimal residual 
disease can also materially improve patient care in at least 
some hematologic malignancie~~~**-~~. 

Figure 10-2 1, on the preceding page, illustrates the gat- 
ing scheme developed by Rawstron et a13291 for detection of 
minimal residual disease in chronic lymphocytic leuke- 
mia3*”. In the first step, [panel A(i)], region R1 defines a 
putative B lymphocyte population based on forward scatter 
and CD 19 expression and lack of CD3 expression (the CD3 
gating process is not shown): in panel A (ii), the scatter gate 
R2 is defined to exclude apoptotic cells and doublets. Panels 
B(i), B(ii), and B(iii) show expression of CD5, CD20, and 
CD79b on normal lymphocytes and CLL cells, as does the 
3-dimensional display of panel C. In this particular case, 
CD79b expression on the leukemic cells is low; this varies 
from case to case, and that is the reason for the inclusion of 
measurements of both CD20 and CD79b in the procedure. 
The combination of antibodies to these antigens with anti- 
bodies to CD5 and CD38 enables detection of CLL cells 
with all known expression patterns, at levels of 1 in 100,000 
nucleated cells. The patients followed by Rawstron et al were 
treated with CAMPATH- 1 and/or autologous transplant; all 
patients with detectable residual disease (CLL cells more 
than 0.05% of total leukocytes) had progressively increasing 
levels of leukemic cells on follow-up. 

This article was published in Blood; the figure in the 
journal illustrating the gating scheme was of substantially 
poorer quality than the one Andy Rawstron donated for this 
volume. The axis labels were almosr illegible, and one or two 
were incorrect, because, once Andy had reduced the figure to 
the size specified by the journal, he couldn’t read them any 
better than I could without a magnifying glass. So the pub- 
lished version of the figure was definitely an example of bad 
flow happening to a good journal. If you looked at the ma- 
terials and methods section, the sources of antibodies were 
specified, but no mention was made of which labels were 
used for which antibodies; it turns out there are a few tricks 
involved there. There’s a lot of flow cytometry in Blood, but 
it is not always as critical to articles as it was in this case, 
and, for a variety of reasons, the article really didn’t contain 
enough information to enable a skilled flow cytometer user 
to implement the procedure described. Yet people do want 
to implement procedures like this, for the clinically relevant 
purpose of detecting minimal residual disease. Getting it 
right is essential if clinicians are to obtain the information 
they want about prognosis and therapy. 

The cytometry community probably needs yet another 
set of guidelines to deal with this issue. Conceding that it is 
unlikely that journal articles will contain complete proce- 
dural details, we have to define ways of getting them. If the 
authors managed to get approval from a Human Experimen- 
tation Committee to do the research, they must have sub- 
mitted a detailed protocol that should contain all the neces- 
sary information, so the obvious thing to do would be to 
contact the corresponding author and ask for a copy of the 
protocol, or an equivalent detailed description of the proce- 

dure. As it happened, the e-mail address Andy Rawstron had 
given to Blood was inoperative due to various dot- 
complications, so I actually had to snail mail him to initiate 
a correspondence. He  was an exceptionally good sport about 
the whole business, and I was pleased to say that the subse- 
quent paper his group published in Blood about detecting 
neoplastic plasma cells in multiple myeloma patients3z94 in- 
cluded more legible figures and more procedural details. 

But, getting back to my point, we all know that some 
antibodies work better than others, and that some labels 
work better than others, and that sample storage and prepa- 
ration conditions may influence staining intensity, and we 
really need to have fairly rigid definitions of protocols to 
make sure everybody gets the right answers, especially when 
we need to quantify antigen expression, as may be necessary 
in analyzing cells from some leukemias3297 and from patients 

I should also point out that, since there are fewer than 
1O,OOO new cases of acute myelocytic leukemia in the U.S. 
each year”52; flow cytometric phenotyping at remission is 
therefore not likely to be applicable to more than 7,000 pa- 
tients annually, and will not be able to generate more than a 
few million dollars in annual revenue for all parties involved. 
Perhaps we need an Orphan Diagnostic Act, much like the 
existing Orphan Drug Act, to make technology such as this 
available in situations in which there are too few patients to 
enable manufacturers or providers to bring products to mar- 
ket profitably via normal channels. 

Flow cytometry, and cytometry in general, are not likely 
to get bailed out in this way unless they provide better (and, 
one hopes, more cost-effective) ways of doing things than do 
competing technologies. PCR and flow compete in the area 
of detection of minimal residual disease; flow is reported to 
be at least as In the near future, we may see 
some competition between phenotyping and DNA array 

for classification and prognosis, but it looks as 

if the genomic technology, like flow, is better for establishing 
prognosis than for selecting among treatment options. 

Biological Implications of Phenotyping Results 
By now, marrow samples from thousands of patients 

with acute myelocytic leukemia, some with multiple leuke- 
mic clones, have been subjected to phenotypic analysis by 
multiparameter flow cytometry, and, as far as I know, no 
two clones are alike. This may tell us something about the 
biology of leukemias. 

It is apparent that leukemia may result from various 
combinations of somatic mutations in hematopoietic cells. 
There may be dozens of possible mutations, yielding hun- 
dreds of genotypes, or perhaps even a few thousand geno- 
types. It doesn’t seem all that likely, however, that there are 
many more genotypes than that. 

We can then consider the likelihood of finding identical 
clones, given the number of genotypes we believe exist. This 
problem is similar to that posed in the mathematical puzzle 
that asks how many people must be in a room before there is 

with ~Ds2689’;92 
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a better than even chance that two of them have the same 
birthday. 

Neglecting leap years, there are 365 possible birthdays. If 
there are two people in the room, the probability is 
(364/365) that they do not have the same birthday; if there 
are three people, the probability is (364/365) x (363/365). 
For four people, the probability that no two share a birthday 
is (3641365) x (3631365) x (3621365), and so on. When 
you get to 23 people, the probability that no two have the 
same birthday is less than 112; there is therefore a better than 
even chance that two of the 23 people have the same birth- 
day. 

If there were 365 leukemic genotypes, and if phenotype 
were completely determined by genotype, there would be a 
better than even chance that two identical phenotypes would 
have turned up by the time 23 marrow samples had been 
examined. However, many hundreds of samples have been 
examined, and no two phenotypes have been identical. This 
may simply mean that there are a lot more than 365 geno- 
types. If there were 1000 genotypes, I calculate that there 
would be even odds that two would be identical if 37 sam- 
ples were examined. If no two phenotypes of over 300 are 
identical, either there are many thousand genotypes, or phe- 
notype is not completely determined by genotype. The latter 
possibility is intriguing; it suggests that some host factor(s) 
might select for a particular leukemic phenotype. 

This isn’t all that farfetched. As I mentioned previously, 
a lot of reasonably smart people have been applying the 
methods of analytical cytology to normal and cancer cells for 
around forty years, and we still haven’t found a consistent 
feature that differentiates all cancer cells from all normal 
cells. The whole definition of malignancy is, to some extent, 
an operational one; if it grows, spreads, and, when left un- 
treated; eventually kills the patient, it’s a cancer. I think it 
might be time to consider the medium in which cancer cells 
grow, ix., the patient; maybe what we need to look for to 
define cancer in cytologic terms is a combination of charac- 
teristics of the tumor cells and characteristics of the host. 
This would certainly be compatible with what appears to be 
phenotypic selection. 

The concept of tumor stem cells was recently revivified 
following a report by Al-Hajj et alS3’l that, among tumor 
cells isolated from nine human breast cancers, only those 
cells with a CD44+CD24- phenotype, which represented 
1% or less of the population, readily induced tumors in im- 
munocompromised mice. It made the newspapers. 

Digression: A Slight Case of Cancer 
A number of people, taking different routes, have arrived 

at viewpoints similar to that just expressed. I got there as a 
very interested spectator and patient, after undergoing a 
partial gastrectomy and radiation therapy for a mucosal 
(“MALT”) lymphoma of the stomach that was diagnosed in 
1991. 

As an oncologist, I couldn’t have asked for a better va- 
riety of cancer. Most gastric lymphomas are slow-growing, 

and prospects for long-term survival following treatment by 
surgery and irradiation are excellent’772. For many years, what 
are now known to be gastric lymphomas were classified as 
“pseudolymphoma,” reflecting the fact that they looked like 
lymphomas, but apparently did not spread to lymph nodes 
or elsewhere, and the observation that patients might survive 
for ten years or more without any treatment other than ant- 
acids and ulcer drugs, which relieved the symptoms of pain 
and bleeding. 

Modern thinking on gastric lymphomas is largely based 
on the work of Peter Isaacson, of University College and 
Middlesex School of Medicine, London, and his colleagues. 
Isaacson was largely responsible for the definition of the 
concept of MALT lymphomas (i.e., lymphomas of Mucosal 
Associated Lymphoid Tissue)1773. Although gastric MALT 
lymphomas are among the most common tumors of this 
type, mucosal associated lymphoid tissue is not present in 
the normal stomach. MALT lymphomas of other sites in 
which lymphoid tissue is not normally found, e.g., the sali- 
vary gland and thyroid, arise following the acquisition of 
lymphoid tissue in these organs as a result of autoimmune 
disease (Sjogren’s syndrome and Hashimoto’s thyroiditis, 
respectively); in the stomach, lymphoid follicles develop in 
association with chronic gastritis. 

The predominant cell in what were called pseudolym- 
phomas is a B cell resembling the centrocytes seen in the 
lymphoid follicles normally present in the intestinal submu- 
cosa. It is phenotypically CD21’CD35’CDSCDlO . 
Isaacson based his reclassification of pseudolymphomas as 
lymphomas in part on monoclonality, which is demonstra- 
ble by light chain staining and heavy chain gene rearrange- 
ment; there is no rearrangement of either bcl-1, bcl-2, or c- 
 my^'"^. Other evidence for the neoplastic nature of the cell 
comes from cytogenetics; rearrangements of chromosome 
Ip, trisomy 3, and trisomy 7 have been 

Intensive pathologic examination of gastrectomy speci- 
mens from a small number of patients showed that in all 
cases, small foci of lymphoma distinct from the original le- 
sion were scattered throughout the specimen1776; the appar- 
ent multifocal nature of the tumor could explain the devel- 
opment of local relapse after a long disease-free interval, 
which is typical of the relatively infrequent recurrences that 
do occur. 

It was thought that the propensity of the tumor to re- 
main localized, rather than spreading to lymph nodes, mar- 
row, etc., was due to the centrocyte-like nature of the neo- 
plastic cells; normal centrocytes did not appear to recircu- 
late. However, by using anti-idiotype antibodies, Isaacson’s 
group demonstrated scattered MALT lymphoma cells in 
anatomically and otherwise histopathologically normal 
lymph nodes and spleen removed during surgery for gastric 
lesions. 

The gastritis leading to the development of lymphoid tis- 
sue in the stomach occurs as a consequence of infection by 
Helicobacter pylori; this organism, which is also associated 
with peptic ulcer disease and gastric carcinoma, was identi- 
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fied in biopsy or surgical specimens from 101 of 110 pa- 
tients (92%) with gastric MALT lymphomas1777. 

Isaacson hypothesized that gastric MALT lymphomas re- 
sult from neoplastic transformation of cells involved in a 
normal immune response. In one test of this hypothesis, he 
placed cells from several gastric MALT lymphomas in cul- 
ture with several strains of H. pylori, using other bacteria and 
phorbol ester as control stimuli. Phorbol ester induced pro- 
liferation of cells from all specimens; the neoplastic B cells 
proliferated otherwise only in the presence of both the spe- 
cific strain of H. pylori found in the patient and T cells also 
taken from the tumor1778. This pattern of antigen- and T 
cell-dependent proliferation in vitro is consistent with the 
observation of microscopic foci of tumor, but not of larger 
lesions, in areas where antigen, in this case H. pylori, is ab- 
sent. Interestingly enough, the immunoglobulins produced 
by the neoplastic B cells appear to react with autoantigens, 
rather than with H. pyl~ri’’~~.’~. 

Working with Isaacson’s group, Claudio Doglioni had 
documented a high incidence of both gastric MALT lym- 
phoma and H. pylori infection in northeastern ItalyI7”. They 
conducted a brief clinical trial there in which six patients 
with gastric MALT lymphoma demonstrated by endoscopic 
biopsy were treated with bismuth salts (i.e., Pepto-Bismol or 
its equivalent), metronidazole, and amoxicillin for rwo weeks 
to eradicate H. pylori. Follow-up biopsies were done 4 to 10 
months later; in five of six patients, the lymphoma had dis- 
appeared, i.e., PCR failed to demonstrate residual disease in 
the 

I heard Isaacson speak in Boston in May, 1993, before 
his clinical study was published, and became a convert; I 
took the therapy for H. pylori ($30 worth of pills), just to be 
on the safe side. Since the lecture was delivered to an audi- 
ence of pathologists, I prepared a summary, with references 
and circulated it to the gastroenterologist, oncologists, radio- 
therapist, and surgeon who had treated me. The results were 
interesting. I had asked my gastroenterologist about Helico- 
bacter when I first had ulcerlike symptoms, before my diag- 
nosis of lymphoma was established; at the time, he, like 
many others in Boston, was skeptical about the role of the 
organism in ulcer disease or anything else. Afier I told him 
about Isaacson’s work, he had the pathologists pull out my 
specimen and look for H. pylori; they found the bacteria. I 
should have placed a bet. 

There are big picture conclusions and little picture con- 
clusions to be drawn from all this; let’s look at the big pic- 
ture first. I agree with Isaacson that MALT lymphomas 
probably aren’t the only neoplasms in which the host envi- 
ronment provides some stimulus for tumor growth, and 
expect that this new paradigm may usehlly be extended to 
other, more common cancers. Based on everything known 
about gastric MALT lymphomas, I am unlikely to have even 
a local recurrence of mine. However, there’s another para- 
digm shift here. Where the prevailing wisdom was that the 
low rates of recurrence and spread were due to the localized, 
noncirculating nature of the neoplastic cells, the present 

picture, based on the anti-idiotype antibody studies, is that 
the cells do circulate. I got radiation therapy to the region of 
what’s left of my stomach, which might have killed tumor 
cells remaining around there, but which almost certainly 
wouldn’t have killed tumor cells in distant lymph nodes or 
my bone marrow. The likelihood is that those cells won’t 
bother me. This goes completely against one of the central 
dogmas of cancer treatment, which is that curing the patient 
requires the eradication of every last cancer cell. 

Taking H. pylori and the T cells responding to it out of 
the picture to eliminate the growth factors needed by the 
neoplastic B cells in a gastric MALT lymphoma isn’r all that 
different from taking estrogen away from breast cancer cells 
which need it to grow. It also isn’t that uncommon to find 
microscopic foci of breast cancer cells at autopsy in patients 
who were supposedly cured and died years later of some- 
thing else. The fact is that most cancer cells are a hell of a lot 
harder to grow in vitro than they are to grow in their hosts; 
we might want to pay a little more attention to the role of 
host factors in looking at new modalities of treatment. 

As for the smaller picture, being a dedicated analytical 
cytologist, I made sure that my cells got worked up; they 
were reported to be monoclonal for lambda light chain 
(MALT lymphomas are not classified as chocolate and va- 
nilla), and, by flow cytometry, they were DNA diploid. 
However, since there is a history of lymphoma on both sides 
of my family, I thought it might be appropriate to look into 
the cytogenetics; the cells were found to have two extra 
chromosomes. If I tried hard, I could probably detect re- 
maining cells in my marrow using DAPI and anti-lambda 
antibodies; for the time being, I prefer to let David Hedley 
remain as the only person I know who takes sternal marrow 
samples from himself. 

From the point of view of a writer or a reader of a book 
on flow cytometry, one of the most sobering aspects of this 
whole story relates to Isaacson’s methodology. There was no 
flow cytometry involved; no image analysis, either. All of the 
anti-idiotype and other antibody and gene probe work was 
done using enzyme-linked systems and transmitted light 
microscopy. If you go to the same meetings I do, you’re 
probably used to seeing chromosome probes under fluores- 
cence microscopes; in Isaacson’s slides, they showed up as 
blue or brown dots on Giemsa-stained chromosomes. And, 
try as I might, I couldn’t really think of any way in which 
flow or image cytometry would have enabled the work to be 
done better, or faster, or cheaper (and, almost nine years 
later, I still can’t). 

Analysis of Sperm 

The use of flow cytornetry and cell sorting for separation 
of X- and Y-sperm has been discussed on pp. 26, 282, 310- 
1, and 452-3. 

Assessment of the quality of animal and human 
sperm by flow cytometry has been looked at in evaluation of 
infertility in animals and humans. Evenson, Darzynkiewicz 
and Melamed341 approached this issue by correlating micro- 
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scopic observations of sperm mobility with dye exclusion 
and mitochondrial membrane potential measurements, 
but found chromatin structure, as measured using acid 
denaturation and acridine orange, to be the most reliable 
indicator of sperm The Sperm Chromatin 
Structure Assay (SCSA) correlates well with alternate tests 
of sperm quality in bu11s944-5.1982. Evenson et a13’02 compared 
SCSA measurements made on various arc lamp and laser 
source flow cytometers and found that, while there were 
differences in the appearance of displayed data from differ- 
ent instruments, all produced equivalent results. Evenson 
and JosC3O3 reviewed the SCSA in 2002. 

correlated mitochondrial membrane po- 
tential of sperm, as measured using rhodamine 123, with 
motility, and were able to use R123 fluorescence to sort 
highly motile sperm’984; more recently, Marchetti et a13304 
concluded that “Analysis of mitochondrial membrane poten- 
tial is the most sensitive test by which to determine sperm 
quality.” However, the sensitivity of membrane potential 
measurements does not appear to be related to their capacity 
to indicate apoptosis. Using annexin V staining, Ricci et 
a133a5 found no significant differences in the percentages of 
apoptotic sperm or of leukocytes in semen classified as nor- 
mal and abnormal by WHO criteria. 

Ericsson et a11985 found carboxymethylfluorescein diace- 
tate and hydroethidine useful in assessing viability of cryo- 
preserved sperm, although they did not observe correlations 
between flow cytometric quality indicators and 
The same group evaluated the toxicity of dyes to sperm cells; 
Hoechst 33342, hydroethidine, and a tracking dye decreased 
oxygen consumption, although R123 did 

Yeung et a13306 studied 488 nm forward and side scatter 
and Coulter volume of sperm, and found that infertile sperm 
from knockout mice were larger than fertile sperm from 
heterozygous mice, suggesting that volume regulation may 
be critical for sperm function. 

Haas and C~nningham’~~ investigated another aspect of 
infertility using flow cytometry; they were able to detect and 
quantify antibodies bound to sperm. Haas and his col- 

have continued to use flow 
cytometry for this purpose; in comparative studies, it dem- 
onstrates advantages over alternative t e ~ h n i q u e s ’ ~ ~ ~ . ~ ~ ~ ~ .  

The progress of the acrosomal reaction essential for 
sperm to become capable of fertilization can be monitored 
using fluorescent antibodies and l e c t i n ~ ~ ~ ~ ~ ~ ~ ” ~ ~ ~ ~ ~  . Harrison, 
Mairet, and Miller1734, studying the effects of buffers used 
with sperm for in vitro fertilization, observed that bicarbon- 
ate in the buffer, which induced the calcium influx necessary 
to begin the acrosome reaction, also appeared to increase the 
number of cells with damaged membranes. 

DNA content analysis of testicular aspirates and bi- 
has proven useful in the evaluation of infertility, 

including that induced by cancer treatments; sperm are read- 
ily detected by their haploid DNA content, allowing their 
relative numbers to be estimated. Regarding DNA analysis 
in biopsies of undescended testes, in which cancer is likely to 
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develop, Clausen et al”” note that DNA aneuploidy can 
occur in an undescended testis without any evidence of ma- 
lignancy, and suggest it may indicate a preneoplastic state. 

Commercial flow cytometers adapted for sperm counting 
are now available. BD Biosciences has produced a system of 
stains (SYBR-14 or propidium), diluent, and counting beads 
allowing the FACSCount (p. 418) to be used for sperm 
c o u n t i n y ;  Tsuji et a1330s have reported on another device, 
the S-FCM. 

Laser scanning cytometry and FISH were found useful 
by Baumgartner et a13’09 for detection of aneuploid sperm. 

Isolating Fetal Cells from the Maternal Circulation for 
Prenatal Diagnosis 

During pregnancy, both trophoblastic and blood cells 
from the fetus may enter the maternal circulation, in which 
they represent fewer than 1 of every lo5 nucleated cells. The 
development of reliable methods for isolation of such fetal 
cells would provide a simple, low-risk alternative to amnio- 
centesis and chorionic villus sampling for acquisition of cell 
samples for prenatal genetic diagnosis using in situ hybridiza- 
tion, PCR, and other molecular biologic methods. Bruch et 
a l 1 8 1 2  sorted trophoblast-like cells from maternal blood using 
three monoclonal antibodies against trophoblast, and, via 
PCR, found Y-specific sequences in two of three samples 
from mothers carrying male fetuses, although most of the 
sorted cells appeared to be maternal leukocytes. A higher 
purity of trophoblastic cells was obtained by combining irn- 
munomagnetic removal of maternal lymphocytes and sorting 
using antitrophoblast antibodies; fluorescence in situ hy- 
bridization with a Y-centromeric probe allowed detection of 
47,XYY fetal C ~ I I S ’ ” ~ .  

An alternative approach is based on isolation of fetal nu- 
cleated erythrocytes, which appear in the maternal circula- 
tion early in gestation. Bianchi et using multiparameter 
sorting, isolated cells positive for the transferrin receptor 
(CD71) and negative for the CD3 and CD14 leukocyte 
antigens; Y chromosomal DNA sequences were detected in 
samples obtained at 11 and 12 weeks’ gestation, and absent 
in subsequent samples at 16, 19, and 20 weeks, from women 
who delivered males, while Y DNA was not detected in two 
women who delivered females. 

sorted fetal nucleated erythrocytes on the 
basis of a combination of forward and right angle scatter and 
the presence of CD71 (transferrin receptor) and glycophorin 
A on the cell surface. From such flow-sorted samples, 
Wachtel et correctly identified fetal sex in 17/18 (94%) 
pregnancies of 10-21 weeks gestation. Their group also re- 
ported diagnosis of trisomy-21 in fetal cells from maternal 

Although specificity of fetal cell detection has been irn- 
proved by use intracellular staining with antibodies to the 
gamma globin chain of hemoglobin F3310-2, recent clinical 
studies have combined immunomagnetic separation, with 
negative selection for CD45+ cells331o and positive selection 
for cells containing gamma globid3I2, with flow sorting. The 
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as did Bianchi et all8]’. 
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NIFTY I multicenter trial3313 were better using magnetic cell 
separation conducted by the National Institute of Child 
Health and Human Development found that target cell re- 
covery and fetal cell detection were better using magnetic 
separation alone than with flow sorting with or without 
magnetic separation. All separation methods yield both fetal 
and maternal cells; discrimination of the two populations, 
which is essential for interpretation of FISH data used for 
prenatal diagnosis of trisomies, is most effectively accom- 
plished using morphologic as well as biochemical  riter rid"^, 
suggesting that the utility of flow cytometry in this field may 
be limited. 

The March of Time: Circadian Rhythms, Aging, and 
Atherosclerosis 

Periodic phenomena can only be effectively studied by 
methods that consume relatively little time compared to the 
period involved. Thus, it was really not possible to learn 
much about circadian periodicity of cell kinetics as long as 
kinetic studies required autoradiographic analysis with expo- 
sure times of weeks. Since DNA flow cytometry can be ac- 
complished in minutes, it has been feasible to use the tech- 
nique to discover circadian variations in cell proliferative 
activity in tissues2028~36 and tum0rS9~‘.~~~’, and to analyze result- 
ing circadian variations in drug effects958, which may eventu- 
ally be exploitable for scheduling kinetic-based t h e r a p r .  

Circadian fluctuations in counts of various blood cell 
types have been reportedza3’; this may have unwanted effects 
in following progression in such diseases as HIV infec- 
tion203s-9. Circadian rhythms also affect the growth and me- 
tabolism of single-celled organisms such as the dinoflagellate 

Changes at the cellular level related to aging can be in- 
vestigated either by comparing cellular samples from young 
and old individuals or by examination of cells such as fibro- 
blasts subjected to in vitro aging. Considering the popular 
hypothesis that aging is associated with impaired defenses 
against free radical reactions, Poot et examined glu- 
tathione recovery rates following oxidative stress in in vitro 
aged fibroblasts and in fibroblasts from patients with several 
metabolic diseases and found no impairment in comparison 
with normal cells. Martinez et a1961 quantified rhodamine 
123 mitochondrial fluorescence in young (6 population 
doublings) and old (4 1 population doublings) fibroblasts, 
and found increased fluorescence in the older population. 
C r i ~ t o f a l o ~ ~ ~ ~  found the S-phase fraction and cell density to 
be independent biomarkers of aging in cell cultures. Differ- 
ences in lymphocyte responses with age have been reported 
(e.g., references 1690 and 1692). 

Aging has also been associated with reported increases in 
DNA polyploidy in several tissue types, including heart 
muscle and vascular smooth m ~ ~ ~ l e ~ ~ ~ ~ ~ ~ ~ ~ ~ .  Similar increases 
in polyploidy in vascular smooth muscle occur following 
injury of the type used to induce experimental atherosclero- 
sis. A methodological problem in this area of research lies in 
the necessity to discriminate tetraploid cells from doublets 

~ o n y a u ~ 2 0 4 0 - l  ,2049 

due to aggregation or proximity of diploid cells in the flow 
cytometer; Vliegen963 et al have developed a mathematical 
procedure to correct for background and clumping. Inde- 
pendent confirmation that the observed polyploidy is not 
entirely artifactual was obtained when polyploid cell lines 
were isolated and cultured from rat aortas by Goldberg et 
a19@’. Black et 4’“’ established that vascular smooth muscle 
polyploidy parallels inhibition, reversal, and redevelopment 
of hypertension in an experimental model, the spontane- 
ously hypertensive rat. O n  another front, Stemme, Holm, 
and HanssonZM6 reported that T lymphocytes, which are 
found in abundance in atherosclerotic plaques, are memory 
cells (CD45RO); they also express the very late activation 
antigen VLA- 1 .  

Although I have not done an extensive search of litera- 
ture in this area since the previous edition, I suspect that the 
cytometric analysis of platelet activation in atherosclerotic 
disease (see p. 487) represents a significant contribution. 

Clinical Application: Urine Analysis 
International Remote Imaging Systems’ “Yellow 

 IRIS^" workstation1019 was the first of a series of flow cy- 
tometers with imaging capability intended for analysis of 
urine specimens. Image data can be reviewed by an operator. 
The current instruments (p. 431) are the Model 500 
UrinelFluids Workstation and the 939UDxm Urine Pa- 
thology System; the former is manually fed, while the latter 
is completely automated. Both provide chemical as well as 
cytometric analyses of urine. 

Sysmex manufactures the UF-10033’5-7 and UF-50 urine 
analyzers; both combine fluorescence, light scattering, and 
impedance measurements to classify and count formed ele- 
ments in blood. The numbers denote the number of samples 
the instruments can process per hour. 

The Animal Kingdom 

Lions and Pumas and Clams, Oh, My! 
Flow cytometry has been and is being applied to a lot of 

species these days. Since, when the moon is full, I grow 
black and white fur and eat bamboo shoots, preferably with 
hoisin sauce, I decided to try to get flow cytometric data 
from giant panda cells to put into the Third Edition. I called 
Stephen O’Brien, of the National Cancer Institute, who 
used molecular genetic techniques to determine that the 
giant panda is a bear’964, and asked whether he had ever done 
analyses of panda cells. No luck there, but, as it turned out, 
Eric Brown, a predoctoral student in his lab, sent me the 
contour plots of T cell subset analysis in a lion (Panthera Leo) 
and a puma (or cougar, or mountain lion) (Felis concolor) 
shown in Figure 10-2. The antibodies used are the same 
ones used for T cell subset analysis in domestic cats, and the 
analyses are done for the same reason; the big cats can carry 
the same feline leukemia retrovirus as their smaller relatives. 
Bull et al 3318 recently studied polymorphic expression in the 
lion CD8alpha chain. 
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Dr. O’Brien’s collaborators on the panda work, at the 
National Zoo, put me in touch with Dr. Marcia Etheridge, 
of the Department of Comparative Medicine at Johns Hop- 
kins University School of Medicine, who has analyzed blood 
or its equivalent from a number of animal species on an Ab- 
bott Cell-Dyn 3500 hematology analyzer; Figure 10-23 
shows clusters of clam cells on 2-dimensional histograms 
using essentially the same parameters as are shown in Figure 
10-16 (p. 483), which depicts human blood. 
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Figure 10-22. T cell subset analysis in lion (top) and 
puma (bottom) peripheral lymphocytes. The figure 
was provided by Eric Brown and Stephen OBrien 
(National Cancer Institute). 

COMPLEX I TY LOBULAR I T Y  

Figure 10-23. Analysis of clam cells in a Cell-Dyn 
3500 hematology analyzer (see Figure 10-16, p. 483, 
for a comparison with human blood). The Figure was 
provided by Marcia Etheridge (Johns Hopkins Uni- 
versity). 

The phagocytic properties of clam h e m o c y t e ~ ~ ~ l ~  are rele- 
vant to pathology332” and and have been stud- 
ied in those contexts using flow cytometry. 

Flow cytometry can get the lion, or at least its cells, to lie 
down with the lamb, as well as the clam. Some interesting 
mathematical and statistical methods for extracting proteo- 
mic information from patterns of antibody binding to cell 
surface  protein^^^^^.^^^^^^ have emerged from my colleague 
Steve Mentzer’s interest in the immunobiology of the 
sheep3324, a favorite lab animal for thoracic and cardiac sur- 
geons. 

Blood from most mammals is closer to the hu- 
man/lion/lamb model than the clam model. Wang et 
showed that forward and right angle scatter could be used to 
perform three part differential leukocyte counts on porcine 
blood; Jain, Paape and Miller1966 combined two-angle scatter 
and acridine orange fluorescence measurements for a differ- 
ential count of bovine leukocytes which they reported dis- 
criminated eosinophils from other granulocytes. 

Blottner et a13325-9 have used flow cytometry of DNA con- 
tent and vimentin expression to study spermatogenesis and 
seasonal variations in spermatogenesis in cattle, roe deer, 
brown hares, and mink. It’s not clear whether they’ve gotten 
into a rut or just have a lot of seed money. 

Starck and Bee~e~~~~-’combined flow cytometry with light 
and electron microscopy study cytological mechanisms in- 
volved in the rapid size changes of the small intestine and 
liver that are associated with feeding in snakes, using py- 
thons and garter snakes as examples. They found that cell 
proliferation is not involved in the upregulation of organ 
size, but increases during downregulation, as cells worn out 
during the digestive process are replaced. 

When I put out a call on the Purdue Cytometry Mailing 
List for flow cytometric data from giant pandas for this edi- 
tion of the book, I got helpful e-mails from a lot of people, 
but the bottom line was that nobody seemed to have done 
flow cytometry on one. I found out that there are mono- 
clonal antibodies that react with cell surface antigens in 
other bears and would therefore be potentially useful in 
studies of the immunological problems said to occur in pan- 
das. E-mail me (hms@shapirolab.com) if you’re interested. 

Fish Story; FISH Story 

I am informed that breeding sterile, triploid hybrids is a 
technique common in fisheries for preventing fish (verte- 
brates) and shellfish (invertebrates) from reproducing. While 
this sounds counterproductive, it isn’t (look at beef); oysters, 
for example, survive (and stay marketable) longer if they 
don’t bother to reproduce. Flow cytometry is, of course, a 
pretty good technique for determining whether you’ve 
achieved triploidy or not, and has been used for the pur- 
p o ~ e ~ ~ l - ~ .  

Genome size of diploid organisms, fish included, as indi- 
cated by DNA content, is useful for studies of classification 
and evolution. Ciudad et al measured DNA content of gold- 
fish, tench, and zebrafish””; Brainerd et al analyzed DNA 
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content of different groups of pufferfish””, and suggested 
that the smooth pufferfish, which have the smallest genome 
sizes (0.7-1.0 pg diploid) measured to date in vertebrates, 
derive from ancestors with somewhat larger genomes. 

While nobody seems to have done 1 1 -color flow cytome- 
try on fish cells, the ranges of probes used, parameters meas- 
ured, and species subjected to cytometric analysis continue 
to expand. For example, Wong and Chan’334 used rhodamine 
123 staining to identify, and determine effects of cortisol on, 
chloride cells in the gills of Japanese eels. 

The immune system supposedly evolved in fish; there is 
a journal called Fish and Shellfib Immunology in which you 
can expect to find a lot of flow cytometry, monoclonal anti- 
bodies and all, just as you would in almost any other immu- 
nology journal. In it, Inoue et a13335 reported that staining 
with DiOC,(3) and measurement of forward and side scatter 
and fluorescence allowed resolution of five separate cell 
populations in fish blood, i.e., erythrocytes, thrombocytes 
mixed with lymphocytes, monocytes, neutrophils, and baso- 
phils. The same trick works with bird (quail) blo~d”’~. 

Mayer et a13337 isolated lymphocyte-like cells from sea 
lamprey intestine using forward and side scatter, and pre- 
pared a cDNA library with which they were able to deter- 
mine that the lamprey cells contained many genes homolo- 
gous to those found in human lymphocytes. Sequences with 
similarity to MHC,  T cell receptor, or Ig genes were notable 
by their absence, suggesting to the authors that “the evolu- 
tion of lymphocytes in the lamprey has reached a stage 
poised for the emergence of adaptive immunity.” 

The subject of genetic homologies easily gets us from fish 
to FISH, and the technique of “ZOO-FISH,’’ or comparative 
chromosome painting, in which probes derived from flow 
sorted human chromosomes are used to detect homology 
with chromosomes of other mammalian ~pec ie$”~-~~.  Cat 
and human karyotypes are reported to resemble the putative 
ancestral mammalian kary~type~’~~,  while a comparison of 
human and harbor seal (Phoca vitulina) chromosomes shows 
resemblance to the putative ancestral carnivore334’. I guess 
you need to do Zoo-FISH on various seal species to find the 
karyotype of the average ancestral seal, or mean mother 
Phoca. 

Flow Cytometry: For the Birds? 

De Vita et a12’14 found DNA content potentially useful in 
sex identification in birds of prey, many of which are sexu- 
ally monomorphic, which means it’s hard to tell males from 
females by inspection. If you’re trying to breed endangered 
falcons, and your pair contains two birds of the same sex, 
there won’t be any falcon around. Sorry, I couldn’t resist. 
It’s a nice paper. 

Having found flow cytometry applied to hawks, I 
thought I’d see if it had been applied to doves, as well. The 
closest I got was a paper by Itoh et al’” on binding of pigeon 
cytochrome C peptides to I-ab and the T cell receptor. 
There appear to be structural similarities between the pigeon 

peptides and M H C  proteins, but probably just by cooinci- 
dence. 

Big Stuff, Vegetable, Animal or Mineral 
Since a good deal of the hardware technology of flow cy- 

tometry and sorting was developed by people interested in 
looking at lymphocytes and other small cells, most existing 
instruments require some modification to be usable for 
analysis andlor sorting of larger object?’, be they plant cells 
or protopla~t?~, tumor cell pancreatic is- 
let~’*~’, or megakaryocytes. Large cell sorting was discussed 
in Chapter 6 (pp. 264-6). Both droplet sorters with large 
(> 200 pm) orifices and fluidic switching sorters have been 
used to sort a variety of appropriately sized specimens. 

If there is a Guinness Book of Record in this area, the en- 
try for largest objects subjected to flow cytometry might go 
to brine shrimp; in 1965, Linus Pauling and his colleagues 
counted these organisms by extinction measurements in a 
flow system585 in conjunction with studies on the mechanism 
of anesthesia. Optical plankton ana lyze~s”~~ .~  may also be 
able to handle objects in this range. However, I also remem- 
ber reading something years back about an optically acti- 
vated fluidic potato sorter.. . . 

Moving back to the animal world, I already mentioned 
(p. 265) that a modified Partec fluidic sorter had been used 
to sort pancreatic A stain combining the dye neutral 
red and the chelating agent dithizone gave an 83% yield and 
80% purity2o20. O n  the other hand, a paper by Halban et 
a1202’, who used a conventional sorter to purify individual cell 
types from islets, and then mixed them in culture, reported 
that the cells will reaggregate to form structures resembling 
islets, so the cell transplant folks may not need to sort whole 
islets after all. 

Large particles tend to settle faster than smaller ones, 
which can lead to problems during long analysis and sorting 
runs. Freyer, Fillak and JetiCsc, working with multicellular 
spheroids, found that adding 0.1 % xanthan gum to suspen- 
sions greatly increased static viscosity, preventing settling of 
the particles in the sample tube. The gum does not increase 
viscosity in flow, and therefore does not interfere with sorter 
operation. 

Flow Cytometry of Plant Cells and Chromosomes 
A 1986 review by Brown et a1947 on flow cytometry in 

plant biology cited 44 references, remarking that the litera- 
ture more than doubled in the two years since a previous 
review had appeared. There are now enough references to 
justify a book on applications of flow cytometry to plants, 
but, as far as I know, nobody has written one. However, 
Brown and Coba de la P e r ~ a ~ ’ ~ ~  have contributed a chapter 
on cytometry to a recent book on plant cell biology. 
Galbraith3345 and Bla~khal l”~~ have reviewed flow cytometry 
and sorting of plant cells, and Lucretti and DoleielSoG’ and 
Dolefel et a13347.8 have discussed methodology for flow cy- 
tometric analysis of plant chromosomes. 
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In general, people who do flow cytometry on materials 
from plants are measuring the same things the rest of us are 
used to measuring in animal cells, and facing many of the 
same problems. 

Pollen is the most readily accessible single cell sample 
available from plants; however, since the objective in flow 
cytometry of plant materials is typically the study of some 
aspect of differentiated function, the samples commonly 
analyzed are cell suspensions or p r ~ t ~ p l a s t ~ ~ ~ ~ ~ ~ ~ ’ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ .  
Chromosomes and plant subcellular organ- 
elles such as chloroplasts and mitochondria have also been 
subjected to flow cytometric analysis. 

Major areas of application of flow cytometry to plants 
include measurement of DNA content for taxonomic and 
other and analysis and sorting of plant chro- 
mosomes. Figures 10-24, 10-25, and 10-26, illustrating 
these applications, were provided by Dr. Jaroslav Doleiel, of 
the Laboratory of Molecular Cytogenetics and Cytometry, 
Institute of Experimental Botany, Olomouc, Czech Repub- 
lic. A bibliography of the many publications of Dr. Doleiel’s 
group is available online at (http://www.ueb.cas.cz/ 
olomouc 1). 
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Figure 10-24. Determination of nuclear genome size in 
diploid banana (Musa ucuminata “Calcutta 4”). Nuclei 
isolated from soybean (G/ycine max, 2C = 2.50 pg 
DNA) were used as an internal reference standard. 
The small peak at channel 800 represents soybean 
nuclei in G, phase. Nuclear DNA content of Musa was 
estimated following the formula: Musa 2C DNA con- 
tent = (Musa C, peak mean + soybean G, peak mean) 
x 2.50 [pg DNA] and was found to be equal to 1.23 
pg DNA. Courtesy of Jaroslav Doleiel. 

Measurement of Plant Cell DNA Content 

Figure 10-24 illustrates determination of the 2C DNA 
content of a strain of bananas. A reference standard of 
known DNA content. sovbean in this case. is used. lohnston 

et a1335’ recommended five species with a broad range of 2C 
DNA contents as standards: Sorghum bicolor cv. Pioneer 
8695 (2C = 1.74 pg), Pisum sativum (pea) cv. Minerva Ma- 
ple (2C = 9.56 pg), Hordeurn vulgare (barley) cv. Sultan (2C 
= 11.12 pg), Viciafaba (broad bean) (2C = 26.66 pg), and 
Allium cepa (onion) cv. Ailsa Craig (2C = 33.55 pg). The 
reference standard should be one with 2C and 4C nuclear 
DNA content peaks close to, but not overlapping, the 2C 
and 4C peaks of the target species. Propidium iodide, which 
has no bias for A-T- or G-C-rich sequences within genomes, 
is recommended as the fluorochrome of choice for 
determination of plant DNA content; DAPI (A-T 
preference) should be used only if the estimated DNA value 
is corroborated using a second stain. 

The Royal Botanic Gardens, Kew, UK, maintains a da- 
tabase of DNA content values; they are “C-values,” ix., val- 
ues of DNA content in a haploid gamete nucleus, rather 
than the “2C-values” that would be obtained from somatic 
cell nuclei as shown in Figure 10-24. The URL is 
(http://www.rbgkew.org.uk/cval/homepage.html). The Plant 
DNA C-values Database contained data for 3,927 different 
Embryophyte plant species as of January, 2003; it combines 
data from Angiosperm, Pteridophyte, and Gymnosperm 
databases. If you would like to stop and smell the roses at 
this point (2C = 0.78-1.33 pg), see Yokoya et a13352. 

V i n ~ g r a d o v ’ ~ ~ ~ ’ ~ ~ ~ ~  suggested that plants with larger ge- 
nome sizes should have higher G-C percentages; however, 
studies of a number of plant  specie^^^'^.^ have not found a 
significant correlation. 
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Figure 10-25. Histogram of relative nuclear DNA con- 
tent of nuclei isolated from parenchymatic tissue of a 
young cactus plant (Mummillaria sun-angelensis). Note 
the presence of peaks representing endopolyploid nu- 
clei with DNA content reaching 32C. Courtesy of 
Jaroslav Doleiel. 

As Figure 10-25 shows, DNA content measurement may 
reveal cells with endopolyploid nuclei in plant tissue; this is a 
good reason to keep C-values in the database. DNA content 
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measurement can also be used to determine sex in dioecious 
plants; however, since the difference in DNA content be- 
tween male and female plants is typically only a few percent, 
it is necessary to use a high-resolution flow cytometer. 
Doleiel and Gohde3356 were able to resolve 3.7% differences 
in DNA content between male and female Melandrium al- 
bum and M. rubrum using a Partec arc source flow cytome- 
ter and DAPI staining; they obtained Go /G1 peak CVs of 
0.53-0.70 % using a modification3357 of the nuclear isolation 
technique originally published by Galbraith et a13358 and an 
analysis rate of 20-50 nuclei/s. Pfosser et a13357, using high- 
resolution flow cytometry, were able to detect aneuploidy 
resulting in differences in DNA content as small as 1.84 
percent. 

Houssa et al’”‘“ described a high-yield isolation procedure 
permitting flow cytometric analyses of DNA to be done 
using micrograms of shoot meristematic tissue. 
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Figure 10-26. Flow karyotype of translocation line EF 
of broad bean (Vcia fobo L., 2n = 12) obtained after 
analysis of DAPI-stained chromosome suspension. All 
chromosome types are resolved into well- 
discriminated peaks. Insert: images of flow-sorted 
chromosomes. Sorted chromosomes were identified 
after fluorescent labelling of FoM repeats (dark 
bands). Courtesy of Jaroslav Doleiel. 
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Plant Chromosome Analysis and Sorting 
Figure 10-26 shows a univariate karyotype of broad bean 

(!&a faba). In the discussion of chromosome analysis and 
sorting on pp. 477-9, it was noted that, in many species in 
which chromosomes were similar in DNA content and base 
composition, it was necessary to work with lines containing 
chromosomal translocations to be able to sort material repre- 
senting most of the karyotype. This procedure is frequently 
required in work with plants3m~7’3360~3; note that the chromo- 
somes in Figure 10-26 come from a translocation line. 

Other Flow Cytometric Applications in Plants 
Some stains, particularly acid dyes, behave differently in 

plant and animal cells; Calcofluor white M2R, for example, 

works as an indicator of membrane integrity in animal cells 
but will stain cell walls of plant cells with intact cytoplasmic 
membranes, which lie inside the wallsBo8. Bergonioux et alZoi4 
used acridine orange for DNA and RNA staining in nuclei 
isolated from plant protoplasts, and U l r i ~ h ~ ~ ’ ~  described 
DAPI/sulforhodamine 101 staining for DNA and protein 
analyses in plant nuclei. Lucretti et a133“ analyzed plant cell 
cycles using PI staining and antibodies to bromodeoxyu- 
ridine, and Taylor et a1271B stained cellulose specifically (p. 
363). 

Measurements of the fluorescence of chlorophyll and 
other natural pigments as well as measurements of protein 
and nucleic acid content and specific antigens using extrinsic 
probes have been made in plant cells. Xu, Auger, and Go- 
~ ind jee ’”~  measured chlorophyll fluorescence in isolated 
spinach thylakoids, and Pfiindel and M e i ~ t e r ” ~ ~  used meas- 
urements of fluorescence above and below 710 nm to isolate 
maize mesophyll and bundle sheath chloroplast thylakoids. 

Hock and Zimmermann2018 used a flow cytometric assay 
to analyze the yield of fusion products in developing an im- 
proved method for electrofusion of plant protoplasts. Gig- 
lioli-Guivarc’h et a13366 used BCECF to measure cytosolic pH 
of crabgrass mesophyll cell protoplasts, and O’Brien et a1336’ 
used Annexin-V and a TUNEL assay to monitor the pro- 
gression of apoptosis in plants. 

Wolters et a12’” examined the origin of nuclear, chloro- 
plast, and mitochondrial DNA in plant hybrids using a 
combination of flow cytometry and dot blot hybridization 
with DNA probes. Harkins et al’”’ examined gene expres- 
sion in protoplasts isolated from transgenic tobacco plants 
by sorting; more recently, GalbraithZ*87’336B~’ has led the move 
toward using GFP and its variants to study gene expression 
in plants. 

Microbiology, Parasitology and Marine Biology 

As I wrote “Different people see microor- 
ganisms from different perspectives. T o  evolutionary and 
molecular biologists, microbes are relatives, with whom we 
set up correspondence. To biotechnologists, they are work- 
ers, to be employed and, perhaps, exploited. To environ- 
mental microbiologists, they may be merely scenery, or 
analogous to canaries in coal mines, but they are generally 
viewed as good neighbors if we have good fences. To clini- 
cal, food, and sanitary microbiologists, and to the defense 
establishment, microorganisms are enemies to be tracked, 
contained, and killed, and to leaders of rogue states and ter- 
rorist organizations, they are useful tools which are much 
easier to get through airports than are firearms and explo- 
sives.” 

It was van Leeuwenhoek‘s microscopy, in the 17th cen- 
tury, that first made us aware of the existence of the micro- 
bial world, but it was not until the advent of cytometry in 
the late 20th century that it became possible to carry out 
detailed studies of microorganisms at the single cell level. 
The motivation for doing this lies in the heterogeneity of 
microorganisms, which is far greater than the heterogeneity 
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of perspectives from which they are contemplated by human 
observers. Even closely related species may exhibit marked 
differences in biochemistry and behavior, and mutation rates 
are such that a colony of more than a few hundred thousand 
cells almost certainly contains genetically different individu- 
als, so that striking heterogeneity can exist within a clonal 
population of organisms that, in the aggregate, occupy too 
little space to be visible to the unaided human eye. The im- 
portance of single-cell analyses in microbiology was stressed 
by Davey and Kell in 1996 in a comprehensive, indispensa- 
ble review33. 

In 2000, a special issue of The journal of Microbiological 
Method on “Microbial Analysis at the Single-Cell 
featured papers on flow and image cytometry and other 
techniques; the complete text of all articles is available free of 
charge online. An issue of Scientia Marina devoted to 
“Aquatic Flow Cytometry: Achievements and 
also appeared in 2000, and the July 1, 2001 issue of Cytome- 
try was a special issue on “Flow Cytometry in the Marine 

(Volume 10, Number 5 of Cytometry (Sep- 
tember, 1989) was a special issue on “Cytometry in Aquatic 
Sciences”). For those interested in alternative techniques, 
there is a 1998 book on Digital Image Analysis ~fMiicrobe?~~~. 

Measuring Microbes: Motivation 
Microbiologists, whatever their perspective, subject 

specimens to cytometric analysis with well-defined goals in 
mind. In the simplest cases, it is necessary only that micro- 
organisms be detected in a sample; at the next level of com- 
plexity, the organisms must be counted, explicitly or by the 
use of some surrogate indicator of the number present. 
Beyond this, an organism in pure culture may need to be 
identified and/or characterized as to its growth, metabolism, 
viability, and interaction with various chemical and physical 
agents. At the highest level of complexity, it may be neces- 
sary to detect, identify, count and characterize each of several 
organisms in a mixed population. 

Even the simplest task, that of detection of microorgan- 
isms, may demand examination of several aspects of the 
specimen. As was mentioned in Chapter 3 (p. 74), flow 
cytometric detection and counting of bacteria in aiTZ9-” 
based on light scattering signals was demonstrated some time 
before similar technology was developed to deal with larger 
cells suspended in liquids. Detection becomes more difficult 
as the sample contains increasing amounts of inorganic or 
organic particulates in the microbial size range, making it 
necessary to use multiparameter approaches. As might be 
expected, gating measurements on the (relatively) strong 
scatter signal improve the signal-to-noise ratio in detection 
of immunofluorescently stained spores and and 
Mansour et a l 9 I 9 ,  using a highly effective red cell lysing re- , 
agent and a centrifugation step, detected Escberichia coli 
seeded into human blood samples at concentrations of 10- 
100 organisms/mL by measuring forward scatter and ethi- 
dium fluorescence. Additional of parameters may further 
improve detection and identification; Donnelly and 

Baigen?“, for example, by combining forward scatter, 
propidium iodide, and fluorescein immunofluorescence, 
could detect Listeria monocytogenes in milk and discriminate 
this organism from several species of Streptococcus and 
Staphylococcus. 

The first two generations of commercial fluorescence 
flow cytometers were not widely applied to studies of micro- 
organisms. Early applications of flow cytometry to bacteria 
included fermentation process monitoring, industrial micro- 

, clinical d i a g n o s i ~ ’ ~ ~ ’ ~ ~ ’ ’ ~ ~ ~ ~ ~  , and environ- 
mental t o ~ i ~ o l o g y ~ ~ ~ .  Preparative sorting was used to purify 
yeast basidio~pores~’~, and to isolate microbial subpopula- 
tions with desired metabolic characteri~tics’l~ following gene 
transfer. 

Although interest in all of these areas (and the last is cer- 
tainly not least) has increased, even now, fewer than two 
thousand of the tens of thousands of papers in the cytometry 
literature deal with microbiological applications. However, 
interest in this area is increasing. The first book devoted to 
flow cytometric applications in microbi~logyl~~~ and another 
that devoted considerable space to the use of flow cytometry 
in marine micr~biology’”~ are now out of print and, more to 
the point, out of date. I don’t have enough pages available to 
do justice to the subject here; it is time for a new book, and I 
intend to start work on Microbiological Applications of Cy- 
tometry shortly after I finish this tome. 

biology553.558-9.562,569 

Measuring Microbes: Instrument Issues 
In principle, one can use a flow cytometer to measure the 

same parameters in bacteria or even viruses as are commonly 
measured in eukaryotic cells. In practice, since the size, mass, 
nucleic acid and protein content, etc. of bacteria are ap- 
proximately 1/1,OOO the magnitude of the same parameters 
in mammalian cells, it may be difficult to make good meas- 
urements, for two reasons. First, although modern instru- 
ments may reliably detect fewer than 1,000 molecules of 
fluorescent material in or on a cell, measurements at such 
low levels typically exhibit large variances due to photoelec- 
tron statistics; some microbial constituents may thus be un- 
detectable or measurable with only limired precision. Sec- 
ond, flow cytometers designed with observation volumes 
large enough to permit precise measurements of eukaryotic 
cells have higher background levels of stray excitation light 
and Raman scatter than would an instrument designed ex- 
plicitly for smaller particles. 

However, when a properly designed or adapted instru- 
ment is used, sensitive and precise measurements can be 
made using light sources of modest powe~4~103~198~56’~567~20i5-6. 
Much of the earlier published work on flow cytometry of 
bacteria was done using custom-built or modified hardware; 
a lot of the rest was done on older Ortho systems, which, 
because observation was done in flat-sided cuvettes, had 
higher scatter sensitivity than did the stream-in-air instru- 
ments then produced by B-D and Coulter. 

Among current commercial systems, the Lindmo/Steen 
arc source in~trument‘~~’~,  commercialized by Skatron, later 
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sold as the Bryte HS by Bio-Rad, and now resurrected by 
Apogee, has excellent sensitivity for scatter measurements of 
microorganisms; the newest Apogee system, with a laser 
source, can easily detect medium- and large-sized viruses. 
Laser source instruments that make measurements in flat- 
sided cuvettes typically have somewhat better fluorescence 
sensitivity than arc source cytometers, but, while the cuvette 
decreases scatter noise compared to what would be observed 
in a stream-in-air system, the amplifiers for the signals pro- 
duced by the diodes typically used to detect forward scatter 
may not provide enough gain to get signals from some 
smaller bacteria on scale. 

who studied antibiotic effects on scatter 
and propidium fluorescence signals from E. coli, found an 
unmodified B-D FACScan sufficiently sensitive for their 
needs. However, Dusenberry and Franke12076 reported that 
modifying a FACScan by focusing the laser beam to a 
smaller spot and substituting a PMT as a forward scatter 
detector increased sensitivity almost fivefold, and Button 
and Robertson (D. Button and B. Robertson, personal 
communication) have done most of their work on bacterial 
sizing and DNA content determination686~2084~5~207z~z562~3 with an 
Ortho system modified to provide a smaller (narrower) focal 
spot. 

In instruments I have built for analyses of bacteria, I 
have modified the electronics to provide threshold setting on 
both scatter and fluorescence channels, so that the signals 
from both must be above threshold to trigger the front end 
electronics (pp. 191-2); I find this often makes the difference 
between being able to detect small organisms and not being 
able to detect them. 

Gant et 

Parameters Measured in Microorganisms 
Forward and orthogonal light scattering, DNA and pro- 

tein content, DNA base composition (A+T/G+C), lectin 
binding, membrane potential, and immunofluorescence 
measurements of algae, bacteria, fungi, and protozoa using 
flow cytometry had been reported in the literature by the 

, as had autofluorescence of 
photosynthetic and other pigments. By the end of that dec- 
ade, flow cytometric measurements of genetic  probe^'^“^-^ had 
also been made. 

What we know about the behavior of most of the re- 
agents now common use in cytometry was learned largely 
from observation of the interaction of those reagents with 
eukaryotic cells. The most important fact about micro- 
bial cytometry is this: bacteria are not just little eukaryo- 
tes. Uptake of, and efflux of, dyes, drugs, and other reagents 
by and from bacterial cells are affected by the structure of 
the cell wall, and by the presence of pores and pumps that 
may or may not be analogous to those found in eukaryotes. 
It is inadvisable to conclude that even well-characterized 
dyes behave in bacteria as they do in mammalian cells, and 
unwise to assume that staining procedures that were devel- 
oped for mammalian cells can be “ported,” as the computer 
types say, to protists and prokaryotes with no modification. 

mid- 1 9 ~0~~103.197-8.279.552-73.707,114-26 

Bonaly et al”’ noted that stationary cells of Euglena did 
not stain stoichiometrically for DNA with intercalating dyes 
such as ethidium, because chromatin structure changed suf- 
ficiently to decrease the number of binding sites. Hoechst 
33258 did stain stationary cells stoichiometrically; 
stoichiometric staining with ethidium could be achieved 
using acid treatment to extract nuclear basic proteins. Ku- 
chenbecker and Braun9I7 found that DNA in ethanol-fixed 
yeast cells was stained effectively after 12 minutes’ incuba- 
tion in a solution containing 100 pg/mL olivomycin, 40 
mM MgCI,, and 1 M NaCI; the DNA specificity of olivo- 
mycin eliminated the necessity for RNAse treatment, which 
is critical when staining yeast cells with ethidium or 
propidium because of their high RNA content (does anyone 
else remember that RNA was once called zymonucleic 
acid?). Bernstein et al reported that internal antigens in Dic- 
tyostelium cells were better visualized by immunofluorescence 
when the cells were permeabilized with 0.1 mM digitonin 
than when the cells were fixed. More recently, Walberg et 
a13372 found substantial, unpredictable variability in patterns 
of uptake of nucleic acid binding dyes by three species of 
Gram-positive bacteria; under some circumstances, staining 
intensity was greater when organisms were vitally stained 
than when they were fixed. It is therefore likely that applica- 
tion of a published cytometric technique to a new species or 
strain of will require empirical optimization of preparative 
methods. 

In the brief discussion of parameter measurements and 
probes that follows, I will emphasize the current state of the 
art; the later sections on microbiological applications will 
also feature quirks, but may mention outmoded methodol- 

OgY.  

Flow Cytometric “Gram Stains” 
The lipopolysaccharide outer membrane of Gram- 

negative bacteria, in its native state, presents a permeability 
barrier to most lipophilic  material^"^^.^; this is responsible for 
the resistance of the organisms to some antibiotics, and, 
from a cytometric point of view, also prevents staining of the 
intact organisms by many dyes. Chemical agents such as 
ethylene diamine tetraacetic acid (EDTA)”*’ may be used to 
permeabilize the outer membrane to drugs and dyes with at 
least transient retention of some metabolic function, al- 
though the characteristics of bacteria thus permeabilized are 
distinct from those of organisms in the native state. The 
properties of the outer membrane can be utilized in cy- 
tometric procedures analogous to Gram staining. 

was to use a single mem- 
brane potential dye, usually DiIC,(5), to stain multiple ali- 
quots of a sample. The first two aliquots have both dye and 
EDTA added; the EDTA insures that dye can enter both 
Gram-positive and Gram-negative bacteria, and it will be 
concentrated in bacteria if a membrane potential is present. 
The second aliquot also contains the proton ionophore 
CCCP, which reduces membrane potential to near zero. If 
there are particles with similar scatter signatures in both ali- 

My initial approach to 
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quots that are more fluorescent in the aliquot without 
CCCP than in the aliquot with CCCP, I conclude that they 
represent bacteria, because they have membrane potentials. I 
then examine a third aliquot, which contains dye but neither 
EDTA nor CCCP; this will show dye uptake if the organ- 
isms are Gram-positive but not if they are Gram-negative. 
This procedure correctly determined the Gram staining 
characteristics of a number of common organisms, including 
Staphylococcus aureus, Staphylococcw epidermidis, Streptococcus 
pyogenes (Gram-positive) , Enterobacter cloacae, Escherichia 
coli, Klebsiella pneumoniae, Proteus vulgaris, Pseudomonas 
aeruginosa, and Salmonella typhimurium (Gram-negative). 

Molecular Probes has produced several kits containing 
fluorescent reagents for “Gram staining”; the LIVE BacLight 
kit contains two dyes excitable at 488 nm; the orange fluo- 
rescent hexidium iodide is analogous to ethidium bromide, 
but has a hexyl group instead of an ethyl group on the ring 
nitrogen, making it highly lipophilic, and the green fluores- 
cent SYTO 9 is much more water soluble. Both dyes enter 
Gram-positive bacteria; hexidium is excluded by Gram- 
negative organisms with intact outer membranes and cyto- 
plasmic membranes. The result is that Gram-positive organ- 
isms fluoresce red, while Gram-negative organisms fluoresce 
green. Mason et a13373 correctly determined Gram staining 
status of 45 species using hexidium iodide and SYTO 13, a 
close relative of SYTO 9. Molecular Probes also offers fluo- 
rescent conjugates of wheat germ agglutinin (WGA). In 
1990, this lectin was reported by Sizemore et a13”’ to stain 
Gram-positive but not Gram-negative cells, and Molecular 
Probes licensed their patent; however, I could not find other 
accounts of the use of WGA for cytometric Gram staining in 
more recent literature. 

Detection and Sizing: Light Scattering 
In the discussion of light scattering in Chapter 7 [pp. 

275-6 (Figure 7-1) and 279-801, I emphasize the point that 
forward scatter signals from particles in the size range in 
which most eukaryotic cells lie are not precise indicators of 
cell size. However, I note on pp. 288-9 that scatter signals 
from bacteria and smaller particles can be used for sizing, 
and a number of groups have developed calibration proce- 
dures that allow cell volume to be computed from forward 
scatter signal i n t e n ~ i t y ~ ~ ~ ~ * ~ ~ ~ ~ - ~ * ~ ~ ~ ~ - ~ .  For viruses and other par- 
ticles in the size range below 0.2 pm, side scatter signals may 
be preferable to forward scatter signals for s i z i n g .  

Scatter signal intensities depend on refractive index as 
well as on particle size; Green et a13377 have described the use 
of flow cytometry to make measurements of both the size 
and the refractive index of phytoplankton organisms and 
marine particles. 

Any mismatch of refractive index between the sheath 
fluid and the fluid in which cells are suspended adds noise to 
scatter measurements and may compromise accuracy3378. 
Even when scatter signals are only used for detection, it is 
advisable to correct index mismatches in order to maximize 
the chance of obtaining usable signals. 

Detection and Sizing: Electrical Impedance 

DC Impedance (Coulter volume) measurements (p. 273) 
were used to detect and size bacteria6” in the 1950’s and 

in the 1970’s. Saleh and S ~ h n ~ ~ ~ ~ . ~ ~ ~ ~  have re- 
cently described microfluidic flow cytometric impedance 
measurement system that can size colloidal particles in the 
viral size range. 

viruses681.2525-9 

Nucleic Acid (DNA and RNA) Staining 
The number of ribosomes in a bacterial cell varies con- 

tain between a few hundred (in slowly growing organisms 
such as Mycobacteria) and tens of thousands (in metaboli- 
cally active, exponentially growing E. colz’). The content of 
double-stranded rRNA in most organisms is therefore several 
times the content of DNA. Dyes such as propidium and rhe 
SYTO and TO-PRO series, which form fluorescent adducts 
with both DNA and double-stranded RNA, will stain both; 
Guindulain and Vi~es-Rego”~’ found that at least two-thirds 
of SYTO-13 fluorescence in E. coli was due to dye binding 
to RNA. 

While it is possible to treat fixed and permeabilized cells 
of at least some species with RNAse or DNAse, enabling 
nonselective dyes to be used for quantitative determination 
of DNA or the rRNA3380, it is difficult to get the enzymes 
into other species, making it prudent to use more selective 
stains. 

 steer^'^^' recommends the mithramycin-ethidium combi- 
nation, DAPI, or the Hoechst dyes for staining DNA; the 
former requires deep blue or violet excitation (now more 
readily available from violet diode lasers), while the latter 
need UV excitation, at least in the context of analysis of mi- 
croorganisms. Bernander et a13382 found that all of these 
stains yielded histograms of equivalent quality in both an arc 
source (Skatron Argus) and a laser source (B-D FACStar) 
flow cytometer. Stefan A n d ~ e a t t a ’ ~ ~ ~  noted in his Doctoral 
Thesis (and in a posting to the Purdue List) that precision of 
histograms obtained with Hoechst dyes and DAPI is im- 
proved if a small amount of Na-citrate/K-citrate buffer is 
added to the sample prior to staining in order to bring the 
p H  to about 7.5; this eliminates the yellow nonspecific fluo- 
rescence that is often observed when DAPI is used to stain 
bacteria. 

For RNA staining, Borth et a13384 used pyronin Y (which 
stains double-stranded RNA) in combination with methyl 
green, to block DNA staining; these authors also used 
Hoechst 33258 to stain DNA, but neither they nor anyone 
else seems to have reported the use of a combination of a 
Hoechst dye and pyronin Y for simultaneous DNA/RNA 
staining in bacteria. I would expect it to work. 

Muller et a13385 took a more radical approach to quantifi- 
cation of bacterial rRNA content; they stained cells with 
fluorescently labeled oligonucleotide probes for 16s and 23s 
rRNA. These, as will be noted presently, are berter known 
for their utility in species identification. 
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Total Protein Content: Scatter vs. Stains 

Steen et a l l ”  noted in 1982 that large-angle light scatter 
signals from E. coli cells stained for total protein with FITC 
were linearly correlated with fluorescein fluorescence signals. 
However, since there are some circumstances under which 
materials other than protein (e.g., gas vacuoles7o7) influence 
side scatter signals from bacteria, it is advisable to use a stain 
for critical analyses of total protein content. Zubkov et a13386 
developed and validated a precise flow cytometric assay for 
measuring bacterial protein biomass using SYPRO dyes 
from Molecular which were originally intended 
for sensitive detection of proteins on gels. The intensity of 
SYPRO-protein fluorescence of marine bacteria strongly 
correlated with their total protein content as measured by 
the bicinchoninic acid method; according to the authors’ 
calibration, the mean biomass of planktonic bacteria from 
the North Sea in August 1998 was 24 fg of protein/cell. 

Antibodies, Etc.: Labeling Strategies 

If you happen to look in catalogs or compendia of anti- 
bodies, you will quickly discover a profound difference be- 
tween bacteria and lymphocytes. Biotechnology has wiped 
out what used to be one of the bigger distinctions between 
the two; these days, bacteria can not only make antibodies, 
they can make better antibodies than lymphocytes can. But 
that’s another story. I was hoping to call your attention to 
the fact that, while you can easily buy monoclonal antibod- 
ies to any of the many CD antigens found on lymphocytes, 
directly labeled with any one of a half-dozen or more tags, 
commercial monoclonal antibodies to bacterial and viral 
antigens are fairly scarce, and usually not available directly 
labeled. If you can find a directly labeled antibody, the odds 
are probably at least ten to one that the label is fluorescein. 

There usually isn’t a problem with fluorescein-labeled 
antibodies. However, if you happen to be looking at some 
species of Pseudomonas, you’ll find they do a pretty good job 
of fluorescing at 525 nm in the absence of antibody. Simi- 
larly, you wouldn’t want to use phycoerythrin to label an 
antibody against an antigen found in or on Synechococcus, 
which comes with an ample endogenous supply of the label. 
Vesey et alz660 described a procedure they used to select labels 
for detection of pathogens in water samples; by taking into 
account both the autofluorescence of particles in the water, 
and background fluorescence in the water itself, they were 
able to optimize signal-to-noise for stained specimens. It’s a 
good model to follow; you will almost certainly be looking 
for many fewer antibody-binding sites on microorganisms 
than you’d be apt to find on eukaryotic cells, and you’ll also 
need to pick labels carefully for nucleotide probes and other 
ligands. 

While it is not generally a problem to get a fluorescent 
antibody that will identify a particular species or even a par- 
ticular strain of bacteria, there are not antibodies that differ- 
entiate among larger groups of organisms, making it infeasi- 
ble to develop a manageable panel of antibodies that could 

be used to identify any of a large number of species. Ribo- 
somal RNA probes offer an alternative. 

Ribosomal RNA-Based Species Identification 

Various probes complementary to different sequences in 
16s rRNA can distinguish among the primary kingdoms 
(Eukaryotes, Eubacteria, Archaebacteria), and among smaller 
taxonomic groups, down to the species and strain leve13392-3. 
Because many microorganisms cannot be grown in culture, 
it is desirable to be able to identify them without having to 
grow them; this can be accomplished using ribosomal 
probes. The several thousand ribosomes normally present 
per cell provide enough target sequences to make amplifica- 
tion unnecessary. Amann et a I i 4 O 6 ,  working with marine or- 
ganisms, demonstrated the utility of 16s ribosomal RNA 
probes and flow cytometry for this purpose in 1990. The 
oligonucleotide probe technology has been improved since 
then, by optimizing probe sequences and binding condi- 

, rRNA sequences have also been detected using 
peptide nucleic acid (PNA) p r ~ b e ~ ~ ~ ~ ~ ’ ~ ~ ~ ~  (p. 362), which 
allow cellular integrity to be better preserved and may pro- 
vide stronger signals. 

# OF EVENTS BREAST-FED 
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Figure 10-27. rRNA probe staining patterns demon- 
strate differences in enteric flora between breast-fed 
infants (top row) and infants fed reconstituted milk 
(bottom row). Left column: non-eubacterial probe; 
middle column: enterobacterial probe; right column: 
bifidobacterial probe. Courtesy of Vanya Cant (Hos- 
pital for Tropical Diseases, UCLH, London) 

Figure 10-27 illustrates differences in the proportions of 
non-eubacterial organisms, enterobacteriaceae, and bifido- 
bacteria in stool from breast-fed infants and from infants fed 
reconstituted milk. The same rRNA probe techniques work 
for the ecology of the and that of the ocean1406’3394. 

Functional Probes in Bacteria 

Eukaryotes may maintain gradients of pH,  membrane 
potential, and ion concentration across the membranes of 
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internal organelles such as mitochondria, lysosomes, and 
plastids; at least some organelles are believed to be descended 
from free-living ancestors resembling Bacteria do 
not have complex systems of internal compartments, much 
of their metabolic activity occurs at the cytoplasmic mem- 
brane, and there are typically gradients of both pH and 
membrane potential across this membrane in viable, active 
cells. 

Membrane Potential, Permeability, 
“Viability,” and Metabolic Activity 

Kell et a12250 presented a very thoughtful discussion of 
flow cytometry and its applications to the detection and 
quantification of metabolic, or functional, as well as struc- 
tural heterogeneity in microbial cultures. They published a 
number of papers dealing with the flow cytometric determi- 
nation of bacterial ~ iab i l i ty”~’ ,  injury2zs2, and d o ~ m a n c y ~ ~ ~ ” ~  
using probes of membrane potentid (AY) and of oxidative 
metabolism. 

I have already discussed membrane potential and its es- 
timation by flow cytometry, in more detail than you proba- 
bly wanted, on pp. 385-402; here, I will summarize points 
relevant and, in some cases, peculiar to membrane potentials 
in bacteria. 

The outer membrane of Gram-negative bacteria, in its 
native state, presents a permeability barrier to the uptake of 
dyes, particularly lipophilic dyes such as cyanines and 
oxonols; however, when the cells are permeabilized with 
EDTA under conditions that preserve viability2’*’, these dyes 
will partition across the membrane as they do in other cells. 

Unlike most of us, bacteria do not store large amounts of 
carbon and energy sources; this is one reason why nobody 
tries to sell them exercise equipment. As a consequence of 
this metabolic characteristic, bacteria lose their membrane 
potentials as soon as they use up the energy source in the 
medium. If an organism can grow on glucose and not on 
rhamnose, and you take its glucose away and give it rham- 
nose, the membrane potential drops to near zero within a 
few minutes. Put back glucose, or something else that will 
support growth, and the membrane potential comes back. 
Metabolically active bacteria have membrane potentials, 
more or less in the same way that metabolically active people 
have electroencephalographic waves. 

Bacteria that are “dead” by dye exclusion criteria, that 
is, which let in propidium or the TO-PRO or SYTOX dyes, 
and/or won’t retain fluorescein after FDA hydrolysis, are 
said to have lost membrane integrity. If one takes this to 
indicate the presence of a big hole or holes in the cytoplas- 
mic membrane, loss of membrane integrity should result in 
the dissipation of ion concentration gradients across the 
membrane, with loss of the membrane potential. Membrane 
integrity, permeability, and “viability” have been discussed 
on pp. 299-303 and 369-371, and some relatively recent 
findings in bacteria may necessitate some rethinking of these 
concepts. Kell et a13454 now equate “viability” and “culturabil- 
ity”; cytometry can measure “activity,” but not “viability.” 

A great deal of bacteriology is dependent on being able 
to grow bacteria in culture. If we want to know whether 
there are bacteria in a supposedly sterile fluid, we put some 
into broth or onto an agar plate, incubate for some hours, 
and look for turbidity in the broth or colonies on the plate. 
Metabolically active bacteria will grow, when provided with 
the right nutrients, dead bacteria won’t. However, there are 
also bacteria that may be sublethally injured, which basi- 
cally means they look intact, but won’t grow under normal 
conditions, and there are also bacteria that are dormant. 
Many bacteria and fungi are formal enough about dormancy 
so that they form spores, which exhibit little or no meta- 
bolic activity, but which are equipped to last for some time 
in inhospitable environments. Other bacteria, such as the 
Micrococcus luteus shown in the top panel of Figure 10-28, 
which came from a stationary phase culture in which their 
energy source was exhausted, simply cease metabolic activity: 
they lose membrane potential, but not membrane integrity. 
After nutrients are restored, such dormant organisms may 
regain metabolic activity, membrane potential, and the ca- 
pacity to grow; the restoration of membrane potential fol- 
lowing such resuscitation is evident in the bottom panel of 
Figure 10-28. 

$1 il DORMANT 

RESUSCITATED 4 L 

Figure 10-28. Membrane potential, as indicated by 
rhodamine 123 fluorescence, vs. forward scatter in 
dormant and resuscitated cultures of Micrococcus luteus. 
The figure was provided by Douglas Kell (University 
College of Wales, Aberystwyth; now at the Univer- 
sity of Manchester Institute of Science and Technol- 
ogy). 

Metabolic activity in the form of respiration in aerobic 
bacteria can be detected using an indicator of oxidative 
metabolism such as a tetrazolium dye (p. 379); Kaprelyants 

used cyanoditolyl tetrazolium chloride 
(CTC), a fluorescent indicator with spectral characteristics 

and Ke112252,2254 



520 / Practical Flow Cytometry 

well matched to the arc lamp source in their Skatron in- 
strument, for the purpose. They demonstrated that M. lutew 
cells that were frozen and thawed, causing a leakage of 
NADH from the cells, could regain respiratory activity, as 
indicated by reduction of CTC to an insoluble fluorescent 
formazan, when exogenous NADH was added to the me- 
dium. CTC was also used by Schaule, Flemming, and 
R i d g ~ a y ” ~ ~  to quantify respiring bacteria in drinking water 
with image analysis. Chromogenic tetrazolium dyes are 
widely used as indicators in microtiter plate assays of meta- 
bolic viability of both bacteria and mammalian cells. 

Figure 10-29 illustrates the use of a combination of PNA 
rFWA probes and CTC to determine the fraction of metab- 
olically Salmonella typhimurium in a mixed population of 
bacteria. A cocktail of non-Salmonella Enterobacteriaceae 
containing approximately equal numbers of E. coli, C. 
fieundii, P. vulgaris and S. dysenteriae was prepared through 
volumetric mixing of cultures of known cell concentration. 
The mixture was divided in half and one portion killed with 
incubation in 10% buffered formalin for 30 min. Washed, 
formalin-killed cells were resuspended to their original vol- 
ume in broth. Live and formalin-killed portions of Salmo- 
nella typhimurium were also prepared, and equal volumes of 
each preparation were combined to yield a final mixture 
containing four distinct populations: live (metabolically ac- 
tive) Salmonella (C), dead Salmonella (D), live non- 
Salmonella Enterobacteriaceae (B) and dead non-Salmonella 
Enterobacteriaceae (A). This mixture was incubated with 
CTC, fixed with formalin, hybridized with a Cy5-labeled 
Salmonella-specific PNA rRNA probe, and examined by 
flow cytometry. 

Salmonella-Speciflc Fluorescence (Sa13-Cy5) 

Figure 10-29. Combined rRNA probe and CTC stain- 
ing for analysis of a genetically and metabolically 
complex cell mixture. Courtesy of Byron F. Brehm- 
Stecher and Eric A. Johnson, Food Research Institute, 
University of Wisconsin-Madison. 

Believe it or not, a two-color analysis such as that shown 
in Figure 10-29 is fairly high-tech, as microbial cytometry 
goes. Two-angle scatter and one-color fluorescence was 
pretty much the norm for “multiparameter” cytometry of 
bacteria well into the 199O’s, meaning that most people were 
only looking at one probe at a time. 

While the CTC fluorescence shown in Figure 10-29 
provides an indication that cells are, or at least were, viable, 
there wouldn’t have been any way to confirm this, because 
the fixation required for rRNA probe hybridization killed 
the cells. Nebe von CaronZGi0 and H e ~ i t ? ~ ’ ~  and their col- 
laborators have used single cell sorting of cells stained with 
multiple functional probes to confirm identification of cells 
as viable or nonviable, as illustrated in Figure 10-30. 

Salmonella typbimurium stored for 25 days on nutrient 
agar at 4°C was re-suspended in buffered saline containing 
peptone, sodium succinate and glucose. Cells were treated 
with EDTA to allow dye penetration of the outer mem- 
brane, sonicated briefly to break up aggregates, and incu- 
bated with DiBAC4(3), ethidium bromide and propidium 
iodide for 30 min at 25°C. Cells were then sorted onto agar 
plates. 

The lipophilic anionic oxonol dye DiBAC4(3) is used as 
a membrane potential probe; it stains electrically depolarized 
cells more brightly than cells that maintain membrane po- 
tential, and “permeabilised” cells, i.e., cells that have lost 
membrane integrity, brighter still, probably because of bind- 
ing to hydrophobic regions in intracellular proteins. 
Ethidium enters the bacteria, but is actively pumped out by 
cells that maintain membrane potential. Intracellular 
ethidium enhances fluorescence on binding to double- 
stranded DNA or RNA. Propidium enters permeabilized 
cells and, because of its higher affinity for double-stranded 
nucleic acid (due at least in part to the extra positive charge; 
se pp. 306-7), displaces ethidium. DiBAC4(3) fluorescence is 
measured at 525 nm, and ethidium fluorescence at 575 nm. 

The dye combination allows identification of cells in dif- 
ferent functional stages. Active pumping cells do not stain 
significantly with any of the dyes. De-energized cells take up 
ethidium, but not DiBAC4(3) or propidium. Depolarized 
cells take up ethidium and DiBAC,(3), but not propidium, 
and permeabilized cells and “ghosts,” with damaged mem- 
branes, take up both DiBAC,(3) and propidium. 

Sorting of bacteria from different functional stages re- 
veals that, in most cases, all but the permeabilized cells are 
capable of recovery. In the experiment shown in Figure 10- 
30, 35% of the electrically depolarized cells grew on agar 
plates; recovery was even better when cells were sorted onto 
special resuscitation media or into liquid media. Depolariza- 
tion therefore is clearly not an indicator of indicates decline 
in cell functionality, but certainly not cell death. Recovery of 
actively pumping and de-energized cells approaches 1 00% 
(de-energized cells lose pump activity but maintain mem- 
brane potential at least briefly); however, fewer than 1% of 
events sorted from the regions containing permeabilized cells 
and ghosts form colonies on agar. 
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Figure 10-30. Recovery of Salmonella typhimurium in different functional states determined by staining with DiBAC,(3), 
ethidium bromide, and propidium iodide. Courtesy of Gerhard Nebe-von-Qron (Unipath, Ltd.). 

Life (and death) get still more complicated, as can be ap- 
preciated from Figure 10-3 1, below. 

TIME IN AMOXlClLLlN 

0 hr 
0.382 

1 pg/mL 
d (> MIC) 

MEMBRANE POTENTIAL 

Figure 10-31. Effects of amoxicillin on membrane potential (AY) and permeability of Staphylococcus aureus, measured rati- 
ometrically using DiOC,(3) and TO-PR0-3235's23n. 
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After we developed the ratiometric membrane potential 
measurement method2357 described on pp. 400-2, David 
Novo, Nancy Perlmutter, Richard Hunt and I turned our 
attention to multiparameter measurements of membrane 
potential and permeability in bacteria exposed to antibiot- 
ics*’”. We used a cytometer with 488 and 633 nrn lasers for 
measurements of bacteria exposed simultaneously to our 
membrane potential indicator dye, DiOC2(3), and TO- 
PRO-3. Figure 10-31 plots the ratiometric membrane po- 
tential (red/green DiOC2(3) fluorescence) of arnoxicillin- 
treated Staphyloccus aureus against a ratiometrically normal- 
ized permeability measure, i.e., the ratio of TO-PRO-3 fluo- 
rescence to green DiOC,(3) fluorescence. The ratiometric 
permeability measurement removes most of the effects of cell 
size variation and clumping in the same way as is accorn- 
plished by the ratiometric AY measurement. 

The strain of S. aureus we used was amoxicillin sensitive, 
but we exposed it to concentrations of amoxicillin above (1 
pg/ml) and below the minimal inhibitory concentration 
(MIC). In cultures treated with either dose, at time zero, 
most cells show low values of permeability and relatively 
high values of AY, appearing in the lower right quadrant of 
the display. After 2 hr at an amoxicillin concentration above 
MIC (top strip), many cells have lost AY completely, and 
almost all have lost A Y  to some extent, appearing in the 
lower and upper left quadrants; over 58% of the total have 
become permeable (upper left quadrant). By 4 hr, some re- 
growth has occurred; about 17% of the events measured 
show normal AY and no permeability. The situation is quite 
different at an amoxicillin concentration below MIC (bot- 
tom strip). At 2, 3, and even 4 hr, a substantial fraction of 
events (as high as 28%) are in the upper right quadrant, 
indicating a membrane potential greater than zero with 
permeability to TO-PRO-3. By 4 hr, most cells (over 79%) 
have regained normal A Y  and lost permeability. Bacterial 
counts were followed over this time period, which was too 
short to have allowed a high-AY, impermeable population to 
appear due to growth of the small population of such cells 
present after 2 hr. Although it is possible that some interrne- 
diate-AY, permeable events represent aggregates of high-A”’, 
impermeable viable cells and permeable, low-AY dead cells, 
it appears that many of these events are accounted for by 
transiently permeabilized viable cells. 

The phenomenon of transient membrane permeability 
induced by sublethal injury thus appears to be real, and may 
be quite general; we have since observed it  in Pseudomonas 
aeruginosa and Escherichia cob as well as in S. a ~ r e u ? ~ ~ ” ~ ’ ~ ~ ,  
and others ( S .  Barbesti, personal communication; G. Nebe- 
von-Caron, personal communication) have also encountered 
it. Amor et al’398 noted propidium uptake in the presence of 
carboxyfluorescein retention in sublethally injured Bzfidobac- 
terium species; their paper also described an effective rati- 
ometric AY measurement technique using the ratio of Di- 
BAC4(3) fluorescence to side scatter, but they apparently did 
not examine cells simultaneously stained with DiBAC,(3) 
and propidium. 

Digression: A Therapeutic Approach Based 
on Transient Permeabilization 

Our primary conclusion, based on substantial differences 
in patterns of membrane potential and permeability re- 
sponses of different microorganisms to different antibiot- 
ic~*’~’, was that a simple, rapid, “one-size-fits-all” flow cy- 
tornetric test for bacterial antibiotic susceptibility, long 
sought by ourselves and others, was likely to be unattainable, 
although multiparameter cytometry seemed well suited to 
dissecting these distinct responses in the context of devel- 
opment of new antimicrobial agents. 

Several months later, it occurred to me that, if multiply 
resistant bacteria that could not be killed by an existing 
combination of agents could be transiently permeabilized, it 
would be possible to derivatize a large number of generally 
toxic heterocyclic compounds [e.g., by adding the quater- 
nary ammonium groups that differentiate propidium from 
ethidium (p. 300)] to forms that would be taken up by, and 
kill, the permeabilized bacteria, while not entering host cells. 
This formed the basis for a successful patent application 
(U.S. 6,562,785, May 13, 2003); I now have some evidence 
(unpublished) that TO-PRO-3 itself can kill bacteria if 
transported in, and am looking for the right pharmaceutical 
industry partner for an intensive development project. 

Investigators who previously used flow cytometry to 
study the interactions of antimicrobial agents and bacte- 

typically measured only a single parame- ria 
ter, usually membrane permeability or membrane potential 
in attempts to determine “viability”; although their results 
correlated fairly well with classical susceptibility tests, they 
did not establish cytomerric criteria for viability on a cell-by- 
cell basis, and could not have detected transient permeabili- 
zation. One take-home message is that it is always a good 
idea to measure multiple parameters when you’re not sure 
what’s going on. Another is that, even now, drug leads don’t 
always come from combinatorial chemistry, genomics, or 
proteomics; the promising therapeutic approach described 
above may be one of the first to emerge from cytomics, and 
making it work, or finding out that it won’t, will require 
some fairly sophisticated cytometry. I’m ready. 

2263,3371.3395-403.3479.3488 

So Few Molecules, So Little Time: Viruses 
Even with three beams and twelve colors, conventional 

flow cytometers cannot give us as much information as we 
would like to have about microorganisms. When we are 
trying to detect signals from only a few thousand, or a few 
hundred, or a few dozen fluorescent molecules, the typical 
observation time of a few microseconds is simply not long 
enough for us to collect enough photons to get precise 
measurements. 

If we stain DNA with a Hoechst dye, we can expect at 
most 1 dye molecule per 4 A-T base pairs at a saturating dye 
concentration. If that DNA is in E. coli (roughly 50% A-T), 
an organism with 2 copies of the chromosome (roughly 9.2 
million base pairs) will bind at most 1.15 million dye 
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Figure 10-32. Fluorescence profiles of viruses stained with SYBR Green 1. Peaks indicated by arrows represent individual 
virions; the highest intensity peaks (clearest in the panel showing PBCV-1) represent 0.95 pm fluorescent beads. Key: 
Bac, a baculovirus; CeV-BOI, MpV-SPI, MPVUFIO-38, PoV-BOI, PpV-OI, algal viruses; HIV-I, human immunodeficiency 
virus; HSV-1, Herpes simplex virus; ISAV, infectious salmon anemia virus; Lambda, T2, T4 and T7, bacteriophages; 
PBCV-1, a virus infecting Paramecium and Chlorellu; PV-I, poliovirus; S-PM2, a virus infecting Synechococcus. Reprinted from 
Brussaard CPD, Marie D, Bratbak G: Flow cytometric detection of viruses. lournal of Virological Methods 85175-82 
(reference 2337), Copyright 2000, with permission from Elsevier Science. 

molecules, all of which should have the relatively high quan- 
tum efficiency they acquire on binding. If, in our brief ob- 
servation time, we can generate one photoelectron at the 
fluorescence detector PMT cathode for each 100 dye mole- 
cules, we’ll get 10,000 photoelectrons from each cell; the CV 
of the measurement in an otherwise perfect instrument will 
therefore be no lower than 1 percent. CV values reported by 
Bernander et a13382 for Hoechst 33258-stained E. culi with 2 
copies of the chromosome were around 6 percent, indicating 
that measurement precision was not limited by photoelec- 
tron statistics. CVs for cells with 8 chromosomes, stained 
with Hoechst 33342 or DAPI, were under 3 percent. 

Most bacteria contain several times as much double- 
stranded rFWA as DNA: we should therefore get strong, if 
not specific, signals from bacteria stained with TO-PRO-, 
SYTO-, or SYTOX dyes. However, when we attempt to 
detect nucleic acid in viruses using conventional flow cy- 
t o m e t e r ~ ~ ~ ~ ’  (Figure 10-32), we can expect problems, for a 
number of reasons. 

The genome sizes of the viruses studied by Brussaard et 
a12337 range from 9.2 to 300 kbp, but it is probable that, in 
many cases, the compact structure of the virion will limit 
access of dye to the viral nucleic acid, reducing the number 
of available binding sites. Also, while dye should bind to 
accessible double-stranded viral DNA and RNA more or less 
as it binds to DNA in prokaryotes and eukaryotes, it is not 
clear how well dye will bind to single-stranded viral nucleic 
acid, nor how much fluorescence enhancement will occur as 
a result of binding. If we extracted the naked DNA of a 
dsDNA virus with a 50 kbp genome, such as bacteriophage 
lambda, we would expect to be able to bind no more than 
about 6,000 molecules of a Hoechst dye to the nucleic acid; 
this would generate about 60 photoelectrons at the fluores- 
cence detector of a conventional flow cytometer. 

Hoechst dyes typically increase fluorescence by a factor 
of about 100 on binding to nucleic acid. In a conventional 
flow cytometer, fluorescence is collected from a volume of 
approximately 10,000 fL (lo-” L). The virion will occupy a 



524 / Practical Flow Cytometry 

volume less than 1 fL. If the concentration of dye used is 3 
pM, there will be 1.8 x lo7 molecules of unbound dye in the 
observation volume. Since the quantum efficiency of un- 
bound dye is 1 / 100 that of bound dye, we should generate 1 
photoelectron for every lo4 molecules of free dye. We are 
then trying to find the 60 photoelectrons generated by the 
virion in the company of 1,800 photoelectrons resulting 
from detection of fluorescence of free dye. Poisson statistics 
tell us that 1,800 photoelectrons are really 1,800 k 
(1,800)”2, or 1,800 k 42 photoelectrons, so we will, at best, 
barely be able to detect a molecule of viral DNA above 
background. This gives us a signal to noise ratio near 1, 
which translates to a CV near 100%. 

The data in Figure 10-32 could not have been collected 
using a Hoechst dye; the dye used was SYBR Green I, which 
increases fluorescence almost a thousandfold on binding to 
nucleic acid, and has a higher quantum efficiency when 
bound than do the Hoechst dyes. Using this dye, we’d 
probably get 120 photoelectrons from the DNA molecule, 
and no more than a few hundred from the background, 
making the nucleic acid easily detectable. Brussaard et 
did not find a strong linear relationship between staining 
intensity and genome size in the viruses they worked with, 
suggesting that dye access to nucleic acid is somewhat re- 
stricted, but enough dye apparently bound to viral nucleic 
acid to allow fluorescence signals from all but the small- 
genome RNA viruses (HIV- 1, ISAV, and polio) to be clearly 
discriminated from background. 

Now turn your attention back to pp. 471-3 and Figure 
10-10. The panel in the upper left corner of that figure 
shows the intensities of fluorescence signals from bacterio- 
phage lambda DNA, and from fragments of that DNA as 
small as 564 bp. The peaks from the intact DNA and the 
larger (> 5 kbp) fragments) appear to have fairly low CVs. 
What’s the trick? The trick is that the observation time on 
Rob Habbersett’s slow-flow instrument at Los Alarnos, from 
which the data were obtained, is a few milliseconds, rather 
than a few microseconds, meaning that, all other things be- 
ing equal, a given chunk of DNA generates about 1,000 
times as many photoelectrons in the slow-flow instrument as 
in a conventional flow cytometer. 

We can measure DNA adequately in bacteria in a con- 
ventional instrument; we can also, as the calculation on p. 
402 shows, get reasonable, if not spectacular, statistics in the 
ratiometric membrane potential measurement, in which we 
pack a whole lot of dye into the bacteria. If we’re interested 
in measuring immunofluorescence, or nucleic acid probes 
(even rRNA probes), or in ratiometric measurements of pH 
(see p. 407) or calcium, we’ll have to use longer observation 
times if we want decent precision. The manufacturers don’t 
seem to be in a big rush to make instruments with the ap- 
propriate performance characteristics. 

Applications in Marine Microbiology 

Since life started in the ocean, it seems appropriate to 
starr my detailed review with marine microbiology. A rapidly 

growing body of cytometric literature deals with marine 
microorganisms, which include bacreria, phyroplankron, 

, and, most recently, v i r ~ s e s ~ ~ ~ ~ ~  Z00p~ankrOn570- 1,686,707,927-32, I051  

7.34044 

FORWARD LIGHT SCATTER 

Figure 10-33. Forward scatter, Hoechst 33342 (DNA), 
and chlorophyll fluorescence (all on log scales) of the 
recently discovered marine bacterium Proch/~rococcu~~~~ 
measured with a dual-beam flow cytometer. The fig- 
ure was provided by Brian Binder, Sallie Chisholm, 
Sheila Frankel, and Robert Olson (M.I.T. and Wood’s 
Hole Oceanographic Institution). 

Figure 10-33 shows the flow cytometric signature of the 
marine bacterium Procblorococcus, discovered with the aid of 
a flow cytometer by Chisholm et al in 1988’272. The W- 
excitable beads in the top panel are 0.46 pm diameter 
spheres from Polysciences; 0.57 pm yellow-green fluorescent 
beads from the same supplier are off scale on the bottom 
panel. There’s a lot of Procblorococcus in the ~cean’*O~.~; ac- 
cording to Zubkov et als4”, almost a third of the total bacte- 
rioplankton turnover of amino acids can be attributed to the 
species. 

Procblorococcus isn’t the only new species flow cytometry 
has helped discover. In July, 1994, Courties et a12083 reported 
the discovery of the smallest known eukaryotic organism, a 
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green alga named Ostreococcus tauri which is the main com- 
ponent of the phytoplankton in the Mediterranean Thau 
lagoon of France. Ostreococcus, at 0.97 by 0.70 pm, may be 
bigger than Procblorococcw, but, for a eukaryote, it's tiny. It 
has one plastid and one mitochondrion, and its DNA con- 
tent is about 33 fg. 
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Figure 10-34. Side scatter and fluorescence signatures 
of four viruses shown in Figure 10-32. Reprinted from 
Brussaard CPD, Marie D, Bratbak C. Flow cytometric 
detection of viruses. Journal of Virological Methods 
85A75-82 (reference 2337), Copyright 2000, with 
permission from Elsevier Science. 
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Figure 10-35. Side scatter and fluorescence signatures 
of particles in a water sample from a small Alpine 
pond. Courtesy of Stefan Andreatta (University of 
Innsbruck). 

The new mystery guests in the aquasphere are viruses. 
Figures 10-34 and 10-35 show scatter signals from cultured 
viruses2337, including the algal virus PpV-01, and from a 
sample of pond water that contains bacteria and viruses3406. 
The data in Figure 10-35 are particularly impressive; they 
were collected from a stream-in-air (MoFlo) sorter with the 
drop drive on! 

Before the previous edition appeared, Troussellier, 
Courties, and Vaque? reviewed applications of flow cy- 
tometry in marine microbial ecology, which include identifi- 
cation of  organism^^^^^-^, determination of biomasses and 
p r ~ d u c t i o n s ~ ~ ~ ~ ~ ~ ~  and the measurements in uitro of bacterial 
and phytoplanktonic and metaboli~m~"'~-~~". 
Monfort and Baleux2101 found flow cytometry reliable as 
compared to epifluorescence microscopy for counting bacte- 
ria in aquatic ecosystems. Balfoort et a12j4' compared the 
performance of a laboratory-built and a commercial flow 
cytometer in phytoplankton analysis. Monger and LandryZio2 
compared Hoechst 33342 and DAPI for staining DNA in 
marine bacteria, and found lower background and lower 
CV's with the Hoechst dye. Other a ~ t h o r s ~ " ~ - ~  considered 
aspects of scatter and absorption by phytoplankton cells, and 
applications of flow cytometry to characterizing organic2'05 
particles in water. Flow cytometry has also been used to 
study larger organisms' feeding on smaller At the 
high end of the size scale, Le Gall et al2'O6 measured DNA 
content and base composition of macroalgal nuclei. Intracel- 
lular toxin was determined flow cytometrically in the marine 
dinoflagellate Gonyauh, which causes "red tide""', and flow 
cytometric quantification of the autofluorescence of luciferin 
in this organism was used to study the circadian cycle of its 
biolurninescen~e~'~'; DNA content a n a l y s e ~ ~ ~ ~ ~ - ~  established 
the periodicity of the Gonyauh cell cycle. 

Good collections of papers on cytometry and marine bi- 
ology appear in recent special issues of Scientia Marina24o2 
and Cytorne t~y~~~~.  

Multiangle light scattering, autofluorescence, and DNA 
have all been used as identifying parameters for 

phytoplankton, with rRNA probes added to the mix as the 
technology i m p r ~ ~ e d ~ ~ ~ ~ . ~ ~ ~ ~ , ~ ~ ~ ~ - ~  (the fishing grounds may be 
alarmingly depleted, but there's still plenty of FISH in the 
sea), and flow cytometry has become a standard method for 
monitoring phytoplankton population dynamics. Although 
several Coulter EPICS instruments made ocean voyages928 (I 
haven't heard them called EPICS Seas), they and other large 
instruments were/are not really optimized for phytoplankton 
analysis; most groups now use benchtop flow cytometers. 

Quantification of the types and numbers of microflora 
and -fauna in the oceans should provide a sensitive means of 
monitoring changes in the quality of the environment. Fig- 
ure 10-36 is directly related to this issue; it was provided by 
Don Button and Betsy Robertson of the University of 
Alaska, who used a modified Ortho in~trumenr208~. Panel A 
shows a mixed bacterial population obtained from Prince 
William Sound, site of the 1989 Exxon Valdez oil spill2"'; 
Panel B shows a seawater culture inoculated with gravel 

COntent197-8.570 
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Figure 10-36. Size and DNA content of bacteria in seawater from Prince William Sound, Alaska (A), and 
of bacteria in a culture growing on a crude oillterpene mixture (B). The figure was provided by Don 
Button and Betsy Robertson (U. of Alaska). Note that the scales express parameter values, not arbitrary 
numbers. 
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Figure 10-37. Size and DNA content of Oligobacterium RBI isolated from Resurrection Bay, Alaska (A), and 
of the indigenous population from which RB1 was isolated (B). From Don Button and Betsy Robertson. 

using a crude oilherpene mixture as a carbon source. Some 
organisms will metabolize anything. 

All kidding aside, Figure 10-36 and Figure 10-37, which 
came from the same place, exemplify a practice that ought to 
be more widespread in flow cytometry. Note that the scales 
on the histograms and dot plots are given in fg/cell DNA 
content and cell volume in pm3 (fl), not channel numbers or 
arbitrary powers of ten. The volumes are derived from Mie 
t h e ~ r y ~ ~ ~ ' . ~ ,  and normalized with respect to the forward scat- 
ter signal and known Coulter volume for E. colt the DNA 
scale was obtained from a standard curve of E. coli treated 
with rifampicin to produce cells with different integral 
numbers of genomes. The cells were stained with DAN, 

which is A-T specific; the DNA content scale assumes the 
50% G-C content characteristic of E. coli. If the organisms 
involved have a substantially different G-C content, the 
number is off; however, the scale remains consistent, and G- 
C content variations can be corrected f ~ ? ~ ' ~ .  Maybe if the 
journals gave notice that scales such as these would be man- 
datory in two years, the rest of us would get motivated. 

Figure 10-37 shows DNA content and cell volume of 
microorganisms isolated from Resurrection Bay, near Sew- 
ard, Alaska. Panel A shows the growth pattern at fast growth 
rates of Oligobacten'um RB1 isolated by extinction culture; 
there are cell subpopulations with different numbers of cop- 
ies of the genome. Panel B shows the signature of the in- 
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digenous population of microorganisms from which RBI 
was isolated. I really appreciate these figures, because I wrote 
parts of the previous edition on board ship in both Prince 
William Sound and Resurrection Bay, on what was sup- 
posed to be a vacation to celebrate finishing the manuscript. 
I did get to observe some interesting marine microbiological 
phenomena; the toilets ran on seawater, and, late at night, 
the bioluminescent organisms would put on their own little 
light show. When you flushed, they flashed; it was like the 
Fourth of July. 

Flow cytometry of marine microorganisms involves very 
long runs and accumulates huge amounts of data. Multivari- 
ate data collection and are essential for discrimi- 
nation of multiple species in samples; it is generally felt that 
automated on-line analysis, e.g., by neural networks1215-6'2503- 

will ultimately be necessary to keep up with the 
amount of data generated, particularly as more parameters 
are measured. 

4,3417-20 

Extensions: Cytometers for Marine Applications 
In the 1980's, Dubelaar et a1695'1167-8 described the Optical 

Plankton Analyzer, a multibeam instrument with slit- 
scanning capability optimized for analysis of a wide size 
range of marine organisms; also around that time, I helped 
Penny Chisholm, Rob Olson, Sheila Frankel et al, at M.I.T. 
and the Woods Hole Oceanographic Institution, build 
somewhat simpler c y t o m e t e r ~ ' ~ ~ . ~ ~ ~ ~ .  

The latest instruments from Dubelaar are the Cyto- 
B~0y2166.~~~" series, commercially available from CytoBuoy, 
b.v. (see p. 430); they are designed to be mounted on buoys 
or in submersible vessels, and incorporated sophisticated, 
miniaturized optics and electronics with low power con- 
sumption. Detector signals may be telemetered to a remote 
monitoring computer. Fluid Imaging Technologies (pp. 
168 and 431) offers the F l o ~ C a t n ~ ~ ~ ~  imaging flow cytome- 
ter, which, like the CytoBuoys, can accommodate larger 
particles than most flow cytometers. 

Cavender-Bares et a134'4 modified a Coulter EPICS V 
flow cytometer to allow rapid switching between single- and 
dual-sheath fluidic systems, making it possible to achieve 
optimal conditions for analysis of a wider range of size 
classes and concentrations of plankton organisms than 
would be possible using a conventional instrument. 

Olson et alW1' describe a microfluorimeter and a flow cy- 
tometer using the "pump-during-probe" technique, which 
measure chlorophyll fluorescence yield of phytoplankton 
cells following excitation by a pulsed argon laser. They have 
also built a submersible flow cytometer; for details, see: http: 
I/www.whoi.edulsciencelBlOlsonlab/ 

Trask et a1197'711 pointed out that the excitation spectrum 
of autofluorescence from algal phycobiliprotein photo- 
synthetic is extremely useful for identifica- 
tion; a multistation flow cytometer, with excitation beams 
at blue, green, yellow, and red wavelengths, suitable for 
excitation of algal phycobiliprotein pigments would be the 
ideal apparatus to use on phytoplankton analysis, because it 

should improve discrimination of species in unstained sam- 
ples. This could now be implemented with small enough 
lasers to fit the apparatus comfortably on board a ship, but I 
haven't heard of anybody doing it. 

References: Flow Cytometry and Oceanography 
Claude Courties, Marc Troussellier and Louis Legendre, 

of the Observatoire Ocdanologique, Banyuls-sur-Mer, 
France, maintain an online list of references on flow cy- 
tometric applications in oceanography. The list is regularly 
reviewed, and can be consulted and downloaded at http:// 
www.obs-banyuls.fr/FCM-Oceanography/Database.html; as 
of February 24,2003, it contained 447 references. 

General Microbiology 

Previously Noted 
As reported in the previous edition, Madelin and John- 

son used an aerosol particle counter to size fungal and 
actinomycete spore aerosols at different humidities; this was 
a good way to commemorate the Golden Anniversary of the 
Gucker experiments. 

Numerous a ~ t h o r ~ ' ~ ~ ~ - ~ , ~ ~ ~ ~ - ~ ~  have used flow cytometry to 
measure binding of labeled antibodies to bacterial cell sur- 
faces, for purposes as varied as determining levels of antibod- 
ies in serum and analyzing the structure of transmembrane 
proteins (p. 479). Nelson, Neill, and PoxtonZ'22 used flow 
cytometry to observe binding of anti-lipopolysaccharide 
monoclonal antibodies to whole bacteria under physiologic 
conditions, and compared this method with whole cell 
ELISA and immunoblotting. Only flow cytometry could 
demonstrate subpopulations of cells with different binding 
characteristics. Eitzman, Hendrick, and S ~ i e n c ~ ' ~ ~  described a 
procedure for measuring quantitative immunofluorescence 
in single yeast cells, using a transfected E. coli lacZ gene as 
the test antigen. 

Allman et a12142 examined forward and orthogonal scatter 
signals, Coulter volume, and ultrastructure of hotobacter 
vinelandii under various culture conditions and observed 
that forward scatter tracked Coulter volume better than did 
orthogonal scatter. In another paperZl4', they found that the 
addition of DNA content, measured with mithramycin- 
ethidium bromide, to forward and orthogonal scatter meas- 
urements gave much better resolution of different species 
than did the two scatter signals. Miller and Q u a r l e ~ ~ ~ ~ ~  re- 
ported some success in bacterial identification using 
FITC/PI staining. 

Hiraga et a12145 used flow cytometry to monitor mor- 
phologic effects of plasmid genes in E. coli; Poulsen and Jen- 
sen2146 detected morphologic effects of chromosomal genes in 
the same organism in the same way. Sazer and S h e r w ~ o d ~ ' ~ ~  
stained the fission yeast Scbizosaccbaromyces pombe with 
Hoechst dye and chromomycin, noting the different base 
ratios of mitochondrial and nuclear DNA, and reported that 
mitochondrial growth and DNA synthesis could occur in 
the absence of DNA synthesis. However, Carlson et a13439 

2109 
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subsequently questioned whether DNA fluorescence meas- 
ured from the cytoplasmi was due to mitochondria. 

Hechard et a12’49 used flow cytometry to monitor the in- 
teraction between cocultured Listeria monocytogenes and an 
antagonistic Leuconostoc strain producing an anti-Listeria 
bacteriocin. Pinder et al”50 examined flow cytometric count- 
ing of bacteria in suspension using forward scatter and 
ethidium fluorescence and found excellent correlation with 
plate counts. Russo-Marie et al*’” applied the FACS-Gal 
reporter gene technique, using fluorescein galactopyranoside 
(pp. 408-9), to differentiating Myxococcus xanthus cells. 
Man& and Kneife12152 provided a discussion of fluorogenic 
substrates in general and their applications in microbiology. 

Cell Cycles and Cell Division 

Boye, Lobner-Olesen, and Skarstad and numerous oth- 
continue to apply DNA flow cytometry ets 

to determining characteristics and control mechanisms of 
the bacterial cell cycle. Ueckert et a13434 combined 
propidium staining for loss of cell membrane integrity and 
CFSE labeling to study the effects of mild heat treatment 
and low concentrations of nisin on division of Lactobacillus 
plantarum; they were able to discriminate as many as eight 
generations of daughter cells. Porro et a13435-7 used DNA and 
protein and/or cell wall labeling to follow cohorts of daugh- 
ter cells of Saccharomyces cerevisiae. 

21 10-26,2141,3381-2,3421-33 

Fluorescent Protein Methods in Microbes 

Valdivia and F a l k ~ w ~ ~ ~ ’ . ~  and coworkers were among the 
first to apply flow cytometry and GFP expression in studies 
of bacteria and yeasts, with emphasis on analysis of genes 
related to bacterial virulence.  other^^^^^-^^ have used GFP and 
other fluorescent proteins in a wide range of applications. 

Microbial Communities: Will Flow Work? 

Few of us believe that eukaryotic cells can’t tell the dif- 
ference between life in suspension culture and life in the 
urban cellular environment of a multicellular organism. As 
we learn more about microorganisms, it is becoming more 
difficult to maintain the notion that even free-living auto- 
trophs go through life uninfluenced by their peers. 

Bacteria differentiate; the process, exemplified by sporu- 
lation in Bacillus ~ub t i l i S3~~~  and the generation of swarmer 
and stalked cells in Caulobacter crescentus, involves asymmet- 
ric cell division under the control of signal transduction pro- 
tein~’~~“’. Flow cytometry and fluorescent probes have been 
applied in studies of both phenomena just mentioned. 

A variety of chemical signal molecules mediate quorum 
  en sing^^^*-^, the process by which groups of bacteria coordi- 
nate their behavior, taking on some of the functions of mul- 
ticellular organisms. Flow cytometric studies of dormancy 
and resuscitation in Micrococcus lu te~S22~~-~ aided in the dis- 
covery of resuscitation promoting factor (Rpf-), a “bacterial 
~ytokine”’*~~ that stimulates the growth of M. luteus and of 
other high G-C Gram-positive organisms, including Myco- 
bacterium tuberculosis, which make similar proteins. 

Quorum sensing regulates bioluminescence, mating, 
sporulation, and virulence factor expression, and the forma- 
tion of b i~f i l rns ’~~’  in a variety of bacterial species. An estab- 
lished biofilm comprises microbial cells and an extracellular 
polymeric substance (EPS) matrix; we can expect that flow 
cytometry of bacteria removed from a biofilm will omit 
some relevant particulars, as we have come to expect of flow 
cytometry of cells removed from solid tissues and tumors. If 
we want to analyze bacteria in biofilms in situ, we need only 
keep the same probes and switch to scanning, image, or 
static cytometry. 

Bad Guys Don’t All Wear Black Hats: Microbial 
Detection I Identification in Health-Related Contexts 

There are a lot of microorganisms out there; Elmer Pfef- 
ferkorn of Dartmouth, one of my daughter’s microbiology 
professors, described the world as coated with a “fecal ve- 
neer.” We and our ancestors have coexisted with a huge 
number of genera and species for millions of years, only 
learning within the past two centuries that a few among the 
invisible multitudes with which we share the planet are our 
implacable enemies, and that a few others can do us harm 
when they get into the wrong parts of our bodies andlor 
when our defenses are down. 

We pay sanitary and food microbiologists, clinical mi- 
crobiologists, and the microbiologists working in our macro- 
scopic defense establishment to look for the bad guys in a 
large number of samples from a wide variety of sources, and 
a quick look at the literature tells us that most of these mi- 
crobiologists are still searching for faster, cheaper, more sen- 
sitive detection methods. The cytometric strategies for detec- 
tion are pretty much the same in all areas. 

The Basic Questions 

Neglecting the details for the moment, the microbiology 
laboratory can be envisioned as a black box to which the 
inputs are material (“atoms” in today’s information technol- 
ogy parlance) and from which the outputs are items of in- 
formation (“bits”). The input is a solid or liquid sample; the 
outputs are the answers to one or more questions: 

1) Is evidence of the activity of microorganisms present 
in the sample? 

2) If so, what microorganisms? 
And, for clinical and defense purposes: 

3) To which antimicrobial agents, if any, are the micro- 
organisms susceptible? 

The evidence of microbial activity required for an af- 
firmative answer to the first question might include the pres- 
ence of microbial antigens or gene sequences, or the presence 
of host antibodies to microorganisms, or the presence of 
viable microorganisms; if the organisms themselves cannot 
be found, it may be more difficult to obtain definitive an- 
swers to the second and third questions. 

Moving from the ivory tower to the real world of the 
laboratory, still minus the details, it is clear that somewhat 
different processes are in place for dealing with bacteria, 
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fungi, and protozoan parasites, on the one hand, and viruses, 
on the other. For the former, finding evidence of microbial 
activity almost always means eventually finding viable (i.e., 
culturable) organisms in the input sample; determining the 
identities and antimicrobial susceptibilities of these organ- 
isms typically requires the establishment of pure cultures. 

Routine culture of viruses is much less common; detec- 
tion is typically accomplished using PCR and other nucleic 
acid amplification techniques, which also allow identifica- 
tion and, in some cases, susceptibility testing. Clinical labo- 
ratory diagnosis of many viral infections is based on demon- 
stration of antiviral antibodies, 

There is little question that cytometry, flow and other- 
wise, can answer the questions listed above, and that, in at 
least some cases, the required information can be obtained 
faster by cytometric methods than by classical bulk culture- 
based technology. However, it is almost certain that cost- 
effectiveness will be the principal determinant of whether 
cytometry will become widely used for detection and identi- 
fication of microbial pathogens. 

Bacteriology laboratories haven’t changed a lot during 
the past century; Pasteur would feel pretty much at home in 
a “modern” lab. The first task facing the lab when a new 
sample comes in is bacterial detection, that is, determining 
whether there are microorganisms, or pathogenic microor- 
ganisms, in the sample at all. In some cases, this can be done 
by looking at the sample under a microscope, perhaps using 
Gram’s or another specialized staining technique, or staining 
with a fluorescent dye such as acridine orange and using a 
fluorescence microscope. This procedure is referred to as 
direct detection; it works best on samples that normally 
contain few or no bacteria, or samples in which the patho- 
gens you’re after can readily be distinguished from other 
bacteria normally present in that type of specimen. 

Direct detection, however, is labor-intensive. It takes ten 
or fifteen minutes to take a urine sample, for which most 
microbiology texts recommend an initial attempt at direct 
detection, spin down the sediment, make a slide, and stain 
it. It also takes a well-trained, skilled technologist, because 
bacteria are near the limit of resolution of optical micro- 
scopes, and the tech has to be able to keep the scope clean 
and in good alignment and know how to use it. Otherwise, 
the whole business is a waste of time. It only takes a minute, 
however, for a minimally trained person to put a small ali- 
quot of the urine specimen on a plate containing blood agar 
or some other nutrient-rich cordon bh medium, and wait 
until the next day, or at least the next shift, to see if anything 
grows. By that time, a more trained individual is likely to be 
able to look at all of the plates on which there are colonies, 
and determine that some of them don’t need to be looked at 
further because whatever is on them is likely to be insignifi- 
cant or a contaminant. 

Detection: Intrinsic Parameters are Not Enough 
At its simplest, the flow cytometer mimics the micro- 

scope. Measurements of forward andlor orthogonal light 

scattering signals provide the information a technician 
would obtain by visual examination of an unstained slide. 
An alternative cytometric measurement of size, capable of 
discriminating particles in the bacterial size range from larger 
and smaller objects is obtained from measurements of elec- 
trical (DC) impedance made using a Coulter orifice. It was 
shown more than twenty years ag~’’’~~’  that particle counting 
by this technique was effective in detecting clinically signifi- 
cant bacteriuria (the criterion in use at the time was 100,000 
organisms/mL). The false negative rate for such analyses was 
low, is.,  bacteria, whenever present, were detectable. The 
false positive rate was unacceptably high, because the single- 
parameter electronic volume measurement could not dis- 
criminate between bacteria and other organic and inorganic 
particles in the same size range. 

Two bacterial species differing substantially in size, 
shape, and/or refractive index may be distinguished by their 
forward and orthogonal scatter signatures, but two species 
chosen at random are far too likely to occupy the same re- 
gion of the measurement space to make two-parameter scat- 
ter measurements alone generally useful either for distinction 
between species or for discrimination of microorganisms 
from other small particles. Fungi, which are, in general, lar- 
ger than bacteria, can be distinguished from them on the 
basis of scatter signals, but, again, scatter signals alone may 
not be adequate to discriminate between fungi and other 
particles in a specimen. 

Detection: Fluorescence Improves Accuracy 
Improvements in cytometric detection of microorgan- 

isms typically rely on fluorescent staining; nucleic acid 
stains, fluorogenic substrates, and membrane potential- 
sensitive dyes have all been used for this purpose. These re- 
agents all produce stronger signals, and require less sample 
preparation time, than would be necessary to detect organ- 
isms using labeled antibodies, lectins, or oligonucleotide 
probes. Although the specificity of antibodies and 
oligonucleotides may be useful for identifying organisms 
once they have been detected, it limits the utility of the 
reagents in the detection process unless the sample is being 
screened for one or a very few pathogenic species. 

Detection: When the Tough Get Going 
When you are looking very hard for one pathogenic spe- 

cies, e.g., Bacillus antbracis, flow cytometry, notwithstanding 
fifty plus years’ work on detecting that particular bug, may 
go right out the window. In late 2001, after anthrax-by-mail 
had caused a number of fatal and near-fatal I 
got a call from a Wall Street Journal reporter interested in 
why the Army didn’t seem to be willing to release its flow 
cytometric technology to the people then screening federal 
offices and postal facilities for anthrax spores. I told him that 
it was unlikely that flow was going to get anywhere near the 
level of sensitivity that those screeners seemed to be achiev- 
ing. At the time, I thought they were using PCR; they 
weren’t. They would turn on a mail sorting machine and 
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suck air out of it for ten or twenty minutes, blowing the air 
over a plain old agar plate3463. Pretty low tech, but they 
could reliably detect a single colony of B. antbracis on a 
plate, and I doubt that any fancier method could have done 
better. 

Similar detection problems arise under less dramatic cir- 
cumstances. If you are trying to find a dozen or so colonies 
of E. coli 0 157:H7 on a side of beef, the only way you can 
hope to do it is to hose down the carcass, filter the wash 
water through a 0.22 pin pore filter, and plate the filter. You 
might try to use appropriate antibodies and/or rRNA probes 
and a fluorescence microscope or a scanning cytometer of 
some kind, but it would be a lot easier and a lot cheaper to 
just incubate the plate for a few hours and then apply spe- 
cific reagents. 

A blood culture can turn out positive if there is one vi- 
able bacterial cell in the 10 mL of blood originally drawn. If 
we had a fast enough flow cyrometer to run all the blood 
through in a reasonable time, and we wanted to make sure 
we had a positive culture, by counting around 50 organisms, 
we would have to draw and process a unit of blood from the 
patient. We don’t do that, of course; the machines that 
process blood cultures detect products of bacterial metabo- 
lism in the blood, after it has been incubated for a while, and 
will generally not respond unless there are at least 10’ me- 
tabolically active organisms/mL of medium. I noted on p. 
5 15 that a flow cytometric technique7“ had detected E. coli 
seeded into human blood samples at concentrations of 10- 
100 organisms/mL; while cytometry is impractical for de- 
tecting that one viable cell in 10 mL without an incubation 
period, it should be able to provide a definitive answer after 
an incubation period six to ten generation times shorter than 
is necessary for competitive technology. 

Identification: Too Many Broths ... 
The next step in the process, for samples in which organ- 

isms have been detected, is bacterial identification. As a 
first step, it is traditional to look at a Gram-stained slide of 
the organism. What happens next depends on how many 
suspects there are. 

In 1988, Phillips and Martin2258, who had done several 
studies on immunofluorescence analyses of bacteria at the 
U.K. Biological Defence Establishment at Porton Down, 
using an Ortho flow cy t~ rne te r~~*’~~~- ’ ,  concluded that the low 
scatter sensitivity then available limited what could be done 
in terms of bacterial identification. Without enough of a 
scatter signal to trigger on, detecting the immunofluores- 
cence signals was hopeless. Obernesser, Socransky, and 
Stashenkozz5’, doing immunofluorescence analyses on oral 
flora in a decidedly civilian environment, reached a similar 
conclusion in 1990. The conclusions of both reports might 
have been different had the investigators been using instru- 
ments better suited to bacterial analysis. 

There is, however, a fundamental problem with focusing 
on the use of flow cytometry for bacterial identification, as 
opposed to bacterial detection, or even to sensitivity testing, 

and it is this: there are too many kinds of bacteria, and the 
nature of flow cytometry makes it very difficult for this tech- 
nology to be competitive in a situation where there are thou- 
sands of species about which you need to be concerned. 

It has been more or less traditional for people involved in 
a project to identify bacteria by flow cytometry to start out 
with a few well-known organisms, and demonstrate the abil- 
ity to tell them apart. A good example can be found in Fig- 
ure 7-14 (p. 3 18), which shows separated clusters of Staphy- 
lococcus aureus, Escherichia coli, and Pseudomonas aeruginosa 
in a two-parameter display of Hoechst 33342 and 
chromomycin A, fluorescence. Van Dilla et a1279, in 1984, 
applied this dye combination, which is sensitive to DNA 
base composition, and which had been used to stain and sort 
human chromosomes, to bacterial analysis; the three 
organisms shown, which, respectively, contain 3 1 Yo, 50%, 
and 67% G+C, are well separated. Further work in this 
area made it possible to resolve a few more species and to 
detect bacteriophage infection in E. coli by the attendant 
change in base composition. 

This approach is fine, if you’re trying to identify one of 
half a dozen or so organisms. If you were looking at cerebro- 
spinal fluid from a patient with signs of bacterial meningitis, 
you’d know that the infection was likely to be caused by one 
of four or five organisms, and you could probably say that it 
was one of them or something else using base composition, 
or multiplex antibody staining with two-color immunofluo- 
rescence, or FITC/PI, or even forward and orthogonal scat- 
ter. However, if you happen to be looking at urine, or blood, 
both of which account for much higher percentages of the 
average clinical bacteriology lab‘s workload than does spinal 
fluid, even if you consider only the common pathogens 
found in your institution during the past year, your list is 
likely to have dozens or even hundreds of organisms on it. 

This is most commonly done using a battery of selective 
media, in a 96-well plate or equivalent, each well of which is 
inoculated with organisms from the same colony. An inter- 
mediate step is often required, in which cells picked from a 
single colony on a plate are grown in broth culture to pro- 
vide enough inoculum for identification. It helps to know 
the Gram-staining characteristics of the organism before 
inoculating it into selective media, because different sets of 
media are frequently used for Gram-positive and Gram- 
negative bacteria. 

After another few hours, it becomes apparent which en- 
ergy sources will and will not support the growth of the or- 
ganism, and which chemical reactions it can and cannot 
perform. There are a lot of possible patterns of growth and 
metabolism in 96 wells, and the developers and manufactur- 
ers of bacterial identification tests have made sure that they 
will get different patterns for any of at least several hundred 
species. Well, okay. Why can’t you just do the same tests by 
flow cytometry? You could, of course; just look at the cell 
growth, or the cell metabolism, or whatever, in each well, 
with the flow cytometer. The problem is that when you try 
to do that, one well at a time, even with high-throughput 

1340-1 
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flow cytometry, it may take you ten minutes or more to read 
one 96-well test. The conventional 96-well test is read in 
under a minute in a plate reader that uses 96 LED’S as light 
sources and 96 photodiodes as detectors. Even with micro- 
fluidic flow cytometers, there’s no way you’ll get a system 
with 96 flow cells at any reasonable cost. Conventional flow 
cytometry for bacterial identification is only likely to be 
practical when you’re looking for very small numbers of one 
or a few different organisms; you can use a gene probe or 
fluorescent antibody for specific identification, and scatter 
parameters and perhaps a nucleic acid stain to narrow down 
the gating region, treating the identification problem as rare 
event analysis (pp. 469-71). 

If you happen to be looking for biological warfare agents, 
you’ve really got a problem. In the age of genetic engineer- 
ing, what the other side is likely to throw at you may be an 
organism for which you haven’t got the right fluorescent 
antibody or gene probe. I’ll have some suggestions about 
what to do in this situation in a later section. 

Identification: Can Multiplexing Help? 
On p. 475, I suggested several possible solutions to the 

multiple aliquot problem involving multiplex fluorescence. 
Cells in media containing different nutrients or inhibitors 
(for identification), or different drugs (for susceptibility test- 
ing) could be “color coded,” either by embedding them in 
gel microdroplets containing mixtures of dyes in different 
proportions, or by directly labeling the cells with mixtures of 
tracking dyes or high-affinity nucleic acid dyes with different 
spectral characteristics. The direct labeling approach would 
probably require use of a high-sensitivity, slow-flow cytome- 
ter to detect more than four or five differently labeled popu- 
lations; the gel microdroplet approach could probably be run 
on a commercially available instrument such as a Luminex 
100. 

Ye et a13464 may have come up with a better idea. Their 
group at Glaxo Wellcome, which has been using Luminex’s 
technology for detection of single nucleotide polymor- 
phism~~~’~‘, has adapted the same technology to bacterial 
identification using genus- and species-specific rRNA se- 
quences. They report that assays can be done at a rate of 
almost lOO/h, starting with DNA extracted from a few thou- 
sand organisms, with a cost per test of about one dollar. 

We can now look at some of what has been attempted in 
the areas of environmental and sanitary microbiology, food 
microbiology, biowarfare agent detection, and clinical mi- 
crobiology, remembering that hindsight is usually 20/20. 

Environmental and Sanitary Microbiology 
Several groups2153-5 have used flow cytometry to study 

growth of food-borne pathogens and agents causing fish 
diseases under various environmental conditions. Volsch et 
al”’6 combined propidium staining with immunofluores- 
cence to detect two different serotypes of ammonia-oxidizing 
bacteria, present at concentrations of 0.1 to 2%, in activated 
sludge from sewage plants. 

Porter et aI2l5’, using fluorescent antibodies and sorting 
mixtures of Staphylococcus aureus and E. coli, found that S. 
aureus, when mixed in different proportions with E. coli, 
could be selectively recovered at a purity in excess of 90%, 
even when S. aureus composed less than 1% of the total 
cells. Sorting with fluorescently labeled antibodies specific 
for E. coli was also tested for the ability to recover E. coli 
from natural lake water populations and sewage; sample 
purities of greater than 70% were routinely achieved, as de- 
termined by colony counts. Populations of E. coli released 
into environmental samples were recovered at greater than 
90% purity. 

Water That Made Milwaukee (and 
Sydney) Infamous 

In 1993 and 1994, the drinking water supply in Mil- 
waukee became contaminated with the protozoan parasite 
Cyptosporidium parvum, which caused many cases of diar- 
rhea and some deaths. I noted in the previous edition that a 
flow cytometric technique for monitoring drinking water for 
this and other parasites, developed by Vesey et a12223-4, was 
being used in Australia, and suggested that we ought to 
think about it in the United States, too. “Maybe I’ll stick to 
Foster’s for a while,” said I. 

In 1998, while I was visiting Sydney (and being escorted 
by Hopi Yip, who was involved in the water analyses, to visit 
Duncan Veal, Belinda Ferrari, and others at Macquarie Uni- 
versity, where the methodology was developed), the flow 
cytometric monitoring system detected Cyptosporidium in 
drinking water from several sources in town. Nobody 
seemed to know where the parasite came from; the grisly end 
of a dead kangaroo was one suggestion. Interestingly 
enough, there did not appear to be a widespread outbreak of 
diarrhea due to Cvptosporidium in Sydney at the time, al- 

though it might have been somewhat harder to detect due in 
the presence of another GI bug, presumably viral (I dubbed 
it the “Anzac two-step”), that had been making the rounds 
for some weeks before parasites were found in the water 

Cyptosporidium is hard to stain, and doesn’t have a lot of 
surface antigens; the procedure used for detection in 1998 
involved presumptive flow cytometric identification based 
on scatter signals and single-color immunofluorescence, fol- 
lowed by fluidic sorting onto filters, and subsequent visual 
examination. The Macquarie methodology for detection of 
both Cyptosporidium and Giardia has been improved con- 
siderably by the use of dual color immunofluorescence and 
immunomagnetic separati~n’~~~-’~, but I am told that flow 
cytometry is no longer in routine use for water monitoring 
in Sydney, and I’ve gone back to American beer (Sam Ad- 
ams isn’t from Milwaukee, anyway). 

For what it’s worth, in 2001, Lindquist et a134’1 com- 
pared four fluorescent antibody-based methods for detection 
of Cyptosporidiurn parvum in surface water, and reported 
that solid-phase cytometry had the highest presumptive and 
confirmed detection rates. Although flow cytometry had the 

supply. 
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next highest presumptive detection rate in reagent water, it 
placed third in analyses of spiked surface and tap waters, 
and, as used by these authors, lacked a confirmation proce- 
dure. 

Food Microbiology 

Garcia-Armesto et a12’58 and Laplace-Builhe et alZ1!’ con- 
sidered applications of flow cytometry to food microbiology. 
Flow cytometry has been used in conjunction with viability 
markers such as FDA for rapid counting of yeast, mold, and 
bacterial cells in food products using Chemunex’s single- 
parameter flow cytomete?160; this has allowed rapid detec- 
tion of low numbers of microbial Contaminants. The correla- 
tion between flow cytometric results and product shelf life 
was excellent. Chemunex’s instrument line (p. 430), now 
includes flow and solid phase cytometers; they have been 
used for fermentation monitoring as well as for detection of 
microbial contaminants in food and water. 

I have already (pp. 430-1) mentioned that instruments 
for counting bacteria in milk are available from Bentley 
Instruments, Delta Instruments bv, and FOSS Electric 
NS. Using a conventional flow cytometer with fluorescent 
antibodies and propidium to detect Listeria monocytogenes in 
milk, Donnelley, Baigent, and Briggs2I6’ reported that flow 
cytometry yielded a 5.86% false positive rate and a 0.53% 
false negative rate when compared with standard culture 
procedures. McClelland and PindeF7’ were able to detect 
Salmonella typhimurium in dairy products at levels of I04/ml 
using flow cytometry and fluorescent monoclonal antibod- 
ies. 

showed that bacteriophages parasitic on 
Cyanobacteria retained dimeric cyanine dyes such as YOYO- 
1 sufficiently well to be used to identify their target species 
in mixed populations by fluorescence microscopy. Good- 
ridge et a13473 adapted this technique for detection of E. coli 
0157:H7, using a bacteriophage shown to attack most 
known varieties of this strain in combination with immu- 
nomagnetic separation. They estimated that detection limits 
in food products could be as low as 102-103 organisms/ml, a 
level of sensitivity equivalent to that obtainable using PCR. 

Hennes et 

Bioterrorism and Bioopportunism 

As I have pointed out before (p. 74), flow cytometry of 
biological specimens began with attempts at rapid detection 
of bacteriological warfare agents by Gucker et al under U.S. 
Army auspices in the 1940’s. Various American, British, and 
Canadian defense agencies, and their counterparts elsewhere, 
have continued to provide support for, and do, significant 
work on flow cytometry of bacteria 

For most military applications of flow cytometry, the 
specimen is likely to be the output of a device that concen- 
trates particulate matter in aerosols; in the early 1990’s, the 
U.S. Army build several dozen mobile chemical and biologi- 
cal agent detection labs into Humvees, equipping each with 
a Coulter EPICS XL flow cytometer into which were fed 
samples from aerosol concentrators, stained with the acridine 
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dye coriphosphine 0. The Army next contracted with Los 
Alamos and Bio-Fbd to develop a smaller instrument with 
lower power consumption; the result was what is now sold 
by Apogee (to qualified buyers; otherwise they have to kill 
you) as the A20 (see p. 430). A parallel effort attempted to 
develop a detection system based on the B-D FACSCount, 
the notion being that several hundred of these would be 
mounted on top of buildings at military bases around the 
world. I can just see the KC-135 modified to change the 
sheath water. 

It’s gotten hard to keep track of what’s going on on the 
military side of the biowarfare game, but business seems to 
be picking up in the homeland security area since the an- 
thrax attacks. A company called PointSource Technologies, 
LLC (http://www.safewater.tv) has been getting some press 
recently, having received a patent on what appears to be a 
flow cytometric method for detecting individual bacterial 
pathogens in water supplies using scatter signals in sixteen 
different angular ranges. Their Vigilant X-3 Microbiometer 
was used to monitor the water supply at Qualcomm Sta- 
dium during the 2003 Super Bowl (see the Web site for 
details). Not that the biggies in the flow cytometry business 
aren’t looking for a piece of the action; they’re just being 
more discreet. 

If I seem to lack enthusiasm for much of the effort that 
has been made of late to apply cytometry to biowarfare agent 
detection, it is because I think many of the decision makers 
involved in the process, as opposed to the people actually 
doing the work, have gotten overly enthusiastic about the 
technology and lost sight of what it can and can’t do. h r -  
borne Instruments Laboratory built a bacterial detection 
system for the Army in the 1960’s that was essentially a 
static cytometer in a somewhat bulky backpack; it collected 
cells on a tape and stained them with an acridine dye. I sus- 
pect its performance was not much worse than that of a 
Humvee-based flow cytometer. I also believe that some 
really compact, small, inexpensive cytometric instruments 
could now be developed for use by the military if and when 
realistic specs are arrived at, and that flow may not be the 
best way to go. 

Meanwhile, recent past and current events have occa- 
sioned some concern about whether what is published in the 
open literature might give aid and comfort to bioterrorists 
and rogue states, with a group of journal editors and other 
interested parties concluding that “Journals and scientific 
societies can play an important role in encouraging investiga- 
tors to communicate results of research in ways that maxi- 
mize public benefits and minimize risks of 

Viruses and Other lntracellular Pathogens 

Direct detection of viruses by flow cytometry is relatively 
new, but the technology has been used for decades to detect 
infection of cells by viruses and other intracellular 
pathogens, such as chlamydia, by changes in nucleic acid 
content and/or by expression of pathogen-derived or patho- 
gen-related sequences or antig~n~574~6’4~933~5’”2230 . A report 
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showed that cytokine-induced expression of human immu- 
nodeficiency virus in a chronically infected line was accom- 
panied by increased expression of membrane-bound IL- 1 p936; 
HIV P24 a r ~ t i g e n ” ~ ~ - ~  and rnRNAl4O3 can also be detected in 
peripheral blood mononuclear cells. Virus-cell interactions 
can also be studied using membrane or cova- 
lently labeled virus pa~ticleS4~~”~*~-~. 

McSharry et a12166 described a rapid method for detection 
of herpes simplex virus in clinical samples following ampli- 
fication in tissue culture. Qvist et a12’67-8 developed a method 
for flow cytometric detection of bovine viral diarrhea virus 
in blood cells from persistently infected cattle, and found it 
to be at least as sensitive as virus isolation in cell culture. 
Others applied flow cytometry to interactions of cells with 

and to analysis of antibody binding to 
chlamydia elementary bodies””. McSharry reviewed the uses 
of flow cytometry in virology in 19943478; more recent work 
will be discussed in the section on clinical microbiology. 

Scatter signals from medium-sized and large viruses are 
detectable in laboratory-built and in some commercial flow 

(see Figure 7-5, p. 288), and we have al- cytometers 
ready noted (pp. 522-4) that detectable fluorescence signals 
can be obtained from viruses treated with cyanine nucleic 
acid dyes. Autofluorescence is not a problem when measur- 
ing individual virions, so it is likely that a measurable im- 
munofluorescence signal could be obtained from a single 
virion using a slow flow system and, if necessary, appropriate 
amplification techniques. 

It is now feasible to build a flow cytometer that could 
characterize phenotypic and, possibly, genotypic heterogene- 
ity in virus populations, and, when operated in an environ- 
ment designed for biohazard containment, allow sorting of 
single virions with different characteristics for subsequent 
study in culture. The instrument is not likely, in itself, to be 
any more expensive than the fancier cell sorters now on the 
market; we’re not talking about the superconducting super- 
collider. However, it seems to me that these gadgets should 
be installed at the CDC, NIH, and Fort Detrick, because 
virus sorting will, as cell sorting did, allow questions to be 
answered that could not be answered any other way. 
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Clinical Microbiology 

dvarez-Barrientos et a1347’ produced an extensive and 
well-referenced review on applications of flow cytometry to 
clinical microbiology in 2000. I wrote a shorter piece, echo- 
ing much of what is said here, in 20013480. 

Clinical microbiology is regarded as an area in which 
flow cytometry looks very promising. It’s looked very prom- 
ising for a generation, and millions of dollars in venture 
capital have been lost on what, in retrospect, weren’t out- 
standingly sensible approaches. 

When most people contemplate the gold in the hills - or 
ills - of clinical microbiology, they are thinking about diag- 
nostic bacteriology, on which over a billion dollars are 
spent annually. The detection and identification phases of 
diagnosis have been introduced on pp. 528-31. 

The ideal clinical specimen for flow cytometric analysis is 
one in which relatively few particles and few bacteria are 
found in the absence of an infection, and in which large 
numbers of bacteria are found when an infection is present. 
Blood is hardly ideal, because there are too many large ob- 
jects such as platelets and red and white cells getting in the 
way, and, even when the patient is suffering from over- 
whelming septicemia, there may be no more than 1 organ- 
ism in each mL of blood (see p. 530). 

While spinal fluid, even in a case of meningitis, typically 
contains far fewer cells than blood, and while you may only 
need to look for a few different kinds of bacteria or fungi in 
it, there are still problems; the sample volume submitted for 
analysis is usually much less than 1 mL, and specimens from 
patients with bacterial meningitis may contain only a few 
dozen microorganisms. 

Urine is an excellent specimen. Between a third and half 
the specimens submitted for bacteriologic workup nation- 
wide are urine specimens, so any cost-effective technology 
that could improve analysis in this area should find wide- 
spread application. And urine is, believe it or not, relatively 
clean. In uninfected individuals, urine is sterile and contains 
few particles; in patients with urinary tract infections, urine 
typically contains at least tens and, more often, hundreds of 
thousands of bacteria per mL. This means that urine samples 
could be analyzed by flow cytometry without much prior 
processing; there’s no need for centrihgation or filtration, or 
for lysis of cells. In fact, if your instrument can count both 
the white cells and the bacteria in a urine specimen, it will 
do much better at diagnosing urinary tract infections. 

I have already mentioned (p. 529) that a Coulter counter 
fitted with a small orifice can detect almost all cases of sig- 
nificant bacteriuria, but that it also identifies other noninfec- 
tious particles in urine as bacteria. The capacities of Sysmex’s 
UF-50 and UF-100 flow cytometric urine analyzers (p. 510) 
for detection of bacteriuria have gotten mixed I 
don’t doubt that an instrument using a suitable combination 
of nucleic acid stains, fluorogenic substrates such as FDA, 
and membrane potential probes would be able to identify 
bacteria in samples, determine their metabolic activity, and 
discriminate them from noninfectious inorganic and organic 
particles in the same size range. 

In the previous edition, I waxed almost lyrical about the 
capabilities of small, red laser source flow cytometers and 
red-excited cyanine membrane potential dyes for bacterial 
detection and identification. In this edition, I have outlined 
an approach to a flow cytometric “Gram stain” using these 
instruments and reagents (pp. 516-7); last time around, I 
pointed out that the instrument could also identify fungi, 
and leukocytes (which, in urine, provide independent con- 
firmation of the existence of bacterial infections) in the same 
samples used for bacterial detection. I also mentioned that, 
since bacteria will maintain membrane potentials in media 
in which they can grow, and lose membrane potential in 
media in which they cannot or in the presence of com- 
pounds that inhibit their metabolism, it would be possible to 
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do identification steps beyond the “Gram stain” using the 
flow cytometric membrane potential measurement. For ex- 
ample, metabolic inhibition by crystal violet will distinguish 
StapbyLococcus from Streptococcus species. I am less enthusias- 
tic about this approach now; I suspect that it makes more 
sense to do growth- and inhibition-based identification us- 
ing scanning cytometry and “nanowell plates” containing 
small numbers of organisms, preferably incorporating micro- 
fluidics ~ n - c h i p ~ ” ~ - ~  to facilitate sample preparation, and the 
same approach may be in order for susceptibility testing. I 
am sobered by what I hear from the people I know in the 
diagnostic microbiology business; they tell me that all of this 
has to be done for a quarter, and that may be a tall order. 

Antimicrobial Susceptibility Testing: 
One Size Does Not Fit All 

What the clinicians generally care most about is not so 
much detection and identification as antimicrobial suscep- 
tibility testing, i.e., determining which drugs kill or arrest 
the growth of the organism, and what concentrations of the 
effective agents are required. This can be initiated from the 
same inoculum used for the identification process, some- 
times making the clinically relevant information about 
which drug to use available before identification of the or- 
ganism has been completed. 

From the 1980’s on, an increasing percentage of clinical 
bacteriology laboratories have installed automated systems 
for identification and susceptibility testing, which provide 
results in 2 to 7 hours, rather than in 15 to 24 hours, as is 
the case when traditional culture methods are used. The 
automated systems, although originally conceived as labor- 
and money-saving, as well as timesaving, have turned out to 
increase laboratory costs. However, an older study by Doern 
et alZZ5? and more recent work by Batenfanger et a1348’-4 
document the clinical impact of rapid identification and 
susceptibility testing; patients for whom diagnoses were 
made more rapidly with the aid of automated systems had 
significantly lower mortality rates and hospital costs and 
shorter hospital stays. The motivation for developing cy- 
tometric techniques for rapid susceptibility testing is 
stronger than ever. Now, all we have to figure out is how to 
do them. 

In many clinical situations, e.g., in the context of manag- 
ing urinary tract infections, knowing whether the pathogen 
is bacterial or fungal and, if bacterial, whether it is Gram- 
positive or Gram-negative, is usually enough to allow a phy- 
sician to decide which antibiotic(s) to prescribe, at least ini- 
tially. The use of existing systems for sensitivity testing 
would permit a prescription to be changed, if necessary, 
within 24 hours. Other situations, e.g., septicemia and men- 
ingitis, may require more rapid answers. 

In considering responses to biological warfare, the de- 
fense agencies have traditionally though in terms of adminis- 
tering antitoxins in the short run and immunizing personnel 
against the agent, in the longer run. It is probably more sen- 
sible to consider antimicrobial agents as the short-run de- 

fense; it is poor strategy for your adversary to release an 
agent against which no antimicrobial is effective, and also 
poor strategy to use an agent against which you are likely to 
have stockpiled antitoxin and vaccine. Unfortunately, the 
major reason we now have to think about defense against 
biological warfare is that it has been, and may again be, used 
by less rational individuals than we once thought might use 
i?462, so all bets are off. 

When I first took the position that, faced with serious 
bacterial infections and/or biowarfare agents, we should de- 
termine bacterial antimicrobial susceptibility first, initiate 
treatment, and then wait a day or two for definitive 
identification, it seemed to be heresy; it now appears that 
other people are willing to consider what I call the 
“Andromeda Strain” approach. The precise species and 
strain of the organism are of epidemiologic and/or forensic 
significance; getting the patient on the right drug is time- 
critical, and, if you don’t have specific reagents for an 
organism, you can still figure out how to do that. 

Over the years, a lot of people have considered the use of 
flow cytometry for antimicrobial susceptibility testing. 
There are two main classes of antimicrobial agents. Bacteri- 
cidal agents, e.g., penicillin and streptomycin, kill bacteria; 
bacteriostatic agents, e.g., chloramphenicol, keep organ- 
isms from growing, but don’t kill them. The most obvious 
way in which to determine the effects of either type of 
drug on cultures is to compare bacterial counts over time 
in treated and control cultures, and, after all these years, 
there doesn’t seem to be a better indicaror or set of indica- 
tors of antibiotic sensitivity that will work in all types of 
bacteria. 

In early work, Cohen and SahaY6O used light scatter and 
ethidium fluorescence to identify and count bacteria in cul- 
tures from body fluids and exudates, and detected suscepti- 
bility to amikacin within 1 h in 12 of 13 positive specimens. 
Gant et a12077, using a FACScan, reported being able to dis- 
criminate between the effects of different antibiotics based 
on morphologic (i.e., scatter signal) changes. Raponi et alZZ6’ 
noted changes in E. coli capsular morphology in response to 
low doses of antibiotics. 

I found years ago2’’’ that bactericidal antibiotics take 
away membrane potentials; in addition, some antibiotics, 
such as aminoglycosides, diminish membrane potential in 
susceptible organisms within 5-10 min. Using scatter and 
membrane potential probe fluorescence measurements and 
counts from my little red laser system, I could determine 
antibiotic sensitivity of several common species within 60-90 
min. Other investigators reported similar results in sensitiv- 
ity testing with commercial flow cytometers; Bercovier et 
al”’ used rhodamine 123 as the membrane potential probe, 
while Ordonez and W e h ~ n a n ’ ~ ~ ~  used DiOC,(3). 

Early enthusiasm for the technique was tempered by the 
realization that the need for multiple aliquots greatly in- 
creases the time needed to test a single clinical sample. If you 
are testing ten antimicrobial agents at two concentrations, 
you have to look at twenty aliquots of sample plus a control. 
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A flow cytometric system can get susceptibility information 
for one sample in an hour or so, but ten minutes of the hour 
will be used to run the multiple aliquots through the in- 
strument. If you have a couple of dozen broth cultures, flow 
will get the first one done faster than the 96-well sensitivity 
tester, but the 96-well apparatus will finish the lot well 
ahead. 

Enthusiasm was tempered, but not extinguished. Work 
on flow cytometric susceptibility tests continued, as summa- 
rized in reviews by hvarez-Barrientos et a13479, Davey et a13488, 
and Walberg and Steen3489. 

Bacteria: Confusion Reigns 
Until recently, most reported studies on bacteria and 

fungi measured only a single fluorescence parameter, assess- 
ing “viability” by membrane integrity, determined using 
fluorogenic substrates such as FDA or dyes such as 
propidium and Sytox Green, or by the presence of a mem- 
brane potential, determined with cyanines, oxonols, or rho- 
damine 123. For what it’s worth, while the results of flow 
cytometric susceptibility tests of bacteria correlate with cul- 
ture results, estimates of the fraction of viable bacteria by 
cytometry and from culture are typically different by at least 
a factor of five. The best correspondence I have ever seen was 
obtained in my lab, in studies initiated by Jared Silverman of 
Cubist Pharmaceuticals on the mechanism of action of the 
lipopeptide antibiotic daptomycin”gO; viable counts esti- 
mated by ratiometric membrane potential were within a 
factor of two of plate counts. Not coincidentally, daptomy- 
cin’s antimicrobial action appears to be intimately related to 
its rapid depolarizing action on the cell membrane. 

As was noted on pp. 519-22, once people started looking 
at multiple functional parameters2351.2610’33968, things became 
more complicated. Different antibacterial agents may have 
different effects on various functional parameters in different 
bacteria against which they are effective, meaning that no 
single functional parameter is optimal for susceptibility de- 
termination for all drugs and all species. 

Counts still work. In most cases, one can get adequate 
counts of organisms in 96-well plates by determining turbid- 
ity (which is affected by the size as well as the number of 
organisms3488), or by using nucleic acid stains such as Pic0 
green or tetrazolium dyes, and a flow cycometer is an expen- 
sive alternative. The “nanowell plate” approach I suggested 
on p. 534 may make for shorter incubation times than are 
needed using 96-well plates. 

If one considers the plate count to be a “gold standard” 
for susceptibility testing and other viability determinations, 
it is important to remember that what is counted on a plate 
are colonies, and that a colony forming unit (CFU) may 
be a single organism or an aggregate. When nucleic acid 
stains or indicators of metabolism are used for the readout of 
a microwell assay, the signal is proportional to the number 
of organisms, not to the number of aggregates. If nothing is 
done to break up aggregates, the “events” detected by flow 
cytometry (and those sorted into plates, as illustrated in Fig- 

ure 10-30, p. 521) may represent single cells or aggregates, 
and, if an appropriate cytometric indicator of “viability” is 
selected, flow cytometric data should agree well with plate 
counts, as was the case in our daptomycin These 
were done primarily with Staphylococcus aureus, which forms 
clumps of cells. Other organisms, such as Streptococcus pyo- 
genes, form long chains; disaggregation may be necessary 
before flow cytometry can be done. Mild sonication is the 
preferred t e ~ h n i q u e ~ ~ ~ ~ ’ ~ ~ ~ ~ .  

The molecular biologists would like to do away with 
growing bacteria altogether, relying on detection of resis- 
tance genes in amplified DNA. Flow cytometry could play a 
part in that if multiplexed bead assays are used for the read- 
ouPM, or if slow flow is used to read “fingerprints” of strains 
with known resistance characteristics based on DNA frag- 
ment size in  digest^^"^-^^. 

I still believe that multiparameter flow cytometry can 
play an important role in analyses of the bases of antibiotic 
resistance and in the development of nav antimicrobid 
agents (p. 522). This has taken on a new urgency with the 
emergence of drug-resistant strains of organisms causing 
tuberculosis and pneumonia, among other diseases, and with 
increasing concern about bioterrorism. Flow cytometry can 
provide both direct and indirect measures of drug uptake by 
microorganisms, facilitating understanding of the permeabil- 
ity barriers and efflux mechanisms involved in drug resis- 

This work will require running a lot of samples, 
and a lot of hazardous samples, at that. 

Mycobacteria: Down for the Count 
Speaking of hazardous samples, Mycobacterium tuberculo- 

sis is high on my list of organisms to avoid. A single individ- 
ual working at Maine’s Bath Iron Works managed to infect 
over 400 contacts with a fairly nasty strain of TB, and the 
bug is readily spread by coughing, sneezing, etc., unlike, say, 
HIV or Ebola virus. 

While tuberculosis is a bad disease, the organism itself 
grows slowly enough in vitro so that it takes weeks to deter- 
mine whether a culture is positive. This makes conventional 
susceptibility testing take a long time. Ronald Schell and his 
coworkers at the Wisconsin State Laboratory of Hygiene 
have developed several flow cytometric assays for antimicro- 
bial susceptibility in m y ~ o b a c t e r i a ~ ~ ~ ~ - ~ .  They initially24” used 
FDA as an indicator; this made it necessary to stain organ- 
isms, which is more of a problem in mycobacteria than in 
most other species, and to work with unfixed specimens, 
which scared most potential users off. However, they subse- 
quently that organisms in fixed specimens 
could be identified and counted based on their scatter char- 
acteristics, enabling the test to be done safely in most labora- 
tories. Results are available in 72 hours, which classifies as 
rapid in this context. 

Antifungal Susceptibility: Flow Does the Job 
Previously, Green et alz262 used scatter and propidium 

fluorescence to determine susceptibility of Candidz albicans 
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and other fungi to a variety of agents within 3 h. Much sub- 
sequent work on flow cytometric antifungal susceptibility 
tests has relied primarily on dye exclusion tests using 
p r o p i d i ~ m ~ ~ ” - ~ ;  other utilize Molecular Probes’ 
dye FUN-12’32, which localizes in vacuoles and imparts red 
fluorescence to metabolically active cells with intact mem- 
branes, while cells with damaged membranes exhibit diffuse 
yellow-green fluorescence. Acridine orange350’ and membrane 
potential dye?502-’ have also been used as viability indicators. 
Perhaps because many antifungal agents act primarily on the 
cytoplasmic membrane, results of flow cytometric antifungal 
susceptibility tests of Rpergiflm and Candiah species and of 
Cryptococcus neofomans and Tomfopsir ghbrata correlate well 
with both the NCCLS M-27standard method34q7*34qq~roo~350z 
and with clinical outcomes3499; results are available several 
days earlier using flow. 

Antiviral Susceptibility by Flow Cytometry 
Changes in the fraction of cells synthesizing viral anti- 

gens and in the patterns of expression of viral antigens have 
been used as the basis for tests of susceptibility of herpes 
simplex virus type 13504, cytomegalovir~S3~~~-~, and human 
herpesvirus 63508 to a variety of antiviral drugs; the flow cy- 
tometric assays are substantially less labor-intensive than 
conventional alternative methods. 

From my point of view, if flow cytometry can make it 
anywhere in clinical microbiology, it will be in the area of 
bacterial detection, using inexpensive instruments and nu- 
cleic acid and/or membrane potential dyes. The technology 
is particularly well suited to urine microbiology, but the 
same machine that can work on urine can also handle cul- 
tures in liquid media. I’ve been saying all this for twenty 
years, and not much has happened. There are at least 10,000 
potential sites in the U.S. in which such instruments could 
be placed, which represents a nice market; when you con- 
sider that there’s a chance the instrument could be made 
inexpensive enough to put in a doctor’s ofice, the market is 
even more attractive. 

Or should be. BD has had a big share of the flow cy- 
tometry market and an even bigger share of the diagnostic 
microbiology market for decades, and never produced a 
flow-based microbiology product. They have invited me to 
pitch one to them on two occasions fifteen years apart; no 
sale. There are some smaller companies pursuing environ- 
mental and food microbiology (see Chapter 8), but it will 
probably take a big one to make a dent in the clinical area. 

Cytometry in Vaccine Development 
The earlier section on lymphocyte activation docu- 

mented the present ability of flow cytometry to detect anti- 
gen-specific T lymphocytes and to determine their func- 
tional capacities. Prevention via immunization remains one 
of the best ways of dealing with infectious diseases, and ac- 
tive efforts are underway to develop and refine vaccines for 
relatively new agents, such as HIV, and for the granddaddy 

of them all, smallpox, extinct in the wild but still putting the 
terror in bioterrorism. 

Using intracellular cytokine production as an indicator 
of CD8+ T lymphocyte response, Frelinger and Garbs'"' 
stimulated lymphocytes from unvaccinated and previously 
vaccinated individuals; while the levels of response dimin- 
ished with time since vaccination, even those patients vacci- 
nated more than 35 years prior to challenge showed some 
response. 

Letvin et a T 5 0 9  discuss the prospects for developing HIV 
vaccines; their work to date with animal models indicates 
that vaccines can elicit protective antigen-specific cytotoxic 
T  cell^'^'^, but also that a single nucleotide mutation in the 
virus can result in the death of an immunized 
This outcome notwithstanding, papers by the Letvin group 
provide an excellent example of how to assess immune re- 
sponses to vaccines. 

Reed et a135’2 developed a flow cytometric bead assay for 
measuring the antibody response to the “protective” antigen 
of Baciffus antbracis; multiplexed immunoassays may facili- 
tate demonstration of antibodies to multiple antigens from 
multiple pathogens, whether induced by prophylactic im- 
munization or by infe~tion’~’’. Cirino et a13”4 developed a 
flow cytometric assay to identify scFv antibody fragments 
that disrupted anthrax toxin binding, which are potentially 
useful in the treatment of the infection. 

Geoffroy et a1344’ used GFP to enable monitoring of lactic 
acid bacteria used as live oral vaccine vectors, while Haid- 
inger at el’450 used GFP to facilitate removal of live bacteria 
from vaccines made from bacterial ghosts. 

Microbiology Odds and Ends 
Fouchet et a12264 reviewed flow cytometric applications in 

the broad area of microbiology before the previous edition of 
this book was published. Some other older 
show that dental researchers jumped on the flow microbiol- 
ogy bandwagon ahead of most of the rest of us. Then, there 
are some older and newer papers on opsonizing antibod- 
ies2268-72 and bacterial interactions with cells2273-4~3514-, including 
a few on my old friend Heficobacterpylori (yes, I’ve run some 
through my machine). 

I still heartily recommend two excellent  paper^^^'^.^ which 
together combine quantitative immunofluorescence, image 
analysis, and flow cytometry in direct demonstrations of 
anaerobic bacteria in stool. The subject matter may stink, 
but the methodology is superb. I might add that, thanks to 
papers like these and the work shown in Figure 10-27 (p. 
518)3395, it is no longer technically correct to look at bad 
immunophenotyping (Figure 10-2, p. 447) and say “This 
looks like crap”; we now know what crap looks like. 

Parasitology 
As long as flow cytometry remains an expensive tech- 

nology, it is unlikely to find much use in clinical diagnosis of 
parasitic diseases, whatever its utility in research in this field. 
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There are probably nearly a billion people with malaria; 
most of them are poor and don’t live in the United States, 
which has kept interest in malaria in this country focused on 
being able to treat the disease in American military person- 
nel sent elsewhere. 

By the time the previous edition of this book was writ- 
ten, flow cytometry had been used by several groups of in- 
vestigators to demonstrate the presence in red blood cells of 
intracellular parasites, including various species of Babesia 
(babesiosis), Plasmodium (malaria), and Trypanosoma (Afri- 
can sleeping sickness and Chagas’ di~ease)~’~*~”-~l, and to 
study the cell cycle of the malaria parasite Phmodiumfalci- 
p a r ~ m ~ ~ ’ . ~ .  DNA fluorochromes had been shown to permit 
discrimination of parasitized from uninfected cells and, in 
some cases, purification of viable infected cells by sorting. 
Cells containing some parasites also could be identified by 
their higher apparent membrane  potential^^^^^''^^'. Jackson et 
a1940 applied fluorescence microscopy with an FDNethidium 
stain to determining “viability,” i.e. membrane integrity, of 
intra- and extracellular Leishmania; the flow cytometric ver- 
sion of this assay has since been used with numerous species 
of parasites. 

Flow cytometry can detect malaria parasitemia, using 
fluorescent dyes21724, a cytochemical (Technicon H- 1) hema- 
tology analyze?’”, and polarized scatter 
(p. 279). It has also been used to characterize the DNA con- 
tent and growth of Phmodium species and their 
effects on red cell  antigen^^'*^-^, and to analyze the effects of 
drugs and other  treatment^'^^''^^^''^'^^-^. 

Flow cytometry was also used to study the DNA con- 
, and 

effects on the h o ~ 3 ~ ~ ~ - ~  of, and the effects of drugs 0n157’-80’2206, 
various species of Trypanosoma. Growth, surface antigens, 
and host cell interactions of Leishmania species were also 

Moving on to organisms which, at least occasionally, 
worry Americans, there was some flow cytometry done on 
intestinal parasites of the genera Giardia2215-21’2224 and Crypto- 
~ p o r i d i u m ~ ~ ~ ~ - ~ .  Alderete and ~ o w o r k e r s ~ ~ ~ ~ ~ ~  investigated the 
surface antigens of Tricbomonas vaginalis and their relation- 
ship to infectivity; it appears that virulence of this organism 
is mediated by infection with a double-stranded RNA virus. 
Humphreys, Allman, and used FDA/PI and an 
oxonol membrane potential dye in viability tests for 7: 
vaginalis. Pneumocystis carinii, the causative organism of the 
pneumonia fatal to many people with HIV infection, also 
came under flow cytometric s c r ~ t i n y ’ ~ ~ ~ ~ ~ ~ ~ ’ ~ .  

There were a bunch of other papers on flow cytometry in 
p a r a s i t ~ I o g y ~ ~ ~ ~ - ~ ~  that I included in the references to the 
Third Edition; at that point, I declined to “open that can of 
worms and protozoa.” I will again beg off on a detailed dis- 
cussion, and point you to some more recent references deal- 
ing with A~antbamoeba~~~~~‘,  Babe~ia~~~’,  Crypto~poridium~~~~.~ 
(also see p. 528), E i ~ e r i a ~ ~ ’ ~ ,  En~ephalitozoon~~~””, 
Giardia3530.1, Tbeileria”’”’, and Trypan~soma~~~~ 
species. 

tent2188-92, grOwthZ193-7, surface characteriSticS1~8~.21L)8-202,2214 

investigatedl 421.2207-13 

Work on the biology and chemotherapy of malaria has 
c ~ n t i n u e d ~ ~ ~ ~ - ~ ~ ,  and some progress seems to have been made 
toward development of a preventive 

The first papers on detection of malaria parasitemia used 
the W-excited Hoechst dyes and relatively large instru- 
m e n t ~ ~ ~ ~ . ~ ;  Makler et al”’ took a step in the right direction by 
demonstrating that thiazole orange and the FACScan could 
be used to detect and analyze Plasmodium species in blood, 
and other recent papers used ethidium and propidium. That 
still keeps things in the realm of instruments that use blue- 
green or green excitation. However, I (unpublished) have 
managed to detect P. fahiparum in parasitized red cells using 
oxazine 750 and a Cytomutt with a 7 mW red He-Ne laser, 
and this dye and others could be used in an inexpensive cy- 
tometer with a red diode laser as a light source2447. I don’t 
know whether the billion victims are going to be any better 
off if such an instrument exists, but one can be made if it’s 
needed. It can also be used for malaria research, for which 
funding doesn’t seem to be lavish anywhere. 

Meanwhile, you might want to run a copy of this section 
by the parasitologists and/or tropical medicine specialists in 
your institution, especially if they don’t use your machine. 
Take them to lunch. Buy them acceptable beverages. You 
might gain friends and/or paying customers. 

Pharmacology and Toxicology 
Flow cytometric analysis of drug effects on cells in vitro 

has, for some time, been considered as an alternative to ani- 
mal t e s t i n p .  

Drugs and the Life and Death of Cells 

Since some of the first users of fluorescence flow cytome- 
try were involved in cancer diagnosis, research, and treat- 
ment, it is not surprising that much early work in both the 
United States and Europe used DNA content analysis to 
determine effects of anticancer drugs on the cell cycle. In 
the early 1970’s, it seemed there was an unending litany of 
papers entitled “Effects of (your drug here) on cell cycle 
traverse in (your cell type)”; while, from today’s point of 
view, few of those papers seem all that informative, flow 
cytometry has become steadily more valuable in the analysis 
of interactions between drugs and cells. Testing has grown 
more specific; where once one might have simply followed 
DNA content distributions over time to detect DNA dam- 
age, there are now, for example, tests based on dual- 
parameter DNN~protein’~’” or DNA/RNA954 analysis, or on 
detection of DNA denat~ration’~~~‘. Recent discussions of 
drugs and the cell cycle have been published by Shackney 
and Shankef5j0 and Traganos et a13551. 

In many cases, it is possible to study drug uptake 
directly, using fluorescent drugs such as the anthracyc- 

or labeled analogs such as fluoresceinated deriva- 
tives of methotre~ate~~~-’; this has been discussed on pp. 376- 
7. Charcosset et a16” used flow cytometry to demonstrate 
that the uptake of a cationic drug, was as expected, depend- 
ent upon membrane potential; the particular drug studied 

lines352-3,814-8 
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was the fluorescent DNA intercalator N-methylelliptici- 
nium, which has been studied as an anticancer agent. 

Even when direct assessment of drug uptake on a cell-by- 
cell basis is not possible, flow cytometry can readily provide 
quantitative analyses of the effects of different drug doses 
on cells’ metabolism over time courses ranging from sec- 
onds to weeks, using the full range of parameters available. 

The results of flow cytometric assays of drug effects on 
mammalian cell viability have not always correlated well 
with results obtained from culture. Poot et a13552 report that 
culture of cells prior to drug treatment followed by assess- 
ment of proliferative survival by Hoechst 33342/ethidium 
detection of BrUdR incorporation after 72 h exposure to the 
label yields cytometric results comparable to those obtained 
from colony-forming assays. 

In recent years, it has become appreciated that many cy- 
totoxic drugs induce apoptosis in susceptible cells; 
Darzynkiewicz and his have described both 
drug effects and the methods for their study using both flow 
cytometry and laser scanning cytometry. 

There is also interest in replacing established methods in 
toxicology by faster, more automated, flow cytometric 
methods. Zucker et a12058-9 studied membrane effects of tribu- 
tyltin, which were analyzed by both biochemical and flow 
cytometric assays. Yurkow et a13556-7 used a specific antibody 
to monitor cellular levels of the protein of metallothionein, 
which increase following exposure to heavy metals. Effects of 
toxic agents on spermatogenesis can also be detected by 
flow cytometry2060-2. 

Erythrocyte Micronucleus Assays 
Several flow cytometric adaptations have been described 

for the bone marrow and blood erythrocyte micronucleus 
. These are standard tests for effects of clasto- 

genic agents. It was noted on p. 453 that DNA damage due 
to such compounds or to radiation could be detected by 
increases in the CV of DNA histograms, but this requires 
carefully controlled, high-resolution flow 
While the nuclei of mammalian erythrocytes are normally 
extruded during maturation, cells exposed to clastogenic 
agents retain chromosome fragments, or micronuclei, which 
can be detected by appropriate staining. 

Since the objective is to detect DNA-containing micro- 
nuclei in relatively immature red cells (reticulocytes), which 
normally contain RNA, it is necessary to discriminate be- 
tween the two types of nucleic acid. The earlier versions of 
flow cytometric micronucleus assays used Hoechst 33342 or 
DAPI as DNA selective ~ t a i n s ~ ’ ~ ~ . ~ ,  identifying reticulocytes 
by thiazole orange staining, and therefore required dual-laser 
flow cytometers with UV and 488 nm excitation, making it 
impractical to implement the assays on most fluorescence 
flow cytometers. 

Beginning in the early 1990’s, Torous and her col- 
worked toward a robust micronucleus assay 

that can now be run on a single (488 nm)-laser flow cytome- 
ter. Reticulocytes are identified by staining with fluorescein- 

assays2063-8.3558-68 

leagues2066-8.3561-8 

labeled anti-CD71 antibody; cells are fixed and stained with 
propidium after RNAse treatment, and malaria-parasitized 
erythrocytes are used as a DNA This test proved 
to be reproducible in a multilaboratory s t u d y .  A further 
improvement has been in which SYBR Green or 
SYTOX Green replaces propidium as the DNA stain and 
PE-labeled antibodies are used to detect CD71; a PE-Cy5 
anti-glycophorin antibody is added to improve discrimina- 
tion of erythroid cells. 

Micronucleus assays for laser scanning cytometers have 
been described by Styles et a13570 and Smolewski et al””. 

Toxic Waste and B cell Proliferation 
During the 1980’s and early 1990’s, the Centers for Dis- 

ease Control determined peripheral blood lymphocyte im- 
munophenotypes of approximately 900 individuals living 
near toxic waste cleanup (Superfund) sites and 600 controls; 
and discovered what appeared to be a higher incidence of B 
cell monoclonal lymphocytosi~580 (BCML), which may or 
may not be a precursor of B cell chronic lymphocytic leu- 
k e ~ n i a ~ ~ ~ ’ ,  in the group near Superfund sites. A follow-up 
investigation confirmed the findings3582. The difference in 
incidence of BCML between the two populations was small 
enough so that it would not have been noticed in a study of 
fewer than 100 individuals; this should remind us that look- 
ing for small effects in small groups can be a (nontoxic) 
waste of time and money. 

Radiation Dosimetry 
Snopov et a13572 used an antibody against thymine dimers 

to estimate the dose of radiation received by mononuclear 
leukocytes in irradiated blood. An older technique for esti- 
mating radiation dose from the frequency of mutations at 
the erythrocyte glycophorin A locus3573-5 has been used to 
study survivors of the atomic bombing of and the 
nuclear accident at C h e r n ~ b y I ~ ” ~ - ~ .  

Food Science 

Somatic Cell Counts in Milk 
Counts of somatic (nucleated) cells in milk serve as 

the principal criterion for determining whether a cow’s ud- 
der is healthy and, therefore, whether its milk is suitable for 
consumption. In most countries, such analyses are required 
by law; if the presence of mastitis is indicated by an elevated 
cell count, the milk cannot be sold. 

The major problem in somatic cell counting in milk is 
discrimination of cells from fat droplets; Breer et al”’ 

showed that this could be done by adding acridine orange to 
a milk sample and analyzing the sample on a flow cytometer. 
A respectable number of Partec’s smaller flow cytometers 
were sold to dairy concerns for somatic cell counting. When 
I first heard about this, it seemed to me that a flow cytome- 
ter was a bit pricey for this application; I was wrong. As it 
happens, the instruments then most widely used for somatic 
cell counting cost at least as much as flow cytometers. They 
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were the Fossomatic series, manufactured by Foss Electric 
AJS (p. 431). In these instruments, a milk sample was di- 
luted in buffer containing ethidium bromide, which stained 
nuclei; the suspension was then applied to a rotating disc, 
forming a thin layer of cells which passed under the objec- 
tive of a fluorescence microscope with a PMT, fitted with an 
appropriate emission filter, placed in its image plane. Foss’s 
newer Fossamatic 5000 instruments, and their competitors 
from Bentley Instruments in the U.S. (p. 430) and Delta 
Instruments bv in the Netherlands (p. 431), are flow cy- 
tometers. They are not intended to get 1 percent CV’s on 
ethidium bromide fluorescence; all they have to do is dis- 
criminate stained nuclei from other stuff in the sample; and 
they work well enough so that there are hundreds in use. 

Ostensson’n22 used a more conventional flow cytometer 
to follow total and differential leukocyte counts in blood and 
milk in experimental endotoxin-induced bovine mastitis, 
and Saad and A s ~ r o m * ~ ~ ~  examined estrogen effects on blood 
and milk leukocytes. Redelman et alZoz4, using carboxydi- 
methylfluorescein diacetate to label intact cells in milk, 
could identify five or more cell clusters on two-parameter 
displays of fluorescence vs. orthogonal scatter. Pillai et a13583 
and Rivas et a13584 report that differential count information 
provides somewhat more information about udder health 
status than simple somatic cell counts; D’Haese et a13585 ex- 
amined a solid phase cytometer as an option for somatic cell 
counting and found it less effective than a Fossomatic in- 
strument. 

Bentley, Delta, and Foss also manufacture flow cytomet- 
ric apparatus for counting bacteria in raw milk: this testing 
is, as far as I know, currently not mandatory in the U.S. 

Seo et a13586 reported that a rapid method combining flow 
cytometry and immunomagnetic bead separation followed 
by 6 h enrichment in culture could detect very small num- 
bers of E. coli 0157:H7 inoculated into raw milk, ground 
beef, and apple juice samples; as few as four organisms/g of 
ground beef could be found; Goodridge et a13473 estimate 
detection sensitivity of 102 organisms for ml in milk using 
their flow cytometric bacteriophage assay. 

Brewhaha 
Jespersen, Lassen, and Jakob~en”’~ applied flow cytome- 

try to detect wild yeast infections in breweries. After selective 
enrichment in culture for 48-72 h and staining with a 
fluorogenic substrate, they could find one wild yeast cell per 
lo6 culture yeast cells. They probably used lagerithmic am- 
plifiers. 

A Loaf of Bread, a Jug of Wine ... 
Attfield et alsSs7 showed that flow cytometry with oxonol 

dyes and propidium was useful for estimating the activity of 
reconstituted dry yeasts, which are widely used in both bread 
baking and winemaking. If your sourdough starter is a non- 
starter, check it out in your lab. 

Malacrino et a13588 found flow cytometry useful for moni- 
toring populations of both yeast and the bacterium Oenococ- 

cus oeni, which improves taste by converting malic acid to 

lactic acid, in wine; Graca da Silveira et alssS9 used flow cy- 
tometry to monitor membrane integrity of 0. oeni. 

Resveratrol, a polyphenolic antioxidant found in red 
wine359’-7, is reported to inhibit cell growth, including tumor 
cell growth, induce apoptosis in cultured leukemia cells, and, 
at high levels, decrease cell responses associated with in- 
flammation. To your health! 

Since cheese goes so well with wine, this is a good place 
to mention that Bunthof et a1359s used Molecular Probes 
LIVE/DEAD BacLight ki? with fluorescence and confocal 
microscopy and flow cytometry to monitor permeabilization 
of cheese starter bacteria. 

Seeing the Blight 

Phytophthora infestam, an important plant pathogen 
originally classified as a lower fungus but now thought to be 
closer to algae and diatoms, caused the great potato famine 
in Ireland in the mid-19th century: other species of the same 
genus cause root rot in squashes, cucumbers, peppers, and 
other species. Day et al”” report that Calcofluor White 
staining, flow cytometry and a sophisticated data analysis 
algorithm allow Phytophthora infestans sporangia to be dis- 
criminated from other airborne biological particles. We 
don’t want fries with that. 

Major Food Group: Chocolate 
Last but not least in the food section, I come to a major 

reason I have kept such sanity as I have while generating this 
volume. According to Rein et a136’o-1, cocoa polyphenols in- 
hibit platelet activation in vitro, with the effect also being 
detected after cocoa consumption. Time for a chocolate 
break. 

Biotechniques and Biotechnology 
This section is oriented toward industrial uses of flow cy- 

tometry, but includes a few tricks that didn’t seem to fall 
under other headings I had. If you’re interested, you might 
want to look at a 1996 book edited by Al-Rubeai and Em- 
ery, Flow Cytometry Applications in Cell Culture ‘“’; a new 
book on Flow Cytometry in Biotechnology, edited by Larry 
Sklar, should be published by Oxford University Press in 
2003 or 2004. There is a 2001 review article by Rieseberg et 
al on “Flow cytometry in biote~hnology”~~’~, but it has a lot 
of introductory material on flow cytometry and little detail 
on the applications. 

In the 1970’s, when people first got the notion that flow 
cytometry might be useful in the design and analysis of in- 
dustrial processes involving prokaryotic and eukaryotic cells, 
the metabolic reactions involved were those that had evolved 
with the cells; today, the influence of recombinant DNA 
technology is pervasive. James Bailey3603, who published 
some of the earliest papers on multiparameter flow cytome- 
try of b a ~ t e r i a ~ ~ ~ ’ ~ ~ ~ ,  was perhaps the first chemical engineer to 
appreciate what genetic manipulation could accomplish in 
the field he called “metabolic engineering,” and combined 
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flow cytometry and other experimental techniques with 
mathematical modeling to study the dynamics of bacterial 
and yeast populations. His students have continued to use 
flow cytometry for such applications as on-line monitoring 
of b i o r e a c t o r ~ ~ ~ ~ ~  and selection of yeast cells36o5 expressing 
antibodies with higher affinities than can be generated in the 
immune system36o6. 

There seem to be only a few basic approaches to flow cy- 
tometry in biotechnology. Flow cytometers without sorting 
capability are used for high throughput screening, the ob- 
jective being to look at a relatively simple interaction, such 
as ligand binding, in a maximum number of samples in a 
minimum time. Fast sample handling hardware (p. 365-6) 
has reduced the time needed to process a single sample to 

under two seconds; multiplexing may allow samples to be 
mixed before analysis, further increasing throughput. 

Sorters, preferably high-speed sorters, are used to isolate 
the “best and the brightest” fraction of a percent of cells or 
beads from highly heterogeneous mixed populations, based 
on ligand binding and/or metabolic activity. 

While the applications just mentioned typically do not 
require measurement of a large number of parameters, it is 
likely that successful on-line process monitoring will, al- 
though, once the right measurement parameters have been 
selected, it should be possible to get by with a lower analysis 
rate. A number of papers relevant to theoretical and practical 
aspects of process monitoring, dealing with bacteria, yeast, 
and eukaryoric cells, have appeared since the previous edi- 
tion was PUbliShed3384,3396,3604,3607-20 

Protein and Gene Expression on Cells and Beads 
While phage display (p. 348) provided the first widely 

used technology for generating and expressing combinatorial 
libraries of antibodies and other proteins, the more recent 
trend has been toward expression of engineered enzymes, 
antibodies, and receptors in bacteria and ~eas<‘~’-’~. The an- 
tibodies, in particular, are expected to be useful in therapy as 
well as in diagnosis and research. Cell sorting seems to be the 
preferred mode for selection in this business, but simpler 
technologies have been reported to work3606.3633-4. 

Sydney Brenner and his c o l l e a g ~ e s ~ ~ ~ ~ ~ ~  have used sorting 
to identify differentially expressed genes by two-color analy- 
sis of oligonucleotide-bearing beads. 

Getting Big Molecules into Small Cells 
There are several ways of getting large molecules such as 

dextrans, proteins and DNA, or impermeant molecules, 
such as acid dyes, into cells; Lee et alZo5’ used flow cytometry 
to evaluate three. The first was cell fusion, in this case, with 
red blood cell ghosts loaded with a fluorescent reporter 
molecule. The second technique, osmotic lysis of pino- 
somes, involved a brief exposure of cells to a hypertonic 
solution containing the reporter molecule; subsequently, a 
hypotonic media was added which lysed the pinosomes 
formed during hypertonic treatment. The third technique 
was scrape loading, which creates transient holes in the cell 

membrane, allowing reporter molecules to enter cells, by 
application of mechanical force. Osmotic lysis of pinosomes 
offers several advantages; it is simple, efficient (virtually all 
cells became fluorescently labeled), and enables larger 
amounts of material to be loaded more uniformly into cells 
while maintaining excellent viability. 

Electroporation, in which pores in the membrane are 
transiently created by brief application of a strong electric 
field, is another widely used method for loading cells 

have used flow cytometry and fluores- 
cence microscopy with fluorescent reporter molecules of 
various sizes to analyze the dynamics of the electroporation 
process itself and the changes which occur in membrane 
transport characteristics. 

1233~4,2012~6 

weaver et al2052-4.3635-7 

Staying Alive, Staying Alive 
Rodriguez and L o d i ~ h ~ ~ ”  improved survival of attached 

cells following selection for gene expression and sorting into 
microwell plates by providing a drug-sensitive feeder layer of 
cells in each well which could be disposed of once sufficient 
growth of the sorted cells had taken place. 

Katsuragi et a13639 were searching for bacteria with high 
thiamine production, but the only assay to which they had 
access killed many of the bacteria. They were able to recover 
and culture high-producing strains by establishing colonies 
in microdroplets before performing the assay, since a small 
fraction of cells in the sorted microdroplets survived the 
procedure. 

Zengler et a13640 utilized the gel microdrop technique to 
culture and isolate “unculturable” bacteria from seawater 
and soil that require low nutrient concentrations to grow 
and would otherwise be overgrown by other organisms in 
the sample; their overall objective is identification of new 
sources of microbial metabolites. 

Et Cetera 
Kavanagh et a196s developed flow cytomettic assays to 

quantify cell-to-cell communication to facilitate studies of 
alterations in this process induced by tumor promoters. Cells 
are scrape-loaded with Lucifer yellow with or without rho- 
damine-labeled dextran; transfer of dyeis) between donor 
and recipient cells can be assessed by one- and two-color 
fluorescence flow cytometry. 

Wilson, Mulligan, and R a i ~ o n * ~ ~ ’  described an assay 
technique for antibodies to membrane-associated antigens 
using polyacrylamide microspheres coupled with cell (or 
organelle) membranes, which provide an easily stored, stan- 
dardized antigen source usable in subsequent flow cytomet- 
ric assays. 

Nardelli, McHugh, and Magezos9 developed a soluble 
macromolecular conjugation reagent, polyacrylamide- 
streptavidin (PASA), for the simplified preparation of multi- 
valent protein-protein conjugates. Soluble linear polyacryla- 
mide, with a molecular weight of approximately 106, is acti- 
vated with carbodiimide and conjugated to approximately 
20 streptavidin residues per molecule. PASA can bind bioti- 
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nylated proteins to produce homo- or heteroconjugates of 
known composition; it was used to prepare multivalent anti- 
body conjugates that could bind either of two antigenically 
distinct cell lines. The technique is also potentially useful for 
making immunotoxins, tumor labeling conjugates, and 
complex immunogens. 

Vlieger et a l Z o 7 O  described a flow cytornetric assay for 
quantitative analysis of polymerase chain reaction (PCR) 
products. Magnetic beads coated with streptavidin are used 
to capture biotinylated PCR fragments, and analyzed by 
flow cytometry after hybridization with a hapten-labeled 
probe or by immunoenzymatic reactions. The method can 
detect fractions of ferntomoles of product. An image analysis 
method using chemiluminescence was also described. 

Alternatives: Microfluidic Cytometers, Flow and Static 
In the early 1980’s, I got the notion that it might be pos- 

sible to build a “flow cytometer on a chip,” incorporating 
integrated optics, fluidics, and electronics, and, with help 
from Mike Hercher, got as far as building a cytometer which 
used fiber optics (without lenses) for illumination and light 
coIle~tion*~~. 

My original inspiration was a gadget built by Jonathan 
Briggs et ala7’, then at Syva Corporation. Their simple cy- 
tometer was essentially an epiilluminated system in which 
light from a He-Cd laser is coupled into an optical fiber with 
a 50 pm core. The fiber is dipped into a suspension of cells, 
or beads. The beam diverges from the end of the fiber, at an 
angle dictated by the N.A. of the fiber (pp. 157-8), resulting 
in the intensity falling off sharply with distance from the end 
of the fiber. The N.A. also limits the angle at which the fiber 
can collect light; the closer a particle emitting fluorescence is 
to the end of the fiber, the more light is collected. These two 
effects combine to limit the region in which substantial fluo- 
rescence can be excited in, and detected from, particles in 
the suspension to a volume within 50 pm or so of the tip of 
the fiber. When the solution is stirred, every time a fluores- 
cent cell or bead passes through this volume, a fluorescence 
pulse can be detected, using a dichroic at the other end of 
the fiber to separate the excitation and emission wavelengths 
and appropriate optics to divert the emission signal to a 
PMT. Because of variability in signal intensities from parti- 
cles at different distances from the fiber, the Cv’s were fairly 
large, around 8%; the single-fiber system also couldn’t 
measure scatter. However, by bundling three fibers together, 
putting excitation down the middle fiber and collecting 
from the tw-o outside, it is possible to restrict signal ptocess- 
ing to events in which the two detector fibers produce al- 
most equal signals, which reduces the CV. Since fibers can 
carry light over distances of miles without substantial losses, 
it would, for example, be feasible to keep the laser, PMT, 
electronics, etc., comfortably housed on shipboard, and (al- 
most) deep six the business end of a fiber cytometer. Rob 
Olson was talking about building such a gadget, but he ap- 
parently went straight to a submersible cytometer. 

Just before the previous edition was published, flow cy- 
tometry on a chip, if not on a ship, was resuscitated by Dan 
Sobek, Martha Gray, and Steve Sent~ria’~~’, of MIT, who 
described experiments with a sheath flow system microfabri- 
cated in hsed silica. Luckily, they didn’t try to build in inte- 
grated optics; it has since become apparent that microfluidic 
cytometers work a lot better with conventional optics (see p. 
158). 

A newer generation of microfluidic flow cytometers have 
been built in plastic. Agilent’s commercial instrument (pp. 
429-30) appears to incorporate molded parts. Micronics 
builds their cytometers by gluing layers of plastic together, 
while the Quake group at C a l t e ~ h ~ ~ ~ ~ - ~ ~ ~ ~ ~ ’ ~ * ~ ’ ~ ~ ~  (and its com- 
mercial offshoot, Fluidigm), Whitesides et al at Harvard2’”, 
and Takayama et al at the University of mold 
systems from silicone elastomers. Microfluidic cytometers 
are small, and can be inexpensive; they are not fast. 

On the plus side, the Quake/Fluidigm systems can in- 
corporate hundreds of pumps and valves on a single chip, 
and control them with no more than a few dozen  input^^''^. 
Flow can be stopped and reversed. These devices might bet- 
ter be thought of as “intelligent microtiter (or nanotiter) 
plates” than as flow cytometers. They are not suited for high 
throughput screening, but, if cells selected in a high 
throughput screening process are sorted into a microfluidic 
chip, they can be grown on the chip, subjected to repeated 
perturbation and “high content” analysis using imaging, 
confocal, or laser scanning microscopy. While microfluidic 
sorting is slow, it doesn’t generate aerosols, and may be the 
best way to deal with hazardous bacteria and viruses. 

I don’t know about cheap confocal microscopy, but the 
small, inexpensive imaging devices described on pp. 448 and 
492-3, and scanning hardware such as is used in Immuni- 

(p. 492) seem well matched to 
the intelligent microfluidic chip. I suspect that a book called 
Practical Slow Cytometry is waiting to be written. 

con,s “ ~ ~ l l ~ ~ ~ ~ ~ T M ~ ~ Z 3 8 3 . 3 0 0 6 - ’ )  

Cytometry Afield 

The Lymphocytes of the Long Distance Runner 

Haq et alzZ9* reported reductions in CD3+ cells following 
the running of a marathon; they felt the changes were attrib- 
utable to increases in serum cortisol. Gore et alSa5 can detect 
illicit use of erythropoietin by runners and other athletes 
using a combination of flow cytometric erythrocyte meas- 
urements and biochemical assays. 

War and Peace 
Not far from Marathon itself, prisoners of war liberated 

from a camp in Bosnia were found by Dekaris et alZzs3 to 
have increases in activated T cells, a decrease in CD4+/CD8’ 
ratio, and lowered serum cortisol, along with general nutri- 
tional changes. The same group364’ also reported increases in 
activated T, B, and NK cells in women displaced from their 
homes by war. Skarpa et a13642 found increased numbers of 
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C D  16+ and perforin-containing lymphocytes in patients 
with post-traumatic stress disorder, with the highest levels in 
those who had been tortured while in concentration camps. 

Griffiths et a13643, at the U.K.’s Biological Defence estab- 
lishment at Porton Down, examined the effects of combina- 
tions of vaccines and the nerve gas antagonist pyridostigmine 
bromide on the general health and cellular immune status of 
guinea pigs, attempting to determine whether the treatment 
might cause symptoms of what will undoubtedly soon be 
described as “Gulf War I Syndrome.” Although animals did 
show immune responses to the vaccines, neither health nor 
immune function appeared to be adversely affected. 

Biselli et a13644 reported a stress-related decrease in the 
fraction of CD29+ CD8+ lymphocytes in military student 
pilots. Gruzelier et a13645, studying medical students at exam 
time, found that self-hypnosis mitigated the effects of stress 
on lymphocyte subpopulations, while Ruzyla-Smith et a13646 
reported that hypnosis only altered immune response signifi- 
cantly in highly hypnotizable subjects. I’m mesmerized. 

Blood, Sweat, and Tears? 
In addition to blood, semen, and urine, fluorescence 

flow cytometers have been used to analyze cells from nasal 
~aIiva**’~, cerebrospinal effusions2z95, 

s ~ o o I ~ ~ ’ ~ ,  and tear?, by people who looked for and got rele- 
vant information from these specimens. No sweat yet, al- 

though there are papers on effects of exercise on the immune 
system3647 and on DNA content of benign and malignant 
tumors of sweat glands364*. 

Pulp Nonfiction 
A few years back, somebody sent me an e-mail expressing 

a great deal of enthusiasm for using flow cytometry to char- 
acterize particles in process waters from the paper industry. I 
can’t find it. However, just a couple of weeks ago, I got an- 
other e-mail on the same topic from Lari VBhiisalo in 
Finland, who reached the same conclusion and, to judge 
from a recently published papeP4’, an even greater level of 
enthusiasm. 

Flow Cytometry On the Rocks 
Acritarchs are organic-walled microfossils widely distrib- 

uted in sedimentary rocks. Although different types of acri- 
tarchs have been classified on the basis of morphology, it has 
been difficult to perform chemical and biochemical analysis 
on individual subpopulations. Moldowan and Talyzina and 
 colleague^^^^^-^ used a conventional droplet sorter, measuring 
forward and side scatter and fluorescence, to separate differ- 
ent classes of acritarchs for subsequent biochemical analysis 
and electron and fluorescence microscopy. Until recently, 
geologists and paleontologists may have thought “FACS” 
stood for “Fluorescent Acritarchs in Cambrian Sediments”; 
now they’ve got the real dirt on the subject, and may find 
more uses for the technology. 

To Boldly Go Where No Cytometer Has 
Gone Before 

As I noted on p. 432, the flow cytometers 
Systems trace their ancestry to the RATCOM 

from NPE 
instrument 

that was supposed to have been used on the International 
Space Changes in behavior of various leukocyte 
populations observed after space fl igh~’~~’.~~, and concern that 
conditions encountered in space could not be simulated 
adequately in an earthbound provided the 
rationale for placing a cytometer in space; work on the de- 
sign of such instruments and the necessary support systems 
has 

Partec has just announced that its new CyFlow Space 
instrument is to be used on the Space Station. I was involved 
in the original cytometer-in-space project, and suggested 
that a scanning laser cytometer might be more appropriate 
than a flow cytometer; I haven’t changed my mind. I should 
have designed and built the machine, but I just wasn’t en- 
terprising enough. 

Meanwhile, back on the home planet, the Defense Ad- 
vanced Research Projects Agency (DARPA) decided that it 
would be possible to detect early effects of biowarfare agents 
by having soldiers in the field wear small flow cytometers, 
which would perform leukocyte counts at appropriate inter- 
vals, and funded Honeywell and Micronics to develop a 
microfluidic system for the purpose. This could give “pre- 
sent arms!” a whole new meaning. 

I 
I 

i i  

Figure 10-38. Flow cytometry in viva Courtesy of 
Charles Lin (Massachusetts General Hospital I Harvard 
Medical School). 

From my point of view, however, the boldest new ven- 
ture in flow cytometry is one that deals with inner, not 
outer, space. Figure 10-38 shows a trace of fluorescence 
pulses from leukocytes stained with a Cy5-labeled antiCD45 
antibody and excited with a red laser. It looks pretty ordi- 
nary; the detector used was a conventional PMT, and cells 
were observed in a capillary. Well, not exactly a capillary, it 
was a venule in a mouse ear, and the mouse was alive, al- 
though not kicking very hard. Charles Lin and his coworkers 
at the Massachusetts General Hospital built the apparatus 
(for more information see <http://www.massgeneral.org/ 
wellman/faculty/lin/profile.asp>), and we may all be able to 
learn something from it. In vivo veritas. 



11. SOURCES OF SUPPLY 

This chapter lists firms and organizations that sell or 
provide various services, supplies and items of equipment for 
which users and builders of cytometers have recurring needs. 
I have dealt personally with many of the listed companies; I 
haven’t intentionally excluded anybody. The list that follows 
here picks up items in approximately the order in which they 
are discussed in the book. Addresses of U. S. branches, if 
any, are given for companies headquartered outside the U.S. 

11.1 RESOURCES, SOCIETIES, JOURNALS 
National Flow Cytometry Resource 
Bioscience Division, M-888 
Los AIamos National Laboratory 
Los Alamos, NM 87545 
Telephone (505) 667-1623 

http://lsdiv.lanl.gov/NFCR/ 
Fax (505) 665-3024 

International Society for Analytical Cytology (ISAC) 
60 Revere Drive, Suite 500 
Northbrook, IL 60062-1577 
Phone (847) 205-4722 

www.isac-net.org 
E-mail: ISAC@isac-net.org 

Fax (847) 480-9282 

Cytomem (incorporating Bioimaging) 
Editor-in-Chief: Charles L. Goolsby, Ph.D. 
Northwestern University Medical School 
Department of Pathology 
Ward Building 6-204 
303 East Chicago Avenue 
Chicago, IL 6061 1-3008 
Phone (312) 503-1847 
Fax (312) 503-1848 
E-mail: cytometry@nwu.edu 

Clinical Cytometry Society (CCS) 
www. cytometry . org 
P.O. Box 25456 
Colorado Springs, CO 80936-5456 
Shipping Address: 
56 10 Towson View 
Colorado Springs, C O  809 18 
Phone (719) 590-1620 

Business E-mail: admin@cytornetry.org 
Fax (719) 590-1619 

NCCLS 
940 West Valley Road, Suite 1400 
Wayne, PA 19087-1898 
Phone (610) 688-0100 

http://www.nccls.org 
NCCLS used to stand for “National Committee for Clinical 
Laboratory Standards,” but it is now a global organization 
that develops consensus documents for audiences beyond 
the clinical laboratory community. 

Fax (610) 688-0700 

11.2 OPTICAL SUPPLY HOUSES 
The following supply tables, mounts, light sources, 

lenses, mirrors, filters, photometric apparatus, fiber optics, 
and other stuff besides. Their catalogs are educational as well 
as informative. 

Coherent, Inc. (formerly Ealing Electro-Optics Inc.) 
5 100 Patrick Henry Drive 
Santa Clara, CA 95054 
Phone (408) 764-4000 

http://www.coherentinc.com 
A full line of optics; good buys on cylindrical lenses. 

Fax (408) 764-4800 
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544 I Practical Flow Cytometry 

Edmund Industrial Optics 
101 E. Gloucester Pike 
Barrington, NJ 08007-1380 
Phone (800) 363-1992 

http://www.edmundoptics.com 
A comprehensive line of optics and optical instruments. 

Fax (856) 573-6295 

Kinetic Systems, Inc. 
20 Arboretum Road 
Boston, MA 02131 
Phone (617) 522-8700 or (800) 992-2884 
Fax (6 17) 522-6323 
http://www.kineticsystems.corn 
Optical tables and other vibration isolation equipment. 

Linos (formerly Spindler & Hoyer) 
459 Fortune Blvd. 
Milford, MA 0 1757 
Phone (508) 478-6200 
Fax (508) 478-5980 
http://www.linos.comportal/en/index.htrnl 

Melles Griot 
16542 Millikan Avenue 
Irvine, California 92606 
Phone (949) 261-5600 or (800) 835-2626 

http://www.rnellesgriot.com 
I particularly like their (inexpensive!!) microscope objectives, 
mirrors, glass lenses, and beamsplitters. 

Fax (949) 261-7589 

Newport Corporation 
179 1 Deere Ave. 
Irvine, CA 92606 
Phone (949) 863-3144 or (800) 222-6440 
Fax (949) 253-1680 
http://www.newport.corn 
A complete line of optical tables, breadboards, and mounts. 

OptoSigrna 
200 1 Deere Avenue 
Santa Ana, CA 92705 
Phone (949) 851-5881 

http://www.optosigma.com 
Fax (949) 851-5058 

Rolyn Optics Company 
706 Arrowgrand Circle 
Covina, CA 9 1722 
Phone (626) 9 15-5707 

http://www.rolyn.corn 
Fax (626) 915-1379 

Siskiyou Design Instruments 
110 S.W. Booth Street 
Grants Pass, OR. 97526 
Phone (877) 3 13-64 18 

http://www.sd-instruments.com 
Optical platforms, micromanipulators, other hardware for 
life sciences applications and [confocal] microscopy 

Fax (541) 479-3314 

Technical Manufacturing Corporation 
15 Centennial Drive 
Peabody, MA 0 1960 
Phone (800) 542-9725 or (978) 532-6330 
Fax (978) 53 1-8682 
http://www. techrnfg.com 
Optical tables, breadboards, and isolators. 

Thermo Oriel 
150 Long Beach Blvd. 
Stratford, CT 066 15 
Phone (203) 377-8282 

http://www.oriel.corn 
Oriel is a good source for arc lamp systems and power 
supplies, among other things. 

Fax (203) 378-2457 

Thorlabs, Inc. 
435 Route 206 North 
Newton, NJ 07860 
Phone (973) 579-7227 
Fax (973) 300-3600 
http://www.thorlabs.com 
Small breadboards and mounts, optics, diode detectors, and 
lasers. Will also do reasonably priced custom machining 
with a short turnaround time. 

11.3 PROBES AND REAGENTS 
Linscott’s Directory (http://www.linscottsdirectory. 

corn), available in hard copy and online, can be useful for 
finding vendors of antibodies and other biological reagents. 

Accurate Chemical and Scientific Corp. 
300 Shames Dr. 
Westbury, NY 11590 
Phone (516) 333-2221 or (800) 645-6264 

http://www.accuratechemical.com 
Some monoclonal antibodies; good collection of photosen- 
sitizing dyes (cyanines, oxonols, etc.). 

Fax (516)  997-4948 

AdvanDx, Inc. 
222 Partridge Lane 
Concord, MA 0 1742 
Phone (781) 405-1654 
http://www.advandx.com 
PNA probes for microorganisms. 
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Aldrich Chemical Company, Inc. 
100 1 West Saint Paul Ave. 
Milwaukee, WI 53233 
Phone (800) 325-3010 or (314) 771-5765 
http://www.sigmaaldrich.com 
Dyes and other chemicals. 

Amersham Biosciences, Inc. 
800 Centennial Avenue 
P.O. Box 1327 
Piscataway, NJ 08855-1327 
Phone (732) 457-8000 

http://www.apbiotech.com 
Biochemicals, CyDyes, and more. 

Fax (732) 457-0557 

Applied Biosystems 
850 Lincoln Centre Drive 
Foster City, CA 94404 
Phone (650) 638-5800 or (800) 327-3002 
Fax (650) 638-5884 
http://www.appliedbiosystems.com 
Custom PNA Probe Service. 

Beckman Coulter 
11800 S.W. 147’Avenue 
Miami, FL 33 196 
Phone (800) 526-3821 
Fax (800) 232-3828 
http://www. beckmancoulter.com 
Monoclonal antibodies, flow cytometry controls, beads, 
immunoassay products. 

BD Biosciences/BD Immunocytometry Systems 
2350 Qume Dr. 
San Jose, CA 95131-1807 
Phone (877) 232-8995 (Ordering information) 
Phone (800) 223-8226 

http://www. bdbiosciences.com 
Monoclonal antibodies, flow cytometry controls, beads, 
bead assays. 

Fax (408) 954-2347 

BioErgonomics, Inc. 
4280 Centerville Road 
St. Paul, M N  55127 

Phone (800) 350-6466 

http://www. bioe.com 
Reagents for stem cell and T-cell isolation, cell stabilization 
and activation reagents. 

Fax (888) 810-7189 

Biomeda Corp. 
P. 0. Box 8045 
Foster City, CA 94404 
Phone (800) 341-8787 

Fax (510) 783-2299 
http://www. biomeda.com 
Biomeda are specialists in phycobiliprotein probes. 

Biosource International 
542 Flynn Road 
Camarillo California USA 930 12 
Phone (800) 242-0607 
http://www. biosource.com 
Antibodies, cytokines, peptides and custom products. 

Boehringer Mannheim (see Roche Diagnostics Corporation) 

Calbiochem-Novabiochem Corp. 
10394 Pacific Center Ct. 
San Diego, CA 92121 
Phone (800) 854-3417 

http://www.calbiochem.com 
Antibodies, Biochemicals. 

Fax (800) 776-0999 

Caltag Laboratories 
1849 Bayshore Blvd. #200 
Burlingame, CA 940 10 
Phone (650) 652-0468 or (800) 874-4007 

http://www.caltag.com 
Monoclonal and polyclonal antibodies; avidin and strept- 
avidin conjugates utilizing tandem dyes, “fix and perm” kits. 

Fax (650) 652-9030 

Cell Signaling Technology, Inc. 
166B Cummings Center 
Beverly, MA 0 19 1 5 
Phone (978) 921-6216 or (877) 616-CELL 

http://www.cellsignal.com 
Antibodies to kinases and phosphoproteins. 

Fax (978) 922-7069 

CHEMICON International, Inc. 
28820 Single Oak Drive 
Temecula, CA 92590 
Phone (800) 437-7500 or (909) 676-8080 
Fax (800) 437-7502 or (909) 676-9209 
http://www.chemicon.com 
Monoclonal antibodies and custom services. 

Chromaprobe, Inc. 
400 Brooktree Ranch Rd. 
Aptos, Califonia 95003 
Phone (888) 964-1400 

http://www.chromaprobe.com 
Monoclonal antibodies and custom antibody services. 

Fax (831) 688-3600 
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Clontech (now part of BD Biosciences) 
BD Biosciences Clontech 
1020 East Meadow Circle 
Palo Aho, CA 94303 
Phone (877) 232-8995 
http://www.clon tech.comindex.shtm1 
Fluorescent protein vectors. 

DakoCytomation California Inc. 
6392 Via Real 
Carpinteria, CA 93013 
Phone (805) 566-6655 or (800) 235-5743 

http://us.dakocytomation.com 
Monoclonal antibodies, lysing reagent kits, DNA kits, beads, 
Medimachine for tissue dissagregation. 

Fax (805) 566-6688 

Diatec.com AS 
Gaustadalleen 2 1 
0349 Oslo 
Norway 
Phone (47) 22 95 86 25 
Fax (47) 22 95 86 49 
http://www.diatec.com 
Monoclonal antibodies. 

EBioscience 
5893 Oberlin Dr. Suite #lo6 
San Diego, CA 92121 
Phone (888) 999-1371 or (858) 642-2058 
Fax (858) 642-2046 
http://www.ebioscience.com 
Mouse and human monoclonals, cytokines and kits. 

Enzyme Systems Products 
486 Lindbergh Avenue 
Livermore, CA 94550 
Phone (888) 449-2664 or (925) 449-2664 

http://www.enzyrnesys.corn 
Chromogenic and fluorogenic substrates: their catalog con- 
tains a large bibliography on this topic. 

Fax (925) 449-1 866 

Exalpha Biologicals, Inc. 
86 Rosedale Road 
Watertown, MA 02472 
Phone (800) 395-1 137 or 617-924-3400 
Fax (866) 924-5100 or (617) 924-5100 
http://www.exalpha.com/biologicals/ 

Monoclonal antibodies and assay kits for flow cytornetry. 

Exciton Chemical Company, Inc. 
P. 0. Box 31 126 
Overlook Station 
Dayton, OH 45437 
Phone (937) 252-2989 

Fax (937) 258-3937 
http://www.exciton.com 
Laser dyes. 

Flow-Amp Systems, Ltd. 
11000 Cedar Avenue 
Cleveland, OH 44106 
Phone (216) 721-0590 
Fax (216) 721-1917 http://www.flow-arnp.com 
Tyramide amplification technology for flow cytornetry. 

Irnmunochemistry Technologies, LLC 
9401 James Avenue South, Suite 155 

Bloomington, M N  55431 
Phone (952) 888-8788 or (800) 829-3194 

http://www.immunochemistry.com 
FAM and SR fluorescent caspase inhibitors. 

Fax (952) 888-8988 

I Q  Products 
I Q  Corporation NV 
Rozenburglaan 13a 
9747 AN Groningen 
The Netherlands 
Phone (31) 0 50 5757 000 
Fax (31) 0 50 5757 001 
http://www.iqproducts.nl 
Antibodies, cytokines, kits for flow cytometry. 

Jackson ImmunoResearch Laboratories, Inc. 
P.O. Box 9 
872 W. Baltimore Pike 
West Grove, PA 19390-0014 
Phone (610) 869-4024 or (800) 367-5296 
Fax (610) 869-0171 
http://www.jacksonimmuno.com 
Secondary antibodies conjugated to a wide range of 
fluorophores. 

Martek Biosciences Corporation 
6480 Dobbin Road 
Columbia, M D  21045 
http://www.martekbio.com 
Superfluorsm, SensiLightm, and CryptoLightTM dyes from 
algae, also fluorescent-labeled antibodies and streptavidin 
conjugates. 

Molecular Probes, Inc. 
4849 Pitchford Ave. 
Eugene, O R  97402 
Phone (541) 465-8300 
Customer Service (541) 465-8338 
Technical Assistance (541) 465-8353 

http://www.molecularprobes.com 
Fax (541) 344-6504 
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If it fluoresces, Molecular Probes is apt to sell it. Home of 
Texas red (they moved since it was synthesized). Dick 
Haugland keeps and supplies extensive bibliographies on just 
about every molecule he stocks, and the Handbook of  
Fluorescent Probes and Research Cherni~ah’~~~, Molecular 
Probes’ catalog, available at their Web site, is must reading. 

Novocastra Laboratories - distributed by Vector 
Laboratories in the U.S., U.K., and Canada 
30 Ingold Rd. 
Burlingame, CA 940 10 
Phone (650) 697-3600 or (800) 227-6666 

http://www.novocastra.co.uk 
Antibodies. 

Fax (650) 697-0339 

OncoImmunin, Inc. 
207A Perry Parkway, Suite 6 
Gaithersburg, MD 20877 
Phone (301) 987-7881 

http://www.phiphilux.com 
PhiPhiLuf fluorogenic caspase substrates for apotosis and 
other fluorogenic enzymatic assays. 

Fax (301) 987-7882 

ORPEGEN Pharma 
Gesellschaft fix biotechnologische Forschung, Enwicklung 
und Produktion m.b.H. 
Czernyring 22 
D-69 1 15 Heidelberg 
Germany, 
Phone +49 6221 9105-0 

http://www.orpegen.com 
BASOTEST for basophil degranulation 

Fax +49 6221 9105-10 

PanVera LLC 
Discovery Center 
50 1 Charmany Drive 
Madison, WI 53719 USA 
Phone (608) 204-5000 or (800) 791-1400 
Fax (608) 204-5200 
http://www.panvera.com 
Aurora Biosciences has merged into PanVera, a subsidiary of 
Vertex Pharmaceuticals. Beta-lactamase reporter gene, 
antibodies and fluorescence based assays. 

Pharmingen (now part of BD Biosciences) 
BD Biosciences 
10975 Torreyana Road 
San Diego, CA 92121 
Phone (877) 232-8995 
Fax (858) 812-8888 
http://www. bdbiosciences.compharmingen/ 
Monoclonal antibodies. 

Phoenix Flow Systems 
1 1575 Sorrento Valley Rd., Suite 208 
San Diego, CA 92121 
Phone (800) 886-FLOW or (858) 453-5095 

http://www.phnxflow.com 
Apotosis and cell proliferation kits. 

Fax (858) 259-5268 

Pierce Biotechnology, Inc. 
P. 0. Box 117 
Rockford, IL 61 105 
Phone (800) 874-3723 

http://www.piercenet.com 
Cross-linking reagents. 

Fax (800) 842-5007 

Prozyme 
1933 Davis Street, Suite 207 
San Leandro, CA 94577-1258 
Phone (800) 457-9444 or (5 10) 638-6900 

http://www.prozyme.com 
R-PE and APC conjugation kits and reagents 

Fax (510) 638-6919 

Polysciences, Inc. 
400 Valley Rd. 
Warrington, PA 18976-9990 
Phone (800) 523-2575 or (215) 343-6484 
Fax (800) 343-3291 
http:l/www.polysciences.com 
Dyes, calibration particles, enzyme substrates, fixatives, EM 
supplies, lectins, and contract R&D. 

Quantum Dot Corp. 
261 18 Research Road 
Hayward, CA 94545 
Phone (510) 887-8775 

http://www.qdots.com 
Quantum doc nanocrystals label biomolecules and beads. 

Fax (5 10) 783-9729 

R&D Systems 
614 McKinley Place N.E. 
Minneapolis, M N  55413 
Phone (612) 379-2956 or (800) 343-7475 

hrtp://www.rndsystems.com 
Kits for fCM analysis of cytokine receptors. 

Fax (612) 656-4400 

Research Organics 
4353 East 49th St. 
Cleveland, OH 44125 
Phone (800) 321-0570 

http://www.resorg.com 
Buffers, enzyme substrates, fluorescent labels. 

Fax (216) 883-1576 
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Riese Enterprises 
BioSure Division 
12301 Lorna Rica Drive, Suite G 
Grass Valley, CA 95945-9355 
Phone (916) 273-5095 or (800) 345-2267 

http://www. biosure.com 
BioSure carries flow cytometry sheath and staining solutions. 

Fax (916) 273-5097 

Roche Diagnostics Corporation 
Roche Applied Science 
P.O. Box 50414 
9 1 1 5  Hague Road 
Indianapolis, IN  46250-0414 
Phone (800) 428-5433 

http://biochern.roche.com 
Biochemicals, antibodies, reagents for apoptosis, cytotoxicity 
and cell proliferation. 

Fax (800) 428-2883 

Serologicals Corporation 
5655 Spalding Drive 
Norcross, GA 30092 
Phone (678) 728-2000 or (800) 842-9099 

http://www.serologicals.com 
Intergen fluorescent (Martek) labels and caspase inhibitors. 

FX (678) 728-2247 

Serotec Inc. 
3200 Atlantic Ave., Suite 105 
Raleigh, NC 27604 
Phone (919)  878-7978 or (800) 265-7376 

http://www.serotec.com 
Antibodies. 

Fax (919) 878-3751 

Sigma-Aldrich Chemical Co. 
P. 0. Box 14508 
St. Louis, M O  63178 
Phone (800) 325-3010 or (314) 771-5765 

http://www.sigmaaldrich.com 
Biochemicals and organics. 

Fax (800) 325-5052 

Vector Laboratories 
30 Ingold Road 
Burlingame, CA 940 10 
Phone (650) 697-3600 
Phone (800) 227-6666 (Ordering Information) 

http://www.vectorlabs.corn 
Antibodies, lectins, biotin-avidin reagents. 

Fax (650) 697-0339 

Worthington Biochemical Corporation 
730 Vassar Ave 
Lakewood, NJ, 08701 

Phone (732) 942-1660 or (800) 445-9603 

http://www.worthington-biochem.com 
Enzymes. 

Fax (800) 368-3 108 

Zyrned Laboratories, Inc. 
56 1 Eccles Avenue 
South San Francisco, CA 94080 
Phone (800) 874-4494 

http://www.zyrned.corn 
Antibodies and irnrnunochemicals. 

11.4 CALIBRATION PARTICLES/ CYTOMETRY 

Fax (650) 871-4499 

CONTROLS 
Bangs Laboratories, Inc. 
9025 Technology Drive 
Fishers, IN 46038-2886 
Phone (317) 570-7020 or (800) 387-0672 

http://www. bangslabs.com 
MESF and antibody-binding beads, beads. 

Fax (317) 570-7034 

BioCytex 
140, Ch. de I’Armee d’Afrique 
130 10 Marseille France 
Phone (33) 4 96 12 20 40 
Fax (33) 4 91 47 24 71 
http://www. biocytex.fr 
Quantitative flow cytornetry kits utilizing calibrated bead 
suspensions. 

BD Biosciences (see section 1 1.3 for address) 
Flow cytometry control particles. 

Beckman Coulter Corporation (see section 1 1.3 for address) 
Flow cytometry control particles. 

DakoCytornation (see section 1 1.3 for address) 
Quantitative ImmunoFluorescence Indirect flow cytometry 
assay kit (QIFIKITa) developed by BioCytex. 

Duke Scientific Corporation 
2463 Faber Place 
Palo Alto, CA 94303 
Phone (650) 424-1 177 or (800) 334-3883 
Fax (650) 424-1 158 
http://www.dukescientific.com 

Flow Cytometry Standards Corporation - now part of Bangs 
Laboratories (see Bangs Laboratories, Inc. above) 

Molecular Probes, Inc. (see section 11.3 for address) 
Polysciences, Inc. (see section 1 1.3 for address) 
Particles for flow cytornetry alignment. 
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Riese Enterprises, BioSure Division (see section 11.3) 
Fixed nuclei and red blood cells for flow cytometry controls. 

Spherotech, Inc. 
1840 Industrial Dr. Suite 270 
Libertyville, IL 60048-9817 
Phone (800) 368-0822 or (847) 680-8922 
Fax (847) 680 8927 
http://www.spherotech.com 
Rainbow quantitative fluorescent beads; other dyed beads. 

Streck Laboraties, Inc. 
7002 S. 109th St. 
La Vista, NE 68128 
Phone (800) 228-6090 

http://www.streck.com 
Hematology and immunology stabilized control cells. 

Fax (402) 333-6017 

Seradyn 
7998 Georgtown Road, Suite 1000 
Indianapolis, IN 46268 
Phone (800) 428-4007 
Fax (317) 610-3888 
http://www.seradyn.com 
Beads. 

11.5 FLOW CYTOMETERS (see Chapter 8) 
Advanced Analytical Technologies, Inc. 
2901 S. Loop Drive, Suite 3300 
Ames, IA 50010 
Phone ( 5  1 5 )  296-6600 
http://www.aati-us.com 
RBD2100 flow cytometer for bacterial detection in 
industrial applications. 

Agilent Technologies, Inc. 
2850 Centerville Road 
Wilington, Delaware 19808 
Phone (800) 227-9770 
http://www.agilent.comchem/labonachip 
Model 2 100 Bioanalyzer “Lab-on-a-Chip” performs cell 
fluorescence assays as well as chemical assays. 

Apogee Flow Systems 
Head Office: 
25 Ross Way 
Northwood, Middlesex HA6 3HU 
U. K. 
Phone +44 1923 842340 
Fax +44 1923 842797 
E-mail: sales@ApogeeFlow.com 
http://www.ApogeeFlow.com 
Factory and Laboratory: 
Butlers Land Farm 
Mortimer, ReadingRG7 2AG 

U.K. 
Phone +44 1923 842340 
Supports Bio-Rad’s Bryte-HS instruments, and makes the 
A10, A20, and A30 flow cytometers 

BD Biosciences (see section 1 1.3 for address) 
FACSVantage SE and FACSAria cell sorters; FACSCalibur 
BD LSR 11, FACSCount, FACSArray flow cytometers. 

Beckman Coulter (see section 1 1.3 for address) 
CytomicsTM FC 500, XL, XL-MCL flow cytometers and 
ALTRATM cell sorter. 

BioDETECT AS 
Olav Helsets vei 6 
P.O.B.150 Oppsd 
N-0619 Oslo 
Norway 
Phone+4722627080 
Fax +47 22 62 72  75 
http://www. biodetect. biz 
BioDETECT, Inc. 
2500 City West Blvd, 
Suite 300, 
Houston TX 77042 
Phone (713) 267-2300 

E-mail: USA@biodetect.biz 
MICROCYTEB compact flow cytometer for detection and 
identification of microorganisms (developed by Optoflow 
AS (http://www.optoflow.com)). 

Fax (713) 267-2267 

Bentley Instruments 
4004 Peavey Road 
Chaska, MN 55318 USA 
Phone (952) 448-7600 

http://www. bentleyinstruments.com 
Somacount and Bactocount flow cytometers for somatic cell 
and bacteria counting in milk. 

Fax (952) 368-3355 

Chemunex SA 
Immeuble ‘Paryseine’ 
3 allee de la Seine 
94854 Ivry-sur-Seine Cedex 
Paris, France 
Phone 33 (0) 1 49 59 20 00 
Fax 33 (0) 1 49 59 20 01 
Chemunex USA 
1 Deer Park Drive 
Suite H2 
Monmouth Junction 
NJ 08852 
Phone (732) 329-1 153 or (800) 41 1-6734 

http://chemunex.com 
Fax (732) 329-1 192 



550 I Practical Flow Cytometry 

Chemunex makes the D-count@ flow cytometer and 
ChemScan RDI@ imaging cytometer systems for microbial 
detection in industrial applications. 

CytoBuoy b.v. 
Zeelt 2 
24 1 1 DE Bodegraven 
The Netherlands 
Phone 31 (0) 348 688 101 
Fax 31 (0) 348 688 707 
http://www.cytobuoy.com 
Cytobuoy flow cytometers, designed for in situ analysis of 
phytoplankton in natural waters. 

Cytopeia 
12730 2Sth Ave NE 
Seattle, WA 98 125 
Phone (206) 364- 3400 
http://www.cytopeia.com 
Custom built cell sorters (InFlux platform). 

DakoCytomation 
4850 Innovation Drive 
Fort Collins, CO 80525 
Phone (800) 822-9902 

http://www.cytomation.com 
M ~ F I ~ @  cell sorter, ~ y ~ n ' "  flow cytometer. 

Fax (970) 226-0 107 

Delta Instruments bv 
P.O. Box 379 
9200 AJ Drachten 
The Netherlands 
Phone (+31) 512 54 30 13 
Fax (+31) 512 51 33 79 
http://www.deltainstruments.com 
SomaScopem for somatic cell detection in milk. 

Fluid Imaging Technologies, Inc. 
P.O. Box 350 
21 1 Ocean Point Road 
East Boothbay, Maine, 04544 
PhoneIFax (207) 882- 1 100 
http://www.fluidimaging.com 
FlowCAM, an imaging flow cytometer for continuous 
monitoring of water. 

FOSS Electric A / S  
Slangerupgade 69, Postbox 260 
DK-3400 Hillercad 
Denmark 
Phone+4570103370 
Fax +45 7010 3371 
FOSS in North America 
7682 Executive Drive 
Eden Prairie, M N  55344, USA 

Phone (952) 974-9892 

http://www. foss.dk 
Fossomatic and BactoScan FC systems for somatic cell and 
bacteria counting in milk. 

Fax (952) 974-9823 

Guava Technologies, Inc. 
25801 Industrial Boulevard 
Hayward, CA 94545-2991 
Phone (866) 448-2827 

http://www.guavatechnologies.com 
Guava PC"'" flow cytometer with dedicated software and 
reagents for absolute cell counting and viability tests. 

Fax (510) 576-1500 

Howard M. Shapiro, M.D., P.C. 
(Howard M. Shapiro, M.D., P. C. is a company, not a 
person. I'm just Howard M. Shapiro, M.D.) 
283 Highland Ave. 
West Newton, MA 02465-25 13 
Phone (617) 965-6044 

Cytometry Laboratory: 
119 Braintree Street, Suite 102 
Allston, MA 02 134- 164 1 
Phone (617) 783-8392 

E-mail: hms@shapirolab.com (that's me as a person) 
Cytomutt components, s o h a r e ,  and consultation. 

Fax (617) 244-71 10 

Fax (617) 783-4750 

iCyt - Visionary Bioscience 
1816 South Oak Street 
Champaign, IL 61820 
Phone (217) 328-9396 

http://www.i-cyt.com 
Custom cytometry instrumentation and data management. 

Fax (217) 328-9692 

International Remote Imaging Systems 
9 162 Eton Avenue 
Chatworth, CA 9131 1-5874 
Phone (818) 709-1244 or (800) PRO-IRIS 

http://www.proiris.com 
Clinical urinalysis, video flow imaging flow cytometer. 

Fax (8 18) 700-966 1 

Luminex Corporation 
1221 2 Technology Blvd 
Austin, TX 78727 
Phone (512) 219-8020 or (888) 219-8020 

http://www.luminexcorp.com 
LX-100 flow cytometer for bead-based assays. See the 
Luminex website for strategic partners that develop kits and 
provide services for the Luminex technology. 

Fax (512) 258-4173 
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NPE Systems, Inc. 
7620 SW 147 Court 
Miami, FL 33193 
Phone (866) NPE-4567 

http://www.npesystems.com 
NPE Analyzer flow cytometer, combining electronic volume 
and fluorescence measurements. 

F a  (305) 382-3947 

One Lambda, Inc. 
21001 Kittridge Street 
Canoga Park, CA 91 303-280 1 
Phone (818) 702-0042 or (800) 822-8824 
Fax (8 18) 702-6904 
http://www.onelambda.com 
FlowPRA@ tissue typing technology using the LABScanTM 
100 flow cytometer. 

Partec GmbH 
Otto-Hahn-Str. 32 
D-48 16 1 Miinster, Germany 
Phone +49 2534 8008-0 

http://www.partec.de 
http://www.partec.usa 
CyFlow, PAS and PAS-111, CCA-I and CCA-I1 flow 
cytometers, PA-I and PA-I1 ploidy analyzers, PPCS particle 
analyzer and cell sorter. 

Fax +49 2534 8008-90 

Union Biometrica, Inc. (Division of Harvard Biosciences) 
35 Medford Street, Suite 101 
Somenrille, Massachusetts 02 143 
Phone (617) 591-121 1 

http://www.unionbio.com 
COPASTM flow cytometers for analysis, sorting and 
dispensing of multi-cellular organisms and large objects. 

Fax (617) 591-8388 

Hematology Instruments 
Abbott Diagnostics 
5440 Patrick Henry Dr. 
Santa Clara, California 95054 
Phone (408) 982-4800 
http://www.abbottdiagnostics.com 
CELL-DYN series of hematology analyzers. 

ABX Diagnostics (U.S. Branch of French company) 
34 Bunsen 
Irvine, CA 92618-4210 
Phone (949) 453-0500 

http://www.abx.com 
Pentra series of hematology analyzers. 

Fax (949) 453-0300 

5 1 1 Benedict Avenue 
Tatrytown, NY 1059 1 
Phone (914) 631-8000 
Fax (914) 524-2132 
http://www. bayerdiag.com 
ADVIA@ series and Technicon H" series of hematology 
analyzers. 

Beckman Coulter (see section 1 1.3 for address) 
LH 700 Series, AC.TW series, HmX, MAXM, STKSTM and 
GenSM hematology analyzers. 

IDEXX Laboratories, Inc. 
One IDEXX Drive 
Westbrook, ME 04092 
Phone (207) 856-0300 

http://www.idexx.com 
Idexx makes the LaserCyteTM veterinary hematology 
instrument. 

Fax (207) 856-0346 

Sysmex Corporation 
6699 Wildlife Way 
Long Grove, IL 60047 
Phone (800) 3-SYSMEX 

http://www.sysmex.com 
Kx-21, K-4500, SF-3000, SE-Series, XE-2 100 hematology 
analyzers; UF-100 flow cytometric urine analyzer. 

11.6 DATA ANALYSIS SOFTWAREISYSTEMS 

Fax (708) 726-3505 

Hardware and Software 

Applied Cytometry Systems, Ltd. 
Unit 2 Brooklands Way 
Brooklands Park Industrial Estate 
Dinnington, Shefield S25 2JZ 
South Yorkshire, England 
Phone441909566982 
http://www.appliedcytometry.com 
Applied Cytometry Systems, Inc. North America 
3453 Ramona Ave., Suite 10 
Sacramento, CA 95826 
Phone (800) 500-FLOW 
http://www.appliedcytometry. biz 
Developer of EXPO32 software for Beckman Coulter 
cytometers; WinFCM, a Windows-based data acquisition 
and control system for the BD FACS series; and Starstation, 
PC-based soha re  for the Luminex 100 cytometer. 

Beckman Coulter (see section 1 1.3 for address) 

BD Biosciences (see section 11.3 for address) 

Bayer Corporation 
Diagnostics Division 

DakoCytomation (see section 1 1.5 for address) 
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Partec GmbH (see section 1 1.5 for address) 

Commercial Software Sources 
De Novo Software 
64 McClintock Crescent 
Thornhill, Ontario 
L4J 2T1 Canada 
Phone (905) 738-9442 

http://www.denovosoftware.com 
FCS Express and FCS Express Lite are data analysis and 
presentation programs running under Windows. 

Fax (905) 738-5 126 

Ray Hicks 
Phone +44 0797 4538647 
Fax +44 0870 740 8595 
E-mail: Sales@FCSPress.com 
h ttp: //www. fcsp ress . com 
FCSPress, a Macintosh program for FCM data analysis; 
FCS Assistant, shareware utility for editing and exporting 
FCS data files. 

Management Sciences Associates 
6565 Penn Avenue 
Pittsburgh, PA 15206-4490 
Phone (412) 362-2000 or (800) MSA-INFO 

E-mail: info@msa.com 
http://www.msa.com 
MacLAS@ and WinLAS@ list mode data analysis software for 
Macintosh and Windows platforms, designed to integrate 
with clinical data management systems. 

Fax (412) 363-8878 

Phoenix Flow Systems (see section 1 1.3 for address) 
MultiCycle AV (DNA analysis), Win-FCM (acquisition for 
FACScan), MultiTime (kinetic analysis), WinReport, QC 
Tracker (QC software), Apo-SoftTM and MultiPlus (complete 
data analysis package) software for MS/DOS or MS 
Windows; Mac versions of some packages are available. 

Tree Star, Inc. 
20 Winding Way 
San Carlos, CA 94070 
Phone (800) 366-6045 or (650) 591-2854 

http://www.flowjo.com 
FloJo data analysis software for Macintoshes; a PC- 
compatible version should be available soon. ProJo, available 
free of charge, is a set of utilities that report, edit and 
administer FCS data files. 

Fax (650) 508-9186 

Verity Software House 
P. 0. Box 247 
45A Augusta Road 
Topsham, ME 04086 
Phone (207) 729-6767 

Fax (207) 729-5443 
http://www.vsh.com 
ModFit (DNA analysis), WinList (list mode data analysis), 
IsoContour, and ReticFit Software, running under 
Microsoft Windows. Macintosh versions of some programs 
are available. 

Noncommercial Software Sources 
A comprehensive catalogue of free flow cytometry software is 
maintained by Steve Kelley at the Purdue University 
Cytometry Laboratories website: 
http://flowcyt.cyto.purdue.edu/flowcyt/software.htrn 

AUTOIUUS is cluster analysis software available for PC’s, 
Cytometry 14:649-659, 1993. Author: Tom Bakker Schut, 
Netherlands. Richard Allen Cox is enhancing AUTOKLUS. 
The original AUTOIUUS software is free from the Purdue 
cytometry laboratories website. 

Cylchred, developed by Terry Hoy, is cell cycle analysis 
software based on algorithms by Watson et. al. (1987) 
Cytometry 8:l-8 and Ormerod et. al. (1987) Cytometry 
8:637-641 with modifications by Ormerod (1991) and Hoy 
(1996-99). The package accepts histograms in FCS single 
parameter binary format with a maximum of 1024 channels. 
Cylchred has operated in a DOS environment since 1996 
and has been transposed into C++ by Nigel Garrahan and 
compiled as a 32 bit product for Windows 95. By 
implication it will not operate under Windows 3.1. 
hoy@cardiff.ac.uk 
http://www.uwcm.ac.uWstudy/medicine/haematology/ 
cytonetuWdocumentslsoftware. htm 

CYTOWIN, developed by Daniel Vaulot with Jeff 
Dusenberry, is a windows 3.1 program designed to analyze 
single parameter histograms, two-parameter cytograrns or list 
mode data. It can analyze data generated by the EPICS 5, 
Profile, Elite, FACScan, FACSort, and CICERO. 
http://www.sb-roscoff. fr/Phyto/cyto. html#cytowin 

Flow Explorer 4.0 is “Postcardware” developed by Ron 
Hoebe (see the Web site). The program scans directories for 
[FCS] flow data list files and displays parameters, notes, 
histograms, and bivariate density, dot, and contour plots. 
AMC, Celbiology C M O  
R.A. Hoebe, Room 35 1.2 
1105 AZ Amsterdam 
The Netherlands 
http://wwwmc.bio.uva.nl/- hoebe/Welcome.html 

IDLYK is a software package that does neural net clustering, 
rudimentary cell cycle and multivariate analysis. It should 
run on any computer platform with the IDL graphics 
language (IDLYK is freeware, IDL is very much not). 
IDLYK was developed by: 
Robert Habbersett 
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LS-1 MS888 
Los Alamos National Lab 
Los Alamos, NM 87545 
E-mail: robb@beatrice.lanl.gov. 

MFI is a program that calculates median fluorescence 
intensities from list mode data; it was developed by: 
Eric Martz 
Department of Microbiology 
University of Massachusetts 
Amherst, MA 01003 
E-mail: emartz@microbio.umass.edu 
http://www.umass.edu/microbio/mfi/ 

RFlowCyt, is a basic R package for flow cytometry data 
analysis. R is 'GNU S' - A language and environment for 
statistical computing and graphics; it was developed by: 
Tony Rossini 
Research Assistant Professor of Biostatistics 
University of Washington 
rossini@u.washington.edu 
http://sofbare. biostat.washington.edu/wikis/front/ 
RFlowCyt 

Soft Flow Hungary, Ltd. 
Kedves u. 24 
H-7628 Pecs, Hungary 
Phone (36) 72  240064 
Fax (36) 72  240065 
Soft Flow, Inc. (North American office) 
1 1 5  13 Galtier Drive 
Burnsville, MN 55337 
Phone (800) 956-0100 
Fax (6 12) 895-0900 
http://www.visi.com-soft-flow/ 
Soft Flow's FCAP-list is flow cytometry analysis software for 
Macintoshes. HPtoMac disk conversion software allows 
Macintoshes to read 3.5" Hewlett Packard diskettes. FCB 
Applications are flow cytometry BASIC programs. FCAP-list 
includes a code generator that automatically creates FCB 
program code of any manually performed data analysis 
process, where FCB is flow cytometry BASIC code. The 
products were originally sold commercially and are now 
available free of charge. 

http://www.absbiomed.com 
Service, parts, reagents, reconditioned cytorneters from 
Beckman Coulter and Abbott (CellDyn series). 

Automation Laboratory Technology 
P. 0. Box 255 
Mossyrock, WA 98 564-025 5 
Phone (800) 932-6883 
E-mail: flow@atds.net 
Service and maintenance of BD benchtop cytometers. 

Cytek Development 
46560 Fremont Blvd., Unit 116 
Fremont, CA 94538 
Phone (510) 657-0102 

http://www.cytekdev.corn 
Volumetric sample delivery systems; sample delivery module 
for fast kinetic studies; sample preparation unit. 

Fax (510) 657-0151 

Spectron Corporation 
11025 118th Place NE 
Kirkland, WA 98033 
Phone (425) 827-9317 or (800) 747-8624 

http://www.spectroncorp.com 
Reconditioned BD and Beckman Coulter cytometers 

Fax (425) 827-6942 

Laser upgrades (or downgrades to air-cooled systems) and 
the like are available from iCyt - Visionary Bioscience and 
Phoenix Flow Systems (see section 11.3 for address). 

11.8 FLOW CYTOMETER PARTS 

Flow System Plumbing 
Alloy Products Corp. 
1045 Perkins Avenue, PO Box 529 
Waukesha, WI 53187-0529 
Phone (800) 236-6603 

http://www. alloyproductscorp.com 
Alloy Products makes the stainless steel sheath tanks used by 
most flow cytometer manufacturers and by lab supply 
houses. Markups are lowest at the source. 

Fax (262) 542-5421 

WinMDI is list mode data analysis and display software 
running under Microsoft Windows developed by Joseph 
Trotter when he was at the Salk Institute. It is available free 
of charge at http://facs.scripps.edulsoftware.html 

11.7 CYTOMETER REHABILITATION / ADD-ONS 
Alternative Biomedical Services, Inc. 
2326 West 78th Street 
Hialeah, FL 330 16 
Phone (877) 227-1687 or (305) 558-4996 
Fax (305) 558-6511 

Sigmund Cohn Corp. 
121 South Columbus Ave. 
Mt. Vernon, NY 10553 
Phone (914) 664-5300 

http://www.sigmundcohn.com 
Fine stainless steel wire, indispensable for removing 76 pm 
particles from 75 pm orifices. 

Fax (9  14) 664-5377 
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Cook, Inc. 
P. 0. Box 489 
Bloomington, IN  47402 
Phone (812) 339-2235 or (800) 457-4500 

http://www.cookgroup.com 
Cook carries stopcocks and other medical plumbing. 

Fax (800) 554-8335 

Hellma Cells, Inc. 
80 Skyline Drive 
Plainview, NY 1 1803 
Phone (516) 939-0888 

http://www.hellmausa.com 
Hellma makes cuvette-type custom flow chambers. 

Fax (516) 939-0555 

NSG Precision Cells, Inc. 
195G Central Ave. 
Farmingdale, NY 11735 
Phone (631) 249-7474 

http://www.nsgpci.com 
NSG also makes cuvette-type custom flow chambers. 

Fax (631) 249-8575 

Research Developments 
3 150-B Villa St. 
Los Alamos, NM 87544 
Phone (505) 662-4721 
Jim Coulter, formerly of Los Alamos National Laboratory, 
custom makes flow chambers and other parts. 

Specialty Glass Products, Inc. 
2885 Tenvood Rd. 
Willow Grove, PA 19090 
Phone (800) 850-4747 

E-mail: sales@sgpinc.com 
http://www.sgpinc.com 
Custom capillaries for stream-in-air systems. 

Fax (215) 659-7217 

Value Plastics, Inc. 
3325 Timberline Road 
Ft. Collins, CO 80525 
Phone (970) 223-8306 or (888) 404-5837 

http://www.valueplastics.com 
Fittings and couplings to get from hypodermic components 
to the water mains; a good catalog. 

F a  (970) 223-0953 

Vita Needle Co. 
9 19-T Great Plain Avenue 
Needham, MA 02492 
Phone (781) 444-8629 
Fax (781) 444-3956 
http://vitaneedle.com 
Stainless hypodermic tubing cut to your specs, or mine. 

Photodetectors 

Advanced Photonix, Inc. 
1240 Avenida Acaso 
Carnarillo, CA 93012 
Phone (805) 987-0146 

http://www.advancedphotonix.com 
Silicon photodiodes, avalanche photodiodes (APDs) and 
detector/preamplifier assemblies. 

Fax (805) 484-9935 

Burle Industries, Inc. 
1000 New Holland Ave. 
Lancaster, PA 17601-5688 
Phone (717) 295-6888 or (800) 366-2875 
Fax (717) 295-6096 
http://www. burle.com 
Photomultiplier tubes (PMTs) and accessories. Burle used to 
be RCAs PMT manufacturing operation. 

Electron Tubes Inc. 
100 Forge Way, Unit 5 
Rockaway, NJ 07866 
Phone (201) 575-5586 

http://www.electron-tubes.co.uk 
Previously part of Thorn EMI, Electron Tubes is the US 
affiliate of Electron Tubes Ltd in the UK and makes PMTs 
and accessories. I have used their PMT housings. 

Fax (201) 586-9771 

Hamamatsu Corp. 
360 Foothill Rd. 
Bridgewater, NJ 08807-0910 
Phone (800) 524-0504 or (908) 231-0960 
Fax (908) 231-1218 
http://www. hamamatsu.com 
Hamamatsu makes PMTs and accessories and pretty much 
has a lock on the flow cytometry market; they also supply 
photodiodes, APDs, and CCD camera chips. 

PerkinElmer Optoelectronics (Headquarters) 
44370 Christy St. 
Fremont, CA 94538-3 180 
Phone (510) 979-6500 or (800) 775-6786 
Fax (510) 687-1140 
http://opto.perkinelmer.comindex.asp 
E-mail: opto@perkinelmer.com 
PerkinElmer Optoelectronics 
2175 Mission College Blvd. 
Santa Clara, CA 95054 
Phone (408) 565-0850 
Fax (408) 565-0793 
Channel photomultipliers and photon counting modules 
PerkinElmer Optoelectronics 
22001 Dumberry Rd. 
Vaudreuil, Quebec J7V 8P7 
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Canada 
Phone (450) 424-3300 
Fax (450) 424-341 1 
APD's, photon counting APD modules 

RMD (Radiation Monitoring Devices), Inc. 
44 Hunt Street 
Watertown, MA 02472 
Phone (6 17) 926- 1 167 

http://www.rmdinc.com 
Large area APDs and micro-APD arrays. 

DC-DC Converter Modules for PMT HV Power 
Supplies 
DEL Electronics Corp. 
1 Commerce Park 
Vahdla, NY 10595 
Phone (9  14) 686-3600 

http://www.delpower.com 

Fax (61 7 )  926-9743 

Fax (914) 686-5424 

MIL Electronics, Inc. 
1 5 0  Dow St. Tower Two, 
Manchester, NH 03 10 1 
Phone (603) 647-9201 
Fax (603) 647-920 1 
http://www.milelectronics.com 

Power Supplies (Low Voltage) 
Power-One power supplies or their equivalents are available 
from local electronics distributors. 

Other Electronics 
Douglas Electronics 
2777 Alvarado St. 
San Leandro, CA 94577 
Phone (510) 483-8770 

http://www.douglas.com 
Printed circuit boards for wire wrap and solder construction, 
some fitting standard buses and slots; schematic capture/ PC 
layout s o b a r e  for the Macintosh. 

Fax (510) 483-6453 

Global Specialties Corp. 
1486 Highland Avenue, Unit 2 
Cheshire, CT 06410 
Phone (203) 272-3285 
Fax (203) 468-0060 
http://www.globalspecialties.com 
Breadboarding sockets, test and design instruments. 

11.9 LASERS 

Laser Trade Publications 

Laser Focus World 
98 Spit Brook Road 
Nashua, N H  03062 
Phone (603) 891-0123 
Fax (603) 891-0574 
http://www.laserfocusworld.com 

Lasers & Optronics 
301 Gibraltar Dr., Box 650 
Morris Plains, NJ 07950-0650 
Phone (973) 292-5100 

http://www.lasersoptrmag.com 
Fax (973) 292-0783 

Photonics Spectra 
Laurin Publishing Co., Inc. 
Berkshire Common 
P. 0. Box 4949 
Pittsfield, MA 01202 
Phone (413) 499-0514 

http://www.photonicsspectra.com 
Fax (4 13) 442-3 180 

Laser Manufacturers 

Blue Sky Research Inc. 
537 Centre Pointe Drive 
Milpitas, CA 95035 
Phone (408) 941-6068 
Fax (408) 941-6069 
http://www. blueskyresearch.com 
Blue Sky's p k n s m  technology generates, low-divergence, 
circular, diffraction-limited beams from laser diodes; the 
diode modules thus produced are called CircuLasersm. 

Coherent, Inc. 
Laser Group 
5 100 Patrick Henry Dr. 
Santa Clara, CA 95054 
Phone (800) 527-3786 or (408) 764-4983 
Fax (800) 362-1 170 or (408) 764-4800 
http://www.coherentinc.com 
Large argon and krypton lasers, CW dye lasers, solid state 
lasers, red and violet diode laser systems. 

The COOKE Corporation 
1091 Centre Road, Suite 100 
Auburn Hills, MI 48326-2670 
USA 
Phone (248) 276-8820 

http://www.cookecorp.com 
Multicolor hollow-cathode He-Cd lasers. 

Fax (248) 276-8825 
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Cyonics (now part of JDS Uniphase, see below) 

Evergreen Laser Corp. 
9G Commerce Circle 
Durham, CT 06422 
Phone (860) 349-1797 

http://www.evergreenlaser.com 
Laser re-tubing and re-manufacturing. 

Fax (860) 349-3873 

JDS Uniphase Corp. 
163 Baypointe Pkwy 
San Jose, CA 95134 
Phone (408) 434- 1800 
Fax (408) 433-3838 
http://www.jdsu.com 
He-Ne, air-cooled argon, diode and solid-state lasers. 

Laser Innovations 
668 Flinn Avenue, #22 
Moorpark, CA 93021 
Phone (805) 529-5864 

http://www.laserinnovations.corn 
Sales, service and support for Coherent ion lasers. 

Fax (805) 529-6358 

LiCONiX (now part of Melles Griot, see below) 

Light Age, Inc. 
Two Riverview Drive 
Somerset, NJ 08873 
Phone (732) 563-0600 

h ttp://www.light-age.com 
The nUVom is a patented diode pumped alexandrite laser. 
The doubled nUVom operates between 360 and 400 nm 
with I-1OmW of power. 

Fax (732) 563-1571 

Lightwave Electronics 
2400 Charleston Road 
Mountain View, CA 94043 
Phone (650) 962-0755 
Fax (650) 962-1661 
http://www.lwecorp.com 
High power (up to 300mW) diode pumped 532nm lasers; 
mode-locked UV YAG lasers. 

Melles Griot 
Laser Group 
205 1 Palomar Airport Road, 200 
Carlsbad, California 92009 
Phone (800) 645-2737 or (760) 438-2131 
Fax (760) 438-5208 
http://www.mellesgriot.com 
Argon, krypton and mixed gas ion lasers; He-Ne, He-Cd, 
diode and diode pumped solid state lasers. 

Newport Corp. (see section 1 1.2 for address) 
Red He-Ne, air cooled argon ion and diode lasers. 

Novalux, Inc. 
1170 Sonora Court 
Sunnyvale, CA 94086 
Phone (408) 736-0707 

http://www.novalux.corn 
Protera solid-state 488 nm lasers. 

Fax (408) 735-0395 

Ornnichrome (now part of Melles Griot, see above) 

Power Technology Inc. 
16302 Alexander Road 
Alexander, AR 72002 
Phone (501) 407-0712 

http://www. powertechno1ogy.com 
Diode laser and diode pumped solid state laser modules; 
power supplies for diode lasers. 

Fax (501) 407-0036 

Research Electro Optics 
1855 S. 57th Ct. 
Boulder, CO 80301 
Phone (303) 938-1960 

http://www.reoinc.corn 
Green, yellow, orange, and red He-Ne lasers. 

F a  (303) 447-3279 

Spectra-Physics 
1335 Terra Bella Ave. 
P. 0. Box 7013 
Mountain View, CA 94039 
Phone (650) 961-2550 or (800) 775-5273 
Fax (650) 968-5215 
http://www.splasers.corn 
Large and small argon and krypton lasers, CW dye lasers, 
He-Ne lasers, CW green and mode-locked UV YAG lasers. 

Thorlabs (see section 1 1.2 for address) 
Diode lasers. 

11.10 OPTICAL FILTERS 

Color Glass Filters 
All the color glass filter manufacturers sell through 
distributors, e.g., the optical supply houses listed in 11.2. 

Corning Glass Works’s color glasses are now made by: 
Kopp Glass, Inc. 
2108 Palmer Street 
Pittsburgh, PA 152 18 
Phone (412) 271-0190 

http://www.koppglass.com 
Fax (412) 271-4103 
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Hoya Corp. USA 
101 Metro Drive, Suite 500, 
San Jose, CA 95 110 
Phone (408) 441-3305 

http://www. hoya.co. jp 
Fax (408) 451-9562 

Thermo Corion Optical Filters 
(formerly Ditric Optics, Inc.) 
8 East Forge Parkway 
Franklin, MA 02038-3 148 
Phone (508) 528-441 1 or (800) 598-6783 

http://www.corion.com 
Fax (508) 520-7583 

Schott Glass Technologies, Inc. 
400 York Ave. 
Duryea, PA 18642 
Phone (570) 457-7485 

http://www.schottglasstech.com 
Fax (570) 457-6921 

Newport Industrial Glass, Inc. 
10564 Fern Avenue 
Stanton, CA 90680 
Phone (714) 484-7500 

http://www.newportglass.comhomefil. htm 
Distributor for all of the color glass filter manufacturers. 

Fax (714) 484-7600 

Interference Filters 
Chroma Technology Corp. 
74 Cotton Mill Hill, Unit A-9 
Brattleboro VT 05301 
Phone (800) 824-7662 

http://www.chroma.com 
Fax (802) 257-9400 

Thermo Corion Optical Filters (see address above) 

Omega Optical, Inc. 
210 Main Street 
Brattleboro, VT 05301 
Phone (802) 254-2690 or (866) 488-1064 

http://www.omegdiltilters.com 
Fax (802) 254-3937 

The optical houses of section 11.2 also make and sell 
interference filters. While Omega’s and Chroma’s stock 
filters may cost a bit more than some of their competitors’, 
each Omega and Chroma filter comes with a transmission 
curve. Omega and Chroma will also make custom and 
semicustom (i.e., with additional coatings) filters. 

Neutral Density Filters 

Many of the same companies that make interference filters 
also offer reflective neutral density (N.D.) filters. The color 
glass filter makers offer absorptive N.D. filters. Your local 
photo supply store probably has Kodak plastic neutral 
density filters, which may be all you need. 

Polarizing Filters and Optics 

For cheap plastic polarizers, try your local photo shop; for 
fancier stuff, try the optical supply houses. 

Tunable Filters 
Cambridge Research & Instrumentation, Inc. 
35-B Cabot Road 
Woburn, MA 01801 
Phone (888) 372-1242 or (781) 935-9099 

http://www.cri-inc.com 
Liquid crystal tunable imaging filters. 

11.11 AIDS TO TROUBLESHOOTING FLOW 
CYTOMETERS WHEN ALL ELSE FAILS 
See reference 621. 

11.12 PROFICIENCY TESTING 
FAST Systems, Inc. 
8-5 Metropolitan Ct. 
Gaithersburg, M D  20878-4013 
Phone (301) 977-0536 

http://www.fastsys.com 

11.13 SEX SELECTION (the book needed more sex) 

Fax (78 1 )  935-3388 

Fax (301) 977-7023 

Microsort 
Division of the Genetics & IVF Institute 
3015 Williams Drive, Suite 101 
Fairfax, Virginia 2203 1 USA 
Phone (703) 876-3897 or (800) 277-6607 

Division at Huntington Reproductive Center 
2396 1 Calle de la Magdalena, Suite 54 1 
Laguna Hills, CA 92653 
microsort@givf.com 
http://www.microsort.net/ 
Sperm sorting for gender selection in humans. 

Fax (703) 995-4928 

XY ,  Inc. at Moondrift 
1 108 North Lemay Avenue 
Fort Collins, Colorado 80524 
Phone (970) 493-3 1 13 

http://www.xyinc.com 
Fax (970) 493-31 14 
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For inquiries related to XY, Inc.'s research & development, 
sperm-sorting facility, sperm-evaluation laboratory and bull 
stud: 
XY, Inc. at ARBL 
3801 West Rampart Road 
ARBL Building 
CSU Foothills Research Campus 
Fort Collins, Colorado 80523 
Phone (970) 491-4764 
Fax (970) 49 1-4374 

11.14 ALTERNATIVE TECHNOLOGY 
3D Molecular Sciences Ltd 
Harston Mill 
Harston, Cambridge CB2 5GG 
UK 
Phone +44 (0)1223 875 280 
Fax +44 (0) 1223 875 269 
h ttp://www.3d-molecularsciences.com 
Developing multiplex bead assays using optically readable 
microfabricated encoded particles. 

Amnis Corporation 
2025 First Ave, Suite PH-B 
Seattle, WA 98121 
Phone (206) 374-7000 
http://www.amnis.com 
Developing its Image Stream technology for multispectral 
imaging of cells in flow. 

Arcturus Engineering, Inc. 
400 Logue Avenue 
Mountain View, California 94043, USA 
Phone (888) 446 79 1 1  or (650) 962 3020 
Fax (650) 962 3039 
http://www.arctur.corn 
Arcturus's PixCell' is a laser capture microdissection system 
on a microscope platform. 

ChemoMetec A / S  
Gydevang 43 
DK-3450 Allerad 
Denmark 
Phone (+45) 48 13 10 20 
Fax (+45) 48 13 10 21 
http://www.chernometec.com 
NucleoCounter image analyzing cell counter. 
(Distributor for U. S. and Canada: 
New Brunswick Scientific Co., Inc. 
P. 0. Box 4005,44 Talmadge Rd. 
Edison, NJ 088 18-4005 
Phone (732) 287-1200 or (800) 631-5417 
Fax (732) 287-4222 
h ttp://www.nbsc.com) 

Chemunex SA (see section 1 1.5 for address) 
The ChemScan RDI (known as Scan RDIm in North 
America) analyzer uses laser scanning to detect bacteria on a 
filter membrane. 

ChromaVision Medical Systems, Inc. 
33171 Paseo Cerveza 
San Juan Capistrano, CA 92675 
Phone (888) 443-3310 or (949) 443-3355 

http://www.chromavision.com 
Automated Cellular Imaging System (ACIS'). 

Fax (949) 443-3366 

CompuCyte Corporation 
12 Emily Street 
Cambridge, MA 02139 
Phone (800) 840-1303 or (617) 492-1300 

http://www.compucyte.com 

developed by Kamentsky and Kamentsky (and you know 
two heads are better than one). It has found and continues 
to find applications in many areas of basic and clinical cell 
analysis. The newer iCyteTM offers additional features. 

Fax (617) 577-4501 

2047,2380-1,29 I8 CompuCyte's L S C ~ ~  scanning laser cytometer Was 

Cyntellect, Inc. (spin-off from Oncosis, Inc) 
6199 Cornerstone Court, Suite 1 1  1 
San Diego, CA 92121-4740 
Phone (858) 450-7079 

http://www.cyntellect.com 
Laser-Enabled Analysis and Processing (LEAPTM ) platform 
utilizes optical scanning, image analysis and targeting laser 
for cell analysis and 

Fax (858) 550-1774 

Dynal Biotech 
P.O.Box 114 
Smestad 
N-0309 Oslo 
Norway 
Phone + 47 22 06 10 00 
Fax + 47 22 50 70 15 
http://www.dynal.no 
Separation technology using magnetic Dynabeads'. 

Fluidigm Corporation (formerly Mycornetrix Corporation) 
7100 Shoreline Court 
South San Francisco, CA 94080 
Phone (650) 266-6000 

http://www.fluidigm.com 
Fluidigm is commercializing microfluidic technology 
developed by Stephen Quake et al at CalTech for 
manipulation and sorting of cells and macrom01ecules~~~'~~. 

Fax (650) 871-7152 
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Immunicon Corporation 
3401 Masons Mill Rd. 
Hunringdon Valley, PA. 19006 
Phone (215) 830-0777 
Fax (215) 830-0751 
http://www.immunicon.com 
Immunicon’s magnetic cell separation technology, some 
elements of which are available from Molecular Probes, is 
also the basis for the “CellTracksTM” scanning laser 
cyt~rnete?~*~ and a simple cell counter. 

Medis Technology 
805 Third Avenue, 15th Floor 
New York, NY 10022 
Phone (212) 935-8484 
Fax (212) 935-9216 
http://www.medistechnologies.com 
Medis Technology sells the Cell~can”*~ instrument 
developed at Bar-Ilan University for fluorescence 
polarization measurements. 

Micronics, Inc. 
8463 154th Avenue NE, Building F 
Redmond, WA 98052 
Phone (425) 895-9197 

http://www.micronics.net 
Micronics, with Honeywell, is developing the BioFlips 
wearable cytometer to detect a biowarfare attack by changes 
in a soldiers white blood cell count (funded by DARPA) 

Fax (425) 895-1 183 

Miltenyi Biotec Inc. 
12740 Earhart Avenue 
Auburn, CA 95602, USA 
Phone (530) 888-8871 or 800 FOR MACS 
Fax (530) 888-8925 
http://www.miltenyibiotec.com 
Magnetic Cell Sorting Technology (MACS) 

Oncosis, Inc. 
6 199 Cornerstone Court, Suite 1 1 1 
San Diego, CA 92121-4740 
Phone (858)  550-1770 
Fax (858) 550-1774 
http://www.oncosis.corn 
PhotosisTM system for removing tumor cells from 
marrow . 3014 

PE Biosystems 
850 Lincoln Centre Drive 
Foster City, CA 94404 USA 
Phone (650) 638-5800 or (800) 345-5224 
Fax (650) 638-5884 
http://www.pebiosystems.com 
FMAT’” 8100 microvolume laser scanning HTS system. 

StemCell Technologies Inc. 
777 West Broadway, suite 808 
Vancouver BC Canada V5 Z 4J7 
Phone (800) 667-0322 or (604) 877-0713 
Fax (800) 567-2899 or (604) 877-0704 
http://www.stemcell.com 
Cell separation, enrichment, expansion and evaluation 
technologies. 

SurroMed, Inc. 
2375 Garcia Avenue 
Mountain View, CA 94043 
Phone (650) 230 1961 
Fax (650) 230 1960 
http://www.surromed.com 
SurroScan*, microvolume laser scanning cycometry 
system. 
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12. AFTERWORD 

This is the space I reserved ahead of time in which to dot 
i’s, cross t’s, report late brealung news, and get in a few more 
opinions. 

12.1 DOTTING i’S AND CROSSING t’S 

As in the transitions between previous editions, I didn’t 
renumber the old references. The Second Edition references 
started at 624, but reference 749 duplicated reference 523. 
The references in the Third Edition started at number 1027; 
those in this Fourth Edition are numbers 23 15-3685. There 
are at least two duplicates; 3021 = 2682 and 3139 = 2616. 

12.2 LATE BREAKING NEWS 

New Book 

Well, not that new, but I seem to have missed Cytornetric 
analysis of cellphenotype a n d j i ~ n c t i o n ~ ~ ~ ,  edited by McCarthy 
and Macey, which appeared in late 200 I .  

New Protein Stain 
Ferrari et a1366’ have used a new stain, Beljian red, a 

metabolite of the fungus Epicocmrn n i p r n ,  to label cysts of 
Giardia. The material has excitation peaks near 400 nm and 
525 nm; it is non-fluorescent until it interacts with proteins, 
producing a fluorescent complex emitting at 605 nm. 

Caveat on Fluorescent Caspase Inhibitors 

Zbigniew Darzynkiewicz recently reported, in postings 
to the Purdue Cytometry Mailing List, that fluorescent 
caspase inhibitors (p. 380) may bind to other constituents of 
apoptotic cells, as well as to caspases. With Brian Lee and 
Gary Johnson, of Immunochemistry Technologies, he 
concludes that “While these reagents are good markers of 
apoptosis and very likely report activation of caspases or 
serine proteases, we currently suspect that mechanism of 
their retention in apoptotic cells may not be a strict function 
of their covalent interaction with caspase or protease 
enzymes.” Further work on the additional binding sites 
should be published later in 2003. 

# 

Polyamide Probes 
Gygi et a1307* used polyamide probes to discriminate 

chromosome 9 from other chromosomes with which it 
normally clusters (p. 479). The probes came from Peter 
Dervan and his coworkers at Caltech, who have investigated 
whether synthetic organic chemistry can improve on nature 
in terms of designing sequence-specific DNA binding 
p ~ l y m e r ? ~ * ~ ~ .  Polyamides can bind to native double- 
stranded DNA, and, in some cases, can enter intact cells and 
modulate gene h n c t i ~ n ~ ~ ’ .  

561 
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Figure 12-1. Tearing down the “picket fence” and reuniting the negatives using a BiExponential data 
transform instead of a logarithmic scale. Courtesy of David Parks and Wayne Moore (Herzenberg Lab, 
Stanford). 

Tearing Down the (Picket) Fences 

My description of logarithmic amplifiers and 
fluorescence compensation as “Deals With the Devil” (p. 35) 
seems to resonate with many flow cytometer users, and it 
seems that the more colors they measure, the more frustrated 
they get about the whole business. High-resolution 
digitization lets us get rid of the logarithmic amplifiers, but 
the large dynamic range of immunofluorescence data 
demands that we keep the logarithmic scale, or at least 
something like it. When our high-resolution digitization is 
not quite as high-resolution as it should be, we get “picket 
fences” at the bottom of the scale (p. 207), whether or not 
compensation is applied to the data. But it gets worse. 

After baseline restoration is applied, signals from 
particles with little detectable fluorescence, i.e., those that 
are “negatives” in a given fluorescence channel, produce 
signals with maximum amplitudes near zero volts (ground). 
However, there is always some noise on the baseline, which 
means that the value we capture might be slightly below 
ground rather than slightly above ground. Whether we use a 
log amp or do our conversions from linear to log scales 
digitally, we have a problem; as numbers approach zero, 
their logarithms approach negative infinity, and the 
logarithms of negative numbers are undefined. It is therefore 
common practice to apply a “fudge factor,” using additional 
circuitry at the input to a log amp or adding an appropriate 
constant if we are doing digital conversions, to keep the 
linear data values at least a little bit above ground. 

Once we start compensating data, we are likely to end up 
with more negative values, and with a broader range of 
negative values, because the numbers we subtract from small 
signal values during compensation, whether we use analog 
compensation circuitry or digital compensation, are fixed 
fractions of large signal values, representing “ideal” 
compensation, while the small signal values, representing 
contributions from small numbers of photoelectrons, 
typically have a large variance. When we look at displays of 
compensated data on log scales, they almost invariably show 
one cluster of “negatives” plastered up against an axis, and 
another, discrete cluster just off the axis. Panels A and B of 

Figure 12- 1 provide a good illustration. The data in all three 
panels of the figure represent signals from blank particles 
(and a few from contaminating fluorescent particles); they 
were taken from a FACSDiVa digital pulse processing 
system, and processed by Dave Parks and Wayne Moore of 
the Herzenberg lab using a beta version of Tree Star’s 
FlowJo software incorporating a BiExponential data 
transform. 

The log scale contour plot in Panel A shows three 
clusters of “negatives,” one along each axis and one 
occupying most of the first decade. The contour lines 
conceal much of the “picket fence” appearance of the data, 
which is much more obvious in the log scale color density 
plot in Panel B. 

There isn’t anything sacred about the logarithmic scale; 
it just happens that it provides a convenient way of 
displaying data with a large dynamic range. Convenient, that 
is, as long as the data don’t include zero and negative values. 
When we were stuck with using log amps, we really didn’t 
have much choice as to what scale to use. Given the freedom 
made possible by high-resolution digital processing, Dave, 
Wayne, Mario Roederer et al decided to investigate other 
possible data transforms, looking for something that behaved 
like a log transform for large signal values, but was better 
behaved for small, zero, and negative values. What they 
came up with is a hyperbolic sine function that can have 
different coefficients in its positive and negative exponential 
components. Don’t worry about it; you won’t have to do the 
calculation. The bottom line is that the BiExponential 
function implemented in Wayne’s prototype “Logicle” 
program and in the FlowJo beta is close to linear at the low 
end and close to log at the high end, and, as can be seen 
from Panel C of Figure 12-1, it puts all the “negatives” into 
the single cluster in which our brains expect them to be 
found. 

If there is a down side to all of this, it is that the function 
has a lot of coefficients, which may take some tweaking to 
get the data into the right shape. Most users don’t want to 
go there, and some who want to probably shouldn’t. So, the 
challenge for the programmers is to make the process 
automatic. Otherwise, I’ll stick with my counterproposal (p. 
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244) that we define the low end of the log scale as off limits 
for gating and just live with the artifactual multiple clusters. 
I have to admit, Panel C looks pretty nice. 

New Instrument: The BD FACSArray” 
BD Biosciences has recently introduced the FACSArray, 

a benchtop analyzer designed for both multiplexed bead 
assays and cellular fluorescence measurements. It has 532 nm 
(green) YAG and red diode laser sources and a 
FACSCalibur-type flow cell, and takes samples from 
microtiter plates, measuring forward and side scatter and 
fluorescence at (I’m guessing) 575 and >660 nm (green- 
excited) and 660 and >700 nm (red-excited), using APDs 
and PMTs as detectors. The FACSArray seems to be 
intended to go head to head with Guava and Luminex. 

Science Special Section: Biological Imaging 
The 4 April 2003 issue of Science (Volume 300, pp. 1- 

196) contains a special section on biological imaging, 
introduced by Hurtley and Helm~th’~’~. Notable articles in 
the issue include a comparative review of light microscopy 
techniques for live cell ima$ng by Stephens and Allan”” and 
a report by Scorrano et a13 demonstrating the roles of BAX 
and BAK in regulating Cat+ transport from endoplasmic 
reticulum to mitochondria, a process without which apop- 
totic death cannot occur. 

Cytomics in Predictive Medicine: a Clinical Cytomerry 
Special Issue and Other Recent Citings and Sightings 

The May 2003 issue of Clinical Cytometry (Cytometry, 
Volume 53B, pp. 1-85) is a special issue on “Cytomics in 
Predictive Medicine,” edited by Gunter Valet and Attila 
T A r n ~ k ~ ~ ’ ~ ,  including articles on the predictive utility of 
immuno-phenotyping in acute myeloid l e ~ k e m i a ~ ~ * ~ ~ ’  and 
chronic fatigue 

While those of us in the flow game may know and love 
Clinical Cytometry, I think we all have to admit that The 
New England Journal of  Medicine has a considerably higher 
impact factor. Well, the Ma 1, 2003 issue of NEJM has an 
article3683 and an editorial’“ on the use of flow cytometric 
quantification of ZAP-70 kinase levels in chronic 
lymphocytic leukemia (CLL) cells to assess probable clinical 
course and outcome. The underlying biology is this: 
although the 50 to 70 percent of patients with hypermutated 
immunoglobulin heavy-chain variable regions usually have a 
good prognosis, those patients with unmutated genes do not. 
Using flow cytometry, Crespo et a13683 found unmutated 
genes in all patients in whom at least 20% of B-CLL cells 
expressed ZAP-70 at levels equal to those found in T and 
NK cells; ZAP-70 expression itself was also determined to be 
of prognostic significance. Molecular methods that allow 
direct detection of the unmutated gene are “not [now] 
widely available in clinical practi~e’~~’,’’ but h i  and 
C h i ~ r a z z i ~ ~ ’ ~  noted that ZAP-70 can be detected “by a 
relatively convenient and clinically available technology 
(muhiparameter immunofluorescence flow cyt~metry)’~~~.” 

Back on pp. 468-9, I used Figure 10-9, from a 2002 
paper by Perez and Nolan300o in which flow measurements of 
intracellular signaling kinases in T cell subsets were 
described, as an illustration of the current state of the art in 

I 

flow cytometry. A little more than a year after this paper 
appeared, we have a high-profile article establishing clinical 
relevance of flow cytometric kinase measurements in 
leukemic cells and a high-profile editorial pointing out the 
advantages of the technique. Perhaps not as dramatic as the 
progress from the recognition of S A R S  as a new disease to 
the identification and sequencing of the virus in three 
months, but still pretty impressive. 

In April, 2003, Maryalice Stetler-Stevenson of NIH, 
Jerry Marti of FDA, and Bob Vogt of C D C  rounded up a 
few of the usual suspects for a meeting on “Identifying the 
Optimal Methods for Clinical Quantitative Flow 
Cytometry.” Renewed interest in this topic has followed 
from flow cytometric analyses done on patients undergoing 
treatment with monoclonal antibodies; data suggest that the 
number of antibody binding sites present on the target cell 
type(s) may be of relevance in determining response. If this 
turns out to be true at the most simple-minded level, it may 
be possible to improve the therapeutic index of monoclonal 
antibody therapy just by picking appropriate mixtures of 
antibodies, but that’s getting way ahead of the game; what 
we need to do now is figure out how to get multiple 
laboratories to do reliable, reproducible quantitative 
measurements. Stay tuned. 

12.3 ANALYTICAL BIOLOGY, SUCH AS IT ISN’T IS 
THIS ANY WAY TO RUN A SCIENCE? 

Flow cytometers are, unfortunately, too often used by, or 
under the direction of, scientists who neither know nor care 
to know the details of their operation. In the long run, that 
attitude cannot contribute to scientific progress. 

Scientific instrument development follows a traditional 
pattern in which new principles in physics and chemistry are 
first applied by physicists and physical chemists, who 
domesticate them to the point at which they can be used by 
analytical chemists. The resulting technology then diffuses 
into the organic chemical, biochemical, and biomedical 
communities over a period of several years. Chemists and 
physicists are expected to build their own instruments if they 
can’t buy the apparatus they need to answer the questions 
they are asking; biologists are not. 

Thus, while there is an established discipline of analytical 
chemistry, there is not an established discipline of analytical 
biology. Moreover, biologists and medical researchers are 
generally not exposed to general principles of instru- 
mentation and measurement during their training. They 
certainly don’t learn how to build instruments. Clinicians 
may be knowledgeable about apparatus they use, but are 
generally unaware of instruments and methodology not 
already established in their fields of specialization. 

While clinical medicine has been unflatteringly described 
as a cottage industry, the epithet applies to medical research 
as well. Researchers are encouraged to formulate complex 
hypotheses and ask intricate questions, but are typically 
given no guidance to speak of regarding the choice of 
methodology that must be used to test the hypotheses and 
answer the questions. Most senior researchers will opine that 
graduate course work in instrumentation, measurement, and 
methodology is unnecessary; the students will learn from 
books, from articles, from their advisers, etc. 
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Just where are all these books and articles? Who taught 
the advisers, and how much attention have the advisers paid 
to methodology since they were young investigators? The 
imagined teaching resources don’t exist. People learn how to 
build and use instruments from hanging around other 
people who build and use instruments, and the rest of their 
colleagues don’t understand their methodology, may not 
believe their results, and, worst of all, waste a lot of time and 
money doing experiments the hard way due to a lack of 
understanding of methodology. 

There seems to be room for improvement in a lot of the 
methodology with which biomedical research propels itself 
along these days. At one time, I wanted to set up an 
academic department to train people to develop instruments 
and methods, but I’m probably too old now. If you want to 
learn, read (or re-read) the book, and find a mentor. If 
you’re setting up such a department and would like to have 
an old dog help teach you and your students some new 
tricks, get in touch. 

12.4 COLOPHON 
A colophon typically goes at the end of a book and gives 

details on the typesetting and production. I’m putting mine 
here so I can finish with some other stuff. 

The reviewers of the First Edition of Practical Flow 
Cytometry were uniformly negative about the typesetting, 
which was done with a Centronics dot-matrix printer and an 
Atari 800 computer (total system cost just over $1,000). 
Many people assumed I was being chintzy about personal 
computer systems, and that I could have done much better 
using a $3,000 (yes!) Apple I1 or a $4,500 (yes! again) IBM 
PC for my word processing. Not true; when the book was 
typeset in late 1984, the setup I used and the Atari word 
processors provided the only means of getting a personal 
computer to produce the two-column, proportionally spaced 
text requested by the publisher. If I’d waited another two 
months, I could have produced nicer two-column propor- 
tional text using a letter-quality printer with the Atari. It 
took almost another year before the Apple and IBM word 
processors caught up. 

Naturally, when the time came to consider putting out a 
Second Edition of the book, priorities one and two went to 
improving the typesetting and upgrading the sloppily 
scrawled and critically unacclaimed drawings that had 
illustrated the First Edition. By mid-1986, when I started 
evaluating the computer typesetting options, I was hearing 
all of these wonderful things about Desktop Publishing, and 
how it was already here for the Apple Macintosh and 
Coming Real Soon for the IBM PC. It sounded as if I could 
buy a single computer and a single software package to do 
everything I needed; set the type, draw illustrations, and do 
the layout, merging text and graphics. When I couldn’t wait 
any longer for that ideal software, which was still not 
available for either the Mac or the PC when the second 
edition went to the printer, I had to wing it. 

I first had to convert the files containing the text of the 
First Edition from single- to double-density Atari floppies, 
so I could read them on an IBM PC drive with the aid of 
shareware that translated them, more or less, into IBM 
format. The IBM format files were stripped of control codes 

and edited, and new text generated, using the XyWrite I11 
Plus word processor, which formatted and set the text in 
double columns, using 10 point Times Roman as the body 
type. Text pages were printed on an Apple Laserwriter Plus 
printer (over $4,000!), which I lent to XyQuest for six weeks 
so they could fix the XyWrite printer drivers. 

Merging of text and graphics was done by leaving space 
in the text page layouts for graphics and printing graphics 
separately. Graphics in IBM PC format were captured with 
SymSoft‘s HOTSHOT and printed on the Laserwriter Plus. 
Computer-generated drawings were done on a Macintosh SE 
using Cricket Draw and Apple’s MacDraw, and also printed 
on the printer. Line art and photographs were copied on 
Canon copiers. The pages containing graphics were then 
inserted into the printer, and the text was printed in its 
proper location. This, believe it or not, was the most 
expeditious way to get the job done at the time. 

Since I waited six years to do the Third Edition, I 
expected to be up to my armpits in fantastic page layout and 
document processing software when I started this one. Ha. I 
tried FrameMaker, PageMaker, and Ventura Publisher, on 
Mac and Windows platforms, and couldn’t live with any of 
them. XyWrite had appeared in new DOS and Windows 
incarnations, which I didn’t like either. 

As luck would have it, Microsoft’s version 6.0 of Word 
for Windows hit the stores just about the time I started 
typing. I had played around with version 2.0, which didn’t 
hack it, but, luckily, I had translated all of the old files into 
Microsoft’s Rich Text Format, so it was fairly painless to 
read them. 

As we all think we know, cross-platform compatibility 
between Macintoshes and PC-compatibles is a piece of cake. 
Ha  again. All of the drawings done on the Mac were done 
with old enough versions of the drawing programs so the 
new versions either wouldn’t print them or would only 
convert them to PICT files much uglier than the originals. I 
ended up having John Brandes redo some of the old graphics 
using the Word for Windows drawing package; other old 
figures and photos and line art were scanned in by Chris 
Spychalski using a Hewlett-Packard ScanJet IIC, connected 
to an Apple Macintosh IIci. Image files in TIFF (Tagged 
Image File Format) were transferred to the PC-compatibles 
via floppy disks and sneakernet. 

A few drawings for the Third Edition were made with 
Core1 Draw 4,  Micrografk Windows Draw, and Chem- 
Window, a chemical structure drawing program. PC screen 
capture and image format translation were done with Pizazz 
Plus for Windows (Application Techniques, Pepperell, MA) 
My objective was to have the whole book, artwork and all, 
on the hard disk, so I wouldn’t need to run paper through 
the printer twice, and I was very impressed that I could do 
the whole job with a word processor, rather than having to 
resort to a page layout program. So I went along with the 
rest of the world and switched all of my word processing to 
Word for Windows. 

The Second Edition was printed on the Apple 
Laserwriter Plus, a 300 dpi Postscript printer. The Third 
Edition was printed on 600 dpi Hewlett-Packard LaserJet 
4M and LaserJet 4MP printers, malung it feasible to print 
halftones from photographs. These printers had Postscript 
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capability, but I used them in their native (PCL) mode, 
because, at least under Windows 3.1, they printed a lot faster 
that way. 

By the time I started work on this Fourth Edition, I 
thought the layout part would be a piece of cake. In case you 
haven’t heard, the typesetters used to print most books these 
days can work directly from Adobe Acrobat .pdf files, which 
are easy to generate from PostScript. I tried to use 
FrameMaker to do the book, but the available documen- 
tation was so atrocious that, after several months of screwing 
around, I still couldn’t manage to get a single page of text to 
lay out properly, and decided to stick with Word. No picnic 
there, either. The computers at the lab and at the house and 
my laptop all had what was supposed to be the same version 
of Word for Ofice 2000 (separate copies of the program, of 
course; having written and sold software, I am against 
piracy). They also had the same printer drivers and the same 
fonts, but different computers would give me different 
layouts of the same text. Things improved when I moved 
from Windows Millennium Edition (hard to tell whether 
that is an operating system or just a resident virus) to 
Windows X P .  It then turned out that the Acrobat Distiller 
printer driver would choke on my Word files and not 
produce .pdf files, and that each of the three PostScript 
drivers available for my 1200 DPI Lexmark Optra T6lO 
printer was flaky in its own inimitable way. I settled on the 
least flaky one, which usually generated PostScript files that 
could be made into .pdf s. 

After two major laptop hard drive crashes, I got smart 
and started keeping all of the files in duplicate on two 
external IEEE 1394 (Firewire) hard drives. And here I am. I 
need a new laptop; I was so desperate I even tried a titanium 
Mac for a while. Meanwhile, the folks at Wiley decided to 
play it safe and photograph my printed pages instead of 
trying to print the book from .pdf files. I hope what you see 
is what I got. 

The body text for the Fourth Edition is 10 point Adobe 
Garamond; headings and captions are in Adobe Albertus 
MT. Many of the older figure labels are in Arial; the newer 
ones are in Helvetica. Shapiro’s Laws of Flow Cytometry are 
set in Zapf Chancery. I’m still not sure whether symbols are 
coming out in Adobe’s Symbol PostScript font or in 
Microsoft’s Symbol TrueType font. There are a few other 
fonts scattered here and there. I hope you like the layout, but 
maybe I’ll just send the publisher a double-spaced typed 
manuscript for my next book. 

Since they were intended in part as revolutionary tracts, I 
thought it was appropriate that the First Edition and its 
predecessor should be Little Red Books. The Second 
Edition, with its redesigned cover, was, like Chinese pandas 
and newspapers, red all over as well as black and white. The 
blue cover design for the Third Edition was a little subdued, 
but Denise Papania has done a fantastic job with the cover 
for this one. 

12.5 UNFINISHED BUSINESS 

AIDS and Infectious Disease in the Third World 
As those of you who have been involved in cytometry for 

many years, or have read through this book, know, it was the 

emergence of AIDS in the U. S. and Europe in the early 
1980’s that led to the widespread clinical use of fluorescence 
flow cytometry and the improvement of the previously shaky 
economic status of most of the instrument manufacturers. 
To borrow a phrase from the computer industry, HIV was, 
indeed, our “killer application.” To their credit, many 
instrument manufacturers have attempted to produce 
smaller, more rugged, less expensive cytometric apparatus for 
clinical use in the Third World, but this has remained 
largely inaccessible to most of the African and Asian 
countries most affected by the epidemic. 

I have described some approaches to affordable, practical 
cytometric systems for CD4+ T-cell counting on pp. 491-3. 
This subject is now a topic of discussion at the annual 
Cytometry Development Workshop, held every Fall at the 
Asilomar Conference Grounds in Pacific Grove, California, 
and attended by technical personnel from academic 
institutions, national laboratories, and industry. The 
Workshop has always had a strong ecumenical spirit, with 
information exchanged freely among competing laboratories 
and companies, and the session held in 2000 helped 
stimulate the development of the “EasyCount” instrument. 
More remains to be done; inexpensive cytometric apparatus 
originally developed for CD4+ cell counting could be 
adapted to meet the needs of other price-sensitive emerging 
markets in developed countries, e.g., food and water 
microbiology, and for other uses, e.g., clinical research on 
malaria and other parasitic diseases. The cytometry industry 
may need to have its arm twisted, as the pharmaceutical 
industry has had its arm twisted, to get the right products to 
resource-poor nations at the right price; if you have any 
leverage, use it. I’ll be happy to help. 

A Center for Microbial Cytometry 
The pace of development of instruments, reagents, and 

techniques optimized for cytometry of microorganisms, i.e., 
bacteria, nano- and picoplankton, fungi, viruses, and small 
unicellular eukaryotes - has been glacial. 

For example: My colleagues and I published the first 
paper on flow cytometric detection of single virions in 
197994, and, althou h Harald Steen reproduced our results 
within a few years , the next published paper on detection 
of single virions appeared in 19992336. As I pointed out on 
pp. 522-4, no current commercial instrument has sufficient 
sensitivity to make precise multiparameter measurements of 
substances present at levels below a few thousand molecules 
in individual microorganisms. We need an instrument 
optimized for that purpose; once we have it, it can be used 
to look at a lot of interesting small stuff, e.g., some strange 

and bacterial nucleic a ~ i d ~ ~ ~ ~ - ~  that seem to 
circulate in blood, circulatin immune ~ ~ m p l e ~ e ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ,  

, as well as at viruses and platelet micro particle^'^^ ,3121 z’3132’3669-70 

and bacteria from various sources. 
As I said on p. 516, bacteria are not just little 

eukaryotes. Many of the dyes with which we have become 
familiar as stains for eukaryotic cells behave differently in 
bacteria; some behave differently in different bacterial 
species. Relatively few monoclonal antibodies against 
microbial antigens are commercially available, and the choice 
of labels for those few that are labeled is limited. Other 
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specific reagents, e.g., rRNA probes, are also difficult to 
find. The immunologists and hematologists, even the most 
competitive ones, have cooperated over a generation to 
define the CD antigens, antibodies to which have become 
profitable for a number of companies; a similar cooperative 
effort will have to be undertaken to make better reagents 
available for microbiology. 

It’s not that there aren’t a reasonable number of people 
who want and could benefit from improved instruments, 
reagents, and techniques for cytometry of microorganisms; 
the obstacle appears to be something like an activation 
energy barrier. In a word, the development process needs to 
be catalyzed; I am volunteering to be one of the enzymes. In 
2002, I established a nonprofit corporation called The 
Center for Microbial Cytometry. The first mission of the 
center will be to get interested parties (from academia, 
government, and industry) together, by e-mail at first and by 
conference call or face-to-face meeting as appropriate later, 
to define (and catalog) the principal problems and currently 
available solutions. We can expect to find that, in many 
cases, one group of investigators has some solutions to 
another group’s problems, which should lead to productive 
collaborations. Ideally, this would increase manufacturers’ 
level of interest in providing the needed systems and 
materials, but, if it did not, we would at least have a data 
base and a clearing house that would facilitate do-it-yourself 
instrument modification and construction and exchange of 
reagents and techniques. The free market hasn’t worked very 
well in this field over the past twenty or thirty years. 

I don’t expect the Center to accumulate a large staff and 
a building full of labs; we would only need people and 
resources on-site to do what none of our participating 
members was willing or able to do. I therefore also don’t 
expect a large budget to be required, and it seems to me that 
the necessary funds could be obtained from some 
combination of government agencies, private foundations, 
and/or industrial donors. I’ll start scrounging as soon as I 
finish writing. If you would like to be added to my list for 
further future mailings on the topic, e-mail me at 
<hms@shapirolab.com>. 

A Nobel Prize for Herzenberg and Kamentsky? 
We all know that the developers of really useful scientific 

methods are at least as likely to get Nobel Prizes as those 
who discover new scientific facts and principles. If you’ve 
read this far in this book, I shouldn’t have to convince you 
that cell sorting is a really useful scientific method. It would 
not have become one without the combined efforts of Mack 
Fulwyler, Len Herzenberg, and Lou Kamentsky. 

Mack, then at Los Alamos, described cell sorting by 
droplet generation and electrostatic deflection in 196567. Lou 
set the pace for the development of flow cytometry as an 
analytical cytologic tool’ during the 1960’s, when he worked 
IBM’s Watson Laboratory at Columbia University, and had 
added a sorter to his original in~trument6~ by 1967&. Len 
recognized the potential of flow cytometry and sorting as a 
preparative method, and his lab at Stanford has been central 
in the development and refinement of the technology since 
the late 1960’s, when the first fluorescence-activated sorter 

was described”. Since that time, log amps, fluorescence 
compensation, reporter genes, new fluorochromes, and 
many other innovations have come out of the lab (reread this 
book!), which always seems to be measuring one more color 
than anybody else, and which also functions as a highly 
successful core lab, honing the cytometric skills of both 
experienced users and novices. 

Mack is gone now, but there is still time for Len and Lou 
to win that trip to Stockholm. If you share my sentiments 
about this, and have clout with anyone eligible to nominate 
them for the Nobel Prize (see <http://www.nobel.se/ 
medicine/nomination/nominators.html>), let that person 
know. 

12.6 FLOW AND THE HUMAN CONDITION 
The psychologist Mihaly Csikszentmihalyi wrote a book 

called Flow: The Prychology of Optimal Experience (Harper & 
Row, 1990). Of course, he wasn’t talking about flow 
cytometry, but some flow experiences can be pretty optimal. 
Nobody has won a Nobel Prize for flow cytometry, but Len 
Herzenberg and Lou Kamentsky still might (they may not 
be old enough). Several people have made millions out of 
flow cytometry; Wallace Coulter made hundreds of millions. 
I know of marriages, and fistfights, in which flow cytornetry 
played a role. 

I haven’t gotten rich doing flow, but I’ve been invited to 
a lot of interesting places, and met a lot of nice people. Since 
it’s unlikely that anybody but the people I mentioned could 
win a Nobel Prize for cytometry or sorting itself, as opposed 
to winning one for using it intelligently, flow people tend to 
be more cooperative and less competitive than workers in 
some other fields. It is more obvious than ever that flow 
can’t bring world peace, but it can occasionally bring 
individual people from places or groups with opposing 
philosophies together in a common cause, which is a start. I 
think I’ll keep doing it. 

There’s No Business Like Flow Business 
There’s no business like flow business 
When show business is slow. 
Where else can you play around with high-tech 
Lasers, and computers, and cell clones? 
I go in the lab each day and try tech- 
Niques out with my tech; 
It’s in my bones. 

There’s no people like flow people; 
They smile where lights are low. 
Even when there’s Mycophma in your cells, 
Your laser smokes and emits bad smells, 
Still, you wouldn’t trade it for a stack of gels - 
Well, I wouldn’t, I know. 
Let’s go on with the flow! 

12.7 ONE MORE THING 
I almost forgot this, and it’s very important: When your 

flow system clogs, whatever you do, don’t smite it with your 
staff. 
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1 /el points, of Gaussian laser beam, 130 
2 100 Bioanalyzer (Agilent Technologies), 

429,541 
4CyteTM computer interface board 

(HMS), 230 
4Cytem s o h a r e  (HMS), 436 

histogram displays from, 30, 31 
4F2 antigen. see CD98 antigen 
7-AAD. see 7-Aminoactinomycin D 
AY. see Membrane potential 
A“,. see Mitochondrial membrane 

potential 

A23187, calcium ionophore, 47,382,403, 

Abbott Diagnostics, 433,483, 5 1 1  
ABCG2 transporter in SP stem cells, 489 
Aberration, 

404 

chromatic, 108, 120-1 
lens. see Lens, aberrations 
spherical, 120-1, 123 

Absorbance, 11 1 
Absorption, 2,4,4-8; see also Light, 

absorption, 
coefficient, 1 1 1  
cross-section, 44, 1 1  1-2; see afso 

effects on light scattering, 281, 282 
fluorescence and, 8 
light microscopy and. see Transmitted 

light microscopy 
measurement of, 28 1,290 

Color Glass filters 

Extinction coefficient 

Absorptive optical filters, 53, 153-4; see alro 

ABX Diagnostics, 433 
ACAS 570 instrument (Meridian), 267 
Accuracy, of flow cytometer, 214,217 
Achromat lenses, 121 
Acid hchsin, 76 
Acoustic cell sorters, 264 
Acoustic measurements of cells, 274 
Acridine orange (AO), 

cell cycle compartments defined by, 

chromatin structure and, 319-20,320 
differential leukocyte counting and, 83 
DNA staining, 96-7,96,256-7,312 
DNNRNA staining, 44, 96-7, 312, 

early use, 10,79 
metachromatic fluorescence of, 79,96- 

problems and solutions, 321-2 
reticulocyte counting using, 99,326 
RNA content, 44,79,96-7,97, 320 
spectrum of, 296 
structure of, 301, 323 

44,97, 320-2,321 

320-2 

7,298-9,312,320-2, 

Acridine yellow, 76 
Acridines, structure of, 323 
Acriflavine, 75 
Acritarchs, flow cytomecry of, 542 
Actinomycin D (AD) 

solid phase assay for, 473 
use with 7-AAD for “viability”, 371 

Activation, cell. see Cell activation 
Active electronics, 187, 188-91 
A-D converter. see Analog-to-digital 

Converter 
ADB.  see 1,4-Diacetoxy-2,3- 

dicyano benzene 
ADC. see Analog-to-digital converter 
Adhesion molecules, 484 
Adriamycin, 376 

Advanced Analytical Technologies (AATI) , 

A-to-D converter. see Analog-to-digital 

Aequorin, 402 
Aerosol control in droplet sorters, 271 
Aerosols, detection of microorganisms in 

AfFordCD4 Web sire, 491 
Aging, flow cytometric analysis of, 5 10 
Agilent Technologies, Inc., 429-30 
AIDS in the Third World, 565; see also 

429 

converter 

10,734,  74, 291, 527, 532, 539 

Human Immunodeficiency Virus 
(HIV) infection 

Airydisk, 124 
Aldehydes, cell surface, 363 
Alexa dyes, 45,335, 338 

Alexa 350,337 
spectrum of, 296 

in tandems, 335 
Alexandrite laser, 145-6 
Algae, autofluorescence, 292-3, 524-7 
Alignment, 444-6 

standards, 215, 354,445-6 
Alkaline phosphatase, 

activity, 380 
fluorogenic substrates for, 380 
use as label for amplification, 344 

Allergy testing, 
by basophil degranulation, 485-6 

Allophycocyanin (APC), 45,95, 143, 292, 
332 

tandem dyes, 45, 143,333 
spectrum of, 296 

Allophycocyanin B (APC-B), 332 
Allophycocyanin-Cy5.5,45,333 
Allphycocyanin-Cy7,45,333 
Alpha-fetoprotein, 368 
Alternating current (AC), 55, 181-2 
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Alternatives to flow cytometry, 2, 59-60, 
451,470,475,541 

commercial sources for, 558-9 
references, 71-2 

Aluminum gallium indium phosphide 
(AlGaInP) (red) diode laser, 143-5 

Aluminum phthalocyanine dyes, 338 
AMCA (7-amino-4-methylcoumarin-3- 

acetic acid), 337 
spectrum of, 296 
structure of, 327 

(ASCP), 67 
American Society for Clinical Pathology 

7-aminoactinomycin D (7-AAD), 43,46, 
31 1-2 

apoptosis and, 312,463 
chromatin structure and, 319-20 
DNA content and, 43,311-2,316 
DNNRNA content and, 44,324-5 
dye exclusion test and, 46, 312, 369-70 
spectrum of, 296 
structure of, 301 

Amnis Corporation, 289, 558 
Ampere (A), 102, 180 
Amplification techniques, 340,343-5 

biotin-avidin methods, 340, 343 
colloidal gold, 344 
enzymes as labels, 344 
fluorescent vs. nonfluorescent 

labels, 344-5 
immunoperoxidase, 344 
indirect staining, 340, 343 
labeled particles, 343-5 
PCR, 344 
tyramide, 344 

Amplifiers, 188-9 1 
logarithmic. see Logarithmic amplifiers 
operational. see Operational amplifiers 
time-gated, 54 

Analog delay line, 194 
Analog multipliers, 204 
Analog signal processing, 21-3, 57, 183- 

Analog-to-digital conversion, 21-3,204-9 
Analog-to-digital converter (ADC), 204-9 

204; see also Signal processing 

characteristics of, 206 
quantization error and, 205-7 
sample-and-hold circuits and, 205 
types of, 208-9 

of collected data. see Data analysis 
gated. see Gated analysis 
multiparameter. see Multiparameter 

point. see Observation point 

Analysis, 

analysis 

Analytical biology, 563-4 
Analytical Cellular Pathology (journal), 67 
Analytical cytology. see Cytology, 

Analyzers, multichannel pulse height. see 
analytical 

Pulse height analyzer, multichannel 

Anaphylotoxin C5a, 368 
AND gate, 28 
Aneuploidy versus DNA aneuploidy, 25, 

317 
Animals, flow cytometric analysis of, 5 10-2 
Anisotropy, fluorescence emission. see 

Fluorescence emission anisotropy 
Annexin V, 

and apoptosis, 46, 374,462 
and platelet activation, 487 

Anode, 54,160, 161 
Anomalous dispersion, 110 
Anthracyclines, 376 
Anthropology and DNA content analysis, 

451-2 
Antibiotic sensitivity testing of 

microorganisms, 534-6 
Antibodies, 33-9,77,87-96,345-53 

cocktail staining and, 350-2 
covalent labels for. see Covalent labels 

for antibodies and molecules 
direct staining for multicolor, 349 
engineered, 348, 540 
fluorescent antibody technique, 77 
fragments of, as reagents, 348 
monoclonal, 345-7 

multicolors and, 349-50 
shelf life and quality control of, 349 
sources of, 544-8 
staining procedures with, 352-3 
titration of, 49 
Zenon labeling of (Molecular Probes), 

to CD antigens, 99, 484 

348-9 
Antibody-binding capacity (ABC), 354 
Antibody binding chemistry, 359 
Antibody capping or stripping, 352 
Anti-BrdU antibodies, 455-7 
Anticoincidence circuitry, 193 
Antigen, 346 
Antigen binding fragments, 348 
Antigenic sites, surface density of, 204, 

Antigens 
276,285,360 

activation, 497-9; see aho CD25, 

cell surface. see Cell surface and 

cluster of differentiation (CD). see C D  

intracellular. see Intracellular antigens 
quantitative analysis of, 353-61 
specific stimulation by viral, 498-9 

detection by cytokine production, 

detection by tetramers, 47-8, 500-1 

antifungal, 535-6 
antiviral, 536 

CD69, CD71,CD98, HLA-DR 

intracellular antigens 

antigens 

Antigen-specific T cells, 

500 

Antimicrobial susceptibility testing, 534-6 

Anti-reflection coating, 108 

Antiserum, 346 
Anti-Stokes Raman emission, 11 8 
Antitoxin, 346 
Analytical biology, 563-4 
AO. see Acridine orange 
APC. see Allophycocyanin 
APC-B. see Allophycocyanin B 
APC-(35.5. see Allophycocyanin-Cy5.5 
APC-CY7. see Allophycocyanin-Cy7 
APD. see Avalanche photodiode 
Aperture stop, 124; see also Field stop 
Aperture, numerical. see Numerical 

Apochromat lenses, 121, 152 
Apogee Flow Systems, Ltd., 9 1, 289,4 12, 

Apoptosis, 46,374,462-3 

aperture (N.A.) 

430 

7-AAD. see 7-Aminoactinomycin D 
annexin V. see Annexin V 
caspases, 462-4, 561 
detection of, 462-4 
Hoechst 33342. see Hoechst dyes, 

laser scanning cytometry and, 463-4, 

Les Feuilles Mortes (Autumn Leaves), 

nick translation assay, 463 
propidium, 463 
TUNEL assay and, 463 
versus necrosis, 46,462 

apoptosis and 

509 

462-3 

Applying for grants for cytometers, 438-9 
Arc lamp, 126-7 

brightness of, 50, 132 
emission wavelengths, 296 
epiillumination, 129, 128-9 
filters for fluorescence excitation 

illumination optics for, 129, 127-9 
output characteristics of, 125 
wander, 128 

Arg-gly-asp-ser, 369 
Argon ion laser, 135, 138-41 

Aromatic amino acids, fluorescence of, 292 
Art ofEktronics, The, 69 
Aspheric lenses, 120, 123, 152 
Asymmetric distributions, 233 

ATC 3000 (cytometer), 412,435-6 
Atherosclerosis, 487, 5 10 
Auramine O,75,  

reticulocyte counting, 481-2 
Autofluorescence, 35,243, 290-3 

algae and plants, 292-3 
bacterial, 29 1-2 
cancer and, 29 1 
correcting and quenching, 342-3 
sensitivity and, 2 15-6, 291,34 1-2 

algorithms, find cells, 14-15, 15 

with, 128-9 

emission wavelengths, 139 

from alignment particles, 445 

Automated, 
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cell counting, 225-6; see also Blood, cell 

classification of cells, 82 
differential leukocyte counters, 

counting. see also Coulter counter 

image analyzers, 12-13, 81-3 
flow cytometers, 12-13,483-4 

Automated Cellular Imaging System 
(ACIS) (Chromavision), 470 

Automated sample preparation, 353 
Autoradiography, 86,454 
Avalanche photodiode (APD), 55, 164-5 
Average histogram comparison, 245 
Avogadro's number, 102 
Axial flow systems, 173, 173-4 
Azines, structure of, 323 
Azure dyes, 323 

Back-gating, 277,49 1 
Background current, 183 
Background light, 219 
Background noise, 219-23 
Bacteria; see also Microbiology, flow 

cytometry and 

532 
in air, detection of, 10, 73-4, 291, 

antimicrobial susceptibility testing, 

autofluorescence and, 291-2 
challenges in measuring, 515-6, 522-4 
clinical diagnostics, 528-31, 533-6 
detection and sizing, 5 17 
detection of, 528-30 
DNA 

534-6 

base composition, 318, 318-9 
staining of, 5 17 

flow cytometry of, 5 14-37 
functional probes, 518-22 
"Gram stains", 5 16-7 
identification of, 530-1 
labeling strategies, 5 18 
marine. see Marine biology 
membrane potential. see Bacterial 

membrane potential 
metabolic activity, 519-20 
in milk, counting, 430-1, 532 
nucleic acid staining, 5 17 
permeability, 5 16-7, 5 19-22,521, 522 
protein content, 5 18 
rRNA probes to identify, 5 18 

Bacterial membrane potential, 400-2, 

ratiometric measurement of, 400, 

Bacteriophage detection in flow, 288, 

Bactocount (Bentley), 430, 532 
BactoScan (Foss), 431, 532 
Bandpass optical filters, 53, 154, 154-5 
Bandwidth, optical filter, 53, 154 
Bangs Laboratories, 199, 355, 445, 474 

5 19-22 

401-2,521, 522 

288-9 

Base Composition, DNA, 24, 317-9 
Baseline, 16, 183 

background noise and, 219-20 
D C  restoration, 55, 190-1,220 
noise and, 55, 219-20 

Basic orange 21 (dye), 485 
Basophils, 82, 89-90,484-6 

basic orange 21 staining, 485 
degranulation, as allergy test, 485-6 
metachromatic staining of, 325, 

485 
Bayer Diagnostics, 433,483 
BCECF. see 2',7'-Bis(carboxyethyl)- 5,6- 

carboxyfluorescein 
BD Biosciences, 412-8, 

background, 4 12-3 
FACS, history of, 11, 88, 88-91,94-5, 

FACS IV, 92 
FACS Analyzer 94,174 
FACSAria, 158, 171, 417,417-8 
FACSArray, 563 
FACSCalibur, 171,414-6, 415 

fluidic Sorter design, 264,264-5 
FACScan. 58,95, 171 
FACSCount, 41 8; see also FACSCount 
FACSDiVa (BD) electronics, 209, 2 1 1, 

412-3 

213,230,413-4 
data from, 562 

fluidic sorter design, 264,264-5 
FACSort, 171 

FACSTrak (B-D), 171 
FACS Vantage SE, 413,413-4 
LSR 11,416-7 

Bead assays using flow cytometry, 48, 
473-4 

Beads. see Particles 
Beam geometry. see Laser beam, geometry 
Beamsplitter, 7, 53, 155, 156, 156. seealso 

Beam stop. see Laser beam, stop 

Beam waist. see Laser beam, waist 
Beckman Coulter, Inc, 4 18-23 

Dichroic filters 

see also Blocker bar 

background, 4 18-9 
EPICSALTRA, 171,419,419-20 
EPICS C, 94 
EPICS Elite analyzer and sorter, 171 
EPICS Profile, 95 
EPICS XL and XL-MCL, 171,422, 

422-3 

FC 500,420-2 
hematology instruments, 433 

Becton-Dickinson. see BD Biosciences 
Beer's law (Beer-Lambert law), 11 1 
Beljian red, 561 
Bentley Instruments, 430, 532, 539 
Benzoxazinone dye label, 338 
Berberine sulfate, 76 
Bera-galactosidase, 99,409 

electronics for, 207, 21 1, 214 230 

Bialkali PMT's, 161 
Bias voltage, photodiodes, 160 
BiExponential data transform, 562, 562 
Bilins, 331 
Binary logarithmic intensity scale, 32,240 
Binomial coefficient, 232 
Binomial distribution, 232,232-3,233 
Biocytex, 355 
Biohazard control, 

and sorters, 271 
fixation for, 43,302 

Biological warfare (BW) agents, detection, 

Bioluminescence detection, 284 
Bioluminescent organisms in sea water, 527 
Biometric Imaging, Inc. 336, 492 
BiolPhysics Systems, 87-8, 91-2,434-5 

Cytofluorograf flow cytometer, 87, 

Cytografflow cytometer, 88,4 11 
FC-200 flow cytorneter, 91, 171 

10, 73-74, 74,291, 532 

8743,411 

Bipolar transistor, 189 
Bio-Rad, 412,430; see also Apogee 
Biosaftey and biohazard control, 271 
Biotechniques and biotechnology, 539-41 
Bioterrorism, 532 
Biotinylated antibody, 349, 353 
Birds, sex determination from DNA 

Birefringence, 109 

Bis-BODIPY-phosphatidylcholine, 338 
2',7'-Bis(carboxyethyl)-5,6 

content, 512 

eosinophils and, 278-9,483,486 

carboxyfluorescein (BCECF) 
in dye exclusion tests, 370-1 
intracellular pH and, 98,406-7 
as a tracking dye, 371 

trimethine oxonol [DiBAC,(3)], 46, 

structure, 390 

gating, 29,34,246-7 
regions, 34 
storage requirements for, 247 

Bivariate displays. see Two-parameter 
histogram, displays 

Bivariate distributions, 2,3 1-2, 237, 238-9; 
see also Two-dimensional frequency 

Bis (1,3-dibutyl-barboturic acid) 

390-1, 520-2,521 

Bitmap 

distribution 
analysis of, 247-8 
versus dot plot, 3 1, 238 

Bivariate karyotpe, 317-9,318, 478 
Black body, 104 
Bleaching, 44, 115-8 
Blocker bar, 150, 159 
Blood, 

bacteriain, 515, 530, 533 
basophils, staining of. see Basophils 
cell counting, 2, 10-12, 18-20, 480-1; 

see also Coulter, counter 
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theory and practice, 77-8 
cell development, “Ginger root” model, 

cell identification, 464 
cell sizing, 480-1 
erythrocyte micronucleus assay, 538 
reticulocyte counting. see Reticulocyte 

465-7 

counting 
Blood banking, 482 
BODIPY 581/591,338 
BODIPY, 337-8 

structure, 327 
Boltzmann’s constant, 109 
Bone marrow, 

blood cell development, 467-9 
cancer cells in, 

detecting, 467-71,488 
removing, 266-7,488 

phenotypic analysis of. see back cover 
stem cells, 488-9 
transplantation, 488-9 

Boundary layer, 167, 168 
Box-and-whiskers plots, 236,236-7 
B-PE. see B-phycoerythrin 
B-phycoerythrin (B-PE), 332 
BrdU. see Bromodeoxyuridine 
BrdUrd. see Bromodeoxyuridine 
Breast cancer resistance protein, 376-7 

ABCG2, in SP stem cells, 489 
Breweries, wild yeast in, 539 
Brewster’s angle, 107, 135-6 
Brewster windows, 135-6 
Brightfield microscopy. see Transmitted 

light microscopy 
Brightness, 

of arc lamps, lasers, and LEDs 50, 

definition of, 50, 124 
Brilliant cresyl blue, 78, 322 

structure of, 323 
Brilliant sulfdavine, 89,220 

protein content and, 278 
Bromodeoxyuridine (BrUdR), 308,453-8 

cytochemical method, 456,457-8 
detection with anti-BrUdR antibody, 

Hoechst/propidium method, 455 
’H-TdR and, 455 
RNA synthesis and, 458 
SBIP method, 456-7 

BrUdR. see Bromodeoxyuridine 
Bruker, 412,436 
Bryte HS flow cytometer, 430 
Building flow cytometers, 441-2 

learning to, 442 
Bulk cell separation methods. see Cell 

separation, bulk methods 
Burle Industries, 163 
Buying flow cytometers, 41 1-39 

131-2 

455-6, 457,457-8 

C. elegans nematodes sorting, 40,265, 

Ca**. see Calcium ion 
Calcein-AM, 377 

Calcium green, 405 
Calcium ion, 

432-3 

Dye retention test and, 46, 

free cytoplasmic, probes for, 403 
intracellular measurement of 

in cell activation, 402-5 
in stimulated lymphocytes, 495-6 
probes for, 47, 97-8,402-5 

kinetic measurement, 365 
membrane bound, probes for, 402-3 
probes, 47,78,402-5 
ratiometric techniques. see Ratiometric 

release of, from membranes, 403 
Calcium ionophores, 403 

A23 187. see A23 187 
ionomycin. see Ionomycin 

Calcofluor White M2R (CFW), 370 
Calibration, 

of DNA measurements, 307 
of immunofluorescence measurements, 

of ratiometric calcium probes, 47, 404 
of ratiometric pH probes, 405-6 
standards, 3544,445-6 

fluorescence sensitivity with, 216, 

precision for, 21 5 
quantitative irnmunofluorescence for, 

sources for, 548-9 
types and uses of, 354-9,444-6 

Cancer biology, 502-8 
diagnosis and cervical cytology, 503 
DNA measurements and, 503-4 
drug sensitivity, 504 
immunophenotyping, 504-7 
minimal residual disease detection, 

oncogenes, antigens, and receptors, 504 

autofluorescence and, 29 1 
in bone marrow. see Bone marrow 

Cancer cytology, cervical, 503 
history of, 76-7; see aLro Papanicoulaou 

smear 
scanning versus flow cytometry in, 

techniques, calcium 

48-9,353-8 

Calibration particles, 

216-7 

49,49,354-8 

505-6,505 

Cancer cells, 

86-7, 503 
Capacitance, 182 
Capacitive coupling, 186 
Capacitive reactance, 182 
Capacitor, 182, 185 

electrolytic. see Electrolytic capacitor 
filter. see Filter capacitor 

Capping, 352 
Carbohydrates, total cellular, 363 

Carbonyl cyanide chlorophenylhydrazone 
(CCCP), 393,400-1 

Carbonyl cyanide p-crifluoromethoxy- 
phenylhydrazone (FCCP), 393 

Carboxyfluorescein (COF), 285-6 
in dye exclusion tests, 370 
intracellular pH and, 406, 406 

Carboxyfluorescein [diacetate] succinimidyl 
ester (CFSE), 45-6,371-4,373, 501 

Carboxy-SNARF- 1. see SNARF- 1 
CARD (catalyzed reporter deposition), 344 
Carotenoids, 292 
Cascade Blue, 337 

spectrum of, 296 
structure of, 327 

Cascade Yellow, 337 
spectrum of, 296 

Caspase activity, detection of, 380, 
and apoptosis, 462-4, 561 

Caspersson, TO. see History of flow 

Catalyzed reporter deposition (CARD) 
amplification technique, 344 

Cathepsins, 380 
CCD (charge coupled device) detector, 

CCCP. see Carbonyl cyanide 

C D  antigens, 99,484 

cytometry, Caspersson and 

152-3, 166 

chlorophenylhydrazone 

CD2,484 
CD3,33-5,241,277,351, 

468,491,493,495, 506 

241,243-4,355,356, 358,361, 
CD4,33-5,277,237,241,350-1,351, 

465-6,469,486,490-3, 500 
CD5,506,507 
CD8,33-5,239,241,277, 350-1 351, 

469,490-3 
CD10,507 
CD 1 la, 468-9 
CD 1 1 b, 467 
CD14,277,351,469,484 
CD15,467 
CDl6,351,469,484,486 
CD19,351,469,493,506 
CD20,351,493,506 
CD21,507 
CD25 (interleukin-2 receptor), 350, 

494,497-9 

CD28,468-9,490 
CD33,488 
CD34,467,488-9 
CD35,507 
CD38,506 

CD27,468-9 

expression and prognosis in HIV 
infection, 355 

CD44,469,507 
CD45,33-5,277, 351,484,489, 

CD45R, 488 
491-3 
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CD45RA, 468-9,488,497 
CD45RO,488,497,510 
CD49d, 486 
CD56,493 

CD62p (P-selectin), 487 

CD64, on neutrophils in sepsis, 487 
CD69,494,497-9 
CD71 (transferrin receptor), 460-1, 

CD79b, 506 

database of, 484 

CD62L, 468-9 

CD63 (gp53), 485-6,487 

460,434,497-9,509 

CD98 (4F2), 494,497-9 

Cell activation, 381-408,494-502; see also 
Lymphocyte activation 

antigens, 499; see also CD25 antigen, 
CD69 antigen, CD71 antigen, 
CD98 antigen, HLA-DR 
antigen 

402-5; see also Calcium ion, 

cell surface receptors and, 381-2 
cellular ionic changes in, 382-3 
functional probes of, 381-408 
intracellular pH, optical probes of, 

405-7; see also Intracellular pH 
ligand interaction with cell surface 

receptors and, 382-3 
lymphocytes. see Lymphocyte 

activation 
membrane potential, optical probes of, 

385-402; see also Membrane 

multiple ion flux measurements in, 

Nitric oxide detection and, 408 
“Structuredness of cytoplasmic 

calcium, intracellular, optical probes of, 

intracellular measurement of 

potential 

407-8 

matrix” (SCM) changes and, 
383-5 

tracking dyes and, 37 1-4, 50 1 
Cell Biology references, 71 
Cell counters, 

Coulter. see Coulter, counter 
optical, 78 
principles of, 18 

Cell counting, 18-2 1 
beads and, 20-2 1 
blood. see Blood, cell 

counting 
data analysis and, 225-6 
flow cytometry and, 448,480-1 
image analysis and, 448 
intrinsic parameters and, 18 
Poisson statistics and. see Poisson 

precision in, 19-20 

CD7 1 antigen (transferrin receptor) 

Statistics 

Cell cycle, 

and, 460-1 

cyclin expression and, 458-9,459 
definition, 86 
DNA content distribution, 22,21-2 
drug effects on, 537-8 
flow cytometric analysis of, 448-62 
Ki-67 antigen and, 460-1 
nuclear protein and, 460 
oncogene expression, 461 
phases defined by RNA and DNA 

content, 97,96-7, 320-1,461 
proliferating cell nuclear antigen 

(PCNA) and, 460-1 
Cell damage and sorting, 270-1 
Cell damage selection, 266-7 
Cell death, 369-71 

apoptosis. see Apoptosis 
detection of, in fixed samples, 371 
necrosis vs. apoptosis, 462 
programmed. see Apoptosis 
telomere length and, 464 

Cell differentiation, 475-6 
embryo sorting, 476-7 
nervous system and, 476 

(Sequoia-Turner/Unipath/Abbott), 
Cell-Dyn series hematology analyzers 

279,433,483,511 
Cell fusion, 540 
Cell genetics, somatic. see Somatic cell 

genetics 
Cell growth, 448-62 
Cell identification, 

blood cells and flow cytometry, 464 
by image analysis, 82-3 
cancer cells, 464 
gene products and, 465 
genotype vs. phenotype, 464 
in mixed populations, 464-71 
maturation processes and, 465-7 
multiparameter gating and, 467-9 
rare cell and, 469; see also Rare cell 

detection 
tasks in, 82-3 

Cell kinetics, 453-62; see also DNA 

bivariate analysis and, 247 
history of, 85-6, 96-7 
studied using tracking dyes, 3714,458 
methods of study, 8, 177-8 
studied using BrUdR incorporation, 

synthesis; DNA content 

455-8 
Cell loading with macromolecules; 377-8, 

Cell membrane characteristics, 369-78 
540; see also Electroporation 

endocytosis, 377-8 
fusion and turnover, 37 1-4 ; see also 

Tracking dyes 
integrity vs. viability, 46, 369-71; see 

also Cell viability; Membrane 
integrity 

lipid peroxidation, 375-6 
organization and fluidity/viscosity, 

374-5 
permeability to dyes and drugs, 376-7 

Cell membrane integrity, 46,301,369-71 
Cell membrane potential. see Membrane 

potential 
Cell populations, 

heterogeneous, data analysis of, 226 
pure, data analysis of, 226 

Cell proliferation. see Cell kinetics 
Cell Robotics, 266 
Cell separation, ; see also Flow sorting 

bulk methods, 269, 271 
optical trapping. see Optical trapping 
photodamage. see Photodamage 

Cell shape, determining by flow, 289-90 
Cell size, 273, 275-6, 285-9 

area, diameter, and volume, 285 
cellocrit and, 285 
electronic volume measurement of. see 

Coulter, cell volume measurement 
light scattering and. see Light 

scattering, cell size and 
mean corpuscular volume. see Mean 

corpuscular volume (MCV) 
pulse widths and, 50-1,285-9 
slit-scans and, 51,285-8 
submicron measurements of, 288-9 

sorting 

Cell sorting. see Flow sorting; see also 
Cell separation; see also under 

pc$c  cell sorters 
Cell surface, 

aldehydes, 363 
antigens; see also Cell surface and 

intracellular antigens, 
density, 204,276,285,360 
fixation of, 303-2 
structure vs. function, 347 

charge, 369 
immunofluorescence. see Immuno- 

fluorescence 
ligand binding, 366-9 
sugars, 362-3 

Cell surface affinity matrix technique, 360, 
475, 500 

Cell surface and intracellular antigens, 
antibody reagents and staining 

fluorescence quantitation, 353-60 
history and background, 345-8 
measurements of, 345-60 
monoclonal antibodies, 345-6 
structure vs. function, 347 

procedures, 348-53 

Cell-to-cell communication, 540 
CellTracks (Immunicon), 470,492, 541 
Cell viability, 

dye exclusion tests and, 27,46,369-71 
dye retention tests and, 46,369-71 
forward scatter and, 276 
versus membrane integrity, 46,301, 

369-71 
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Cell volume, 273,285,: see ah0 Mean 
corpuscular volume (MCV); 

Coulter, cell volume 
measurement 

Coulter orifice and. see Coulter, 

Mie scattering theory and, 526 
orifice 

Cell zapping, 266-7 
Cellocrit, 285 
Cells, 

counting. see Cell counting 
identifying clusters of, 34 
mitotic, discriminating. see Mitotic 

cells, discriminating 
size of. see Cell size 
volume of. see Cell volume 

Cellscan instrument, 384-5 
Cellulose detection, 363 
Center for Microbial Cytometry, 565-6 
Cercek cancer test. see Structuredness 

of cytoplasmic matrix (SCM) 
Ceroid, 292 
CFSE. see Carboxyfluorescein [diacetate] 

Charge injection devices (CIDs), 166 
Charge transfer devices, 166 
Chemical cytometry, 475 
Chemotactic peptides, 369 
Chemunex SA, 430,532 
Chicken erythrocytes, as standards, 307, 

Chi-square test, 245 
Chloromethyl-X-rosamine (CMXRos), 

Chlorophyll, fluorescence, 292-3 
Chlortetracycline (CTC), 97 
Chocolate, 539 
Cholesterol, membrane-associated, 364 
Chondroitin sulfates, tricyclic dyes and, 

Chromatic aberration, lens, 108, 120-1 
Chromatic plot, 32, 237,240 
Chromatin structure, 319-20 
Chromogenic substrate, 97, 344, 378 
Chromomycin A3, 24,43,307-8 

Hoechst and, 24,43,308-9,318, 

structure of, 301 

analysis, 477-9 
banding techniques, 317 
flow karyotype. see Flow karyotyping 
sorting, 24,478-9 
staining, 24, 43, 317 

minimal disease detection, 505, 505-6 
ZAP-70 kinase and prognosis, 563 

control system (Cytomation), 230, 423 

succinimidyl ester 

glutaraldehyde fixed, 353 

399-400 

325 

317-9 

Chromosome, 

Chronic lymphocytic leukemia (CLL) 

CICERO data acquisition and sort 

CIDs. see Charge injection devices 
Circadian rhythms, 5 10 

Circuits, 184-204 
current sources and loads, 184-5 
elements of, 185, 184-90 
fluorescence compensation, 37, 197-9, 

198 
ground and, 185-6 
linear, 197-9 
logarithmic, 199-204; see alro 

Logarithmic amplifier 
noise compensation. see Ratio circuits, 

noise compensation with 
ratio. see Ratio circuits 

Circularly polarized light, I05 
Circulating immune complexes, 369 
Clam cells, flow cytometry of, 51 I 
Classification of cells, 82-3 

automated procedures for, 250-3, 
483-4 

Clinical Cytomeny (journal), 66,480 
Clinical Cytometry Society, 66,480 
Clinical flow cytometry applications; see 

alro under specific applications 
in aging, 5 10 
development of, 98-9 
fetal cell isolation and identification, 

in hematology, 480-9 
in immunology, 489-502 
in microbiology, 533-6 
in oncology and cancer biology, 502-8 
in sperm analysis, 508-9,538 
urine analysis, 5 10, 533-4 

Clinical flow cytometry books, 63,480 
Clock signal, 258 
Clonal excess, 245 
Clonogenicity, 299 

Cluster, 34; see also Clusters of cells 
Cluster analysis, 250, 252 
Cluster of differentiation (CD) 

Clusters of cells 

509-10 

Cloud plot, 32-3,241,24 1-2 

antigens. see C D  antigens 

in bivariate distributions, 248 
identifying, 34 
separation of, 251 

oxide silicon (CMOS) devices 
CMOS devices. see Complementary metal 

CMOS image sensors, 166 
CMXRos. see Chloromethyl-X-rosamine 
Coagulant fxatives, 302 
Coaxial cable, 180 
Cockcroft-Walton voltage multiplier 

Cocktail staining, finding rare cells, 470 
Coefficient of variation (CV), 19-20, 

circuit, 162, 162 

214-5,235 
definition of, 19 
robust (RCV). see Robust CV 
full width at half maximum (FWHM), 

22,215,235 
COF. see Carboxyfluorescein 

Coherent, Inc. “Sapphire” laser), 146; 

Coherent light, 1 1 5 ,  133 
Coincidence, 

abort mode, 4 1 
cell sorting and, 267-8 
detection ofcells, 17, 193, 196, 196 
detection of signals, 197 
problem of, 17 

see also Solid-state laser, 488 nm 

College of American Pathologists (CAP), 

Collimated light, 8, 52, 114, 119, 119 
Collimating lens, 119, 119,  152, I53 
Colloidal gold, 277, 344 
Colophon, 564-5 
Color glass filters, 53, 153-4 

Color plot. see Chromatic plot 
Commercial flow cytometers, 41 1-36 

Communications in Clinical Cytomeq. see 

Companders, 2 12 
Comparator, 19 1-2 

window, 28 
sorting and, 29 

67 

sources of, 556-7 

history of, 87-95 

Clinical Cytometiy 

CompuCyte Corporation, 451, 504 
Compensated fluorescence signals, 38 
Compensation, fluorescence. see 

Fluorescence compensation 
Compensation standards, 354,446 
Complementary metal oxide silicon 

Computers, 227-8; see aho Computer 
(CMOS) devices, 189 

systems 
and classification, 80-3 
and diagnosis, 80-1 
references, 69-70 

Computer systems, 227-30 
data acquisition and data rates, 228-9 
digital signal processing and. see 

Digital signal processing, 
computers and systems in 

history of, 227-8 
references, 69-70 

Concave spherical mirror, 15 1 
Concentration 

differences in dye, 298 
quenching. see Quenching, 

concentration 
Condenser, 124, 128, 128, 129 
Conductor, 180 
Confocal microscopy, 3, 13, 137 
Conservation of energy, interaction of 

Conservation of Charge, Law, 180 
Constant CV analysis, 245-6 
Constant-fraction pulse width 

Constant-threshold pulse width 

light and matter, 6 

measurement, 287 

measurement, 287 
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Constant volume pump. see Syringe pump 

Continuous wave (CW) laser, 
Constructive interference, 105 

dye, 135; see also Dye laser 
solid-state, 135; see also Solid-state laser 

Contour lines, 32 
Contour plot, 31-2,32, 237,239 

number of events and, 239-40 
smoothing of data and, 32,239, 

Controls, calibration and, 353-9,444-6 
DNA analysis, 26,446 
immunofluorescence, 48,354-8 
isotype, 353 
precision, 21 5 
sensitivity, 2 16 
sources of, 548-9 
types of, 354-6,444-6 

Convergent rays, of light, 119 
Conversion, analog-to-digital. see 

Analog-to-digital conversion 
Conversion time, ofADC's, 208 
COPAS instruments (Union Biometrica), 

Core stream, 

239-40 

265,289,432-3 

driving, 56, 175-7 
flow, 50, 167-9 

rate of, 56, 174, 175 
injector, 167, 175 
size of, 50, 55-6, 175 
steering, 168-9 

Correlations, between parameters, 237 
ratios and, 256 

Correlation coefficient, 237, 256 
Coulomb, 102, 180 
Coulomb's law, 180 
Codter Corporation, 89,92, 94; see also 

Beckman Coulter 
TPS-1. see TPS-1 

Counter, 10, 78-9 
cell volume measurement, 180, 182-3, 

183,273,517 
opacity (AC) measurements, 180, 183, 

orifice, 78-9, 183, 183 
principle, 10, 182-3, 183, 273 

Coulter, 

273-4 

Coupling, capacitive and inductive, 186-7 
Coumarin dyes, 337 
Counter, digital. see Digital counter 
Counting cells. see Cell counting 
Counting, differential leukocyte. see 

Covariance, 237 
Covalent labels for antibodies and 

Differential leukocyte counting 

molecules, 30, 36,42,44-5, 
328-40; see also individual dyes 

Alexa dyes, 338 
Allophycocyanin, 332 
AMCA, 337 

amplification techniques. see 
Amplification techniques 

BODIPY dyes, 337-8 
Cascade Blue, 337 
cyanine dyes, 336-7 
fluorescein, 329 
fluoresceinItetramethylrhodamine 

labeling concerns, 340 
Lissamine Rhodamine B, 329 
multicolor immunofluorescence, 

(FITCITRITC), 329-30 

329-3 1; see also Multicolor 
immunofluorescence 

peridinin chlorophyll protein (PerCP), 

phycobiliproteins, 331-5 
phycocyanins, 332 
phycoerythrins, 332 
quantum dots, 339-40 
rhodamine 101 dyes, 330-1 
Texas red, 330- 1 
spectra of, 296 
structure of, 327 
tandem conjugates, 333, 334-5 see also 

333-4 

Tandem dye conjugates 
Covalently binding dyes, staining 

mechanisms, 298-9 
C-PC. see C-phycocyanin 
C-phycocyanin (C-PC), 332-3 
Critical illumination, 128 
Crossed cylindrical lenses, 5 1, 131 
Crossmatching, for transplantation, 493-4 
Cryptosporidium spp., contaminating water, 

Crystal violet, 389 
CTC. see Chlortetracycline; also see 

531-2 

Cyanoditolyl tetrazolium 

Cumulative distribution, 244-5,245 
Cumulative subtraction, 245 
Current, electric. see Electric current 
Current control mode, of laser, 136 
Current source and load, 184-5 
Current-to-voltage converter, 130, 190- 1 
CV. see Coefficient of variation 
CW laser. see Continuous wave laser 
Cy2,336 

chloride 

Cy3,45,336-7 
spectrum, 29G 
structure of, 327 

Cy3.5336 
Cy5,45, 143,336-7 

spectrum, 296 
structure of, 327 

Cy5.5,45,336 

CyAn Flow cytometer (DakoCytomation), 

Cyanine dyes, 3 12-5; see also individual dyes 

Cy7,45, 336-7 

171,424-5 

asymmetric, 3 12-5 
covalent labels, 45,336-7 

DNA base preference and, 3 15 
DNA content and, 312-5 
drug efflux pump and, 376-7 
homodimers and, 3 14-5 
membrane potential estimation and, 

46-7, 97, 97, 141-2,312, 386-7, 
388,389, 389,392-4,400, 

401-2 
nucleic acid staining, 312-5 
photofixable (PhoCy), 397 
reticulocyte counting and, 99, 313, 

326,48 1 
spectrum of, 29G 
structure of, 327 
symmetric, 45,312-3 

nomenclature, 313, 386 
structure, 313 

toxicity, 394 
Cyanoditolyl tetrazolium chloride (CTC), 

Cybrids, 477 
Cyclins, 458-9 
Cylindrical lenses, 122, I31 
Cytek Development, 365,448 
CytoBuoy marine flow cytometer 

(CytoBuoy b.v.), 289,430, 527 
Cytofluorograf flow cytometer (Bio/ 

Physics; Ortho), 87-8, 87,434 
Cytografflow cytometer (BioIPhysics), 88, 

41 1 
Cytogram, 26,26,27,237; see also dot 

379,402-3, 5 19-20 

plot 
electronics for generating, 27 

500 

analytical, history of, 79-85 
automated, history of, 81-5 
cancer. see Cancer cytology 

DakoCytomation 

Cytokines, detecting intracellular, 499-500, 

Cytology, 

Cytomation, 230, 268; see also 

Cytometry, 1 
C y t o m e q  (journal), 66, 543 
Cytomics in predictive medicine, 563 
Cytomutts, 93-4,441, 503 

flow chamber in, lG9, 169-70 
front end electronics, 19 1-4 
history of, 93-4 
for megakaryocyte analysis, 487 
peak detector circuit, 192, 192-4 
preamplifier, 191, 191 

Cytopeia, 264,425-6 
InFlux cell sorter, 425-6 

Cytoplasmic basophilia, 320 
Cytoplasmic granularity, 274,276 
Cytoron Absolute (Ortho), 412,435 
Cytoskeletal organization, 364 
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DAC. see Digital-to-analog converter 
DAKO Corporation. see DakoCytornation 
DakoCytomation, 423-5; see ulso 

Cytomation 
background, 423 
CyAn flow cytometer, 424-5; see also 

MoFlo cell sorter, 423-4; see also 
CyAn flow cytometer 

MoFlo sorter 
DAPI. see 4’, 6-Diamidino-2-phenylindole 
Dark current, 55, 161 
Dark field microscopy, 7-8, 7 
DASPEI (Diethylaminostyryl- 

DASPMI (Dimethylaminostyryl- 

Data acquisition, 

methylpyridinium iodide), 397 

methylpyridiniurn iodide), 397 

computer systems for, 228-30 
data rates and, 228-9 
PC boards for, 229 
preprocessors for, 230 

Data analysis, 225-56; see also Data 
analysis systems 

analog-to-digital conversion. see 
Analog-to-digital conversion 

computer systems for, 227-30; see 
also Computer systems 

fluorescence compensation in, 36-8, 

frequency distributions in, 231-42 
goals and methods in, 225-6 
hardware and software, 

197-9,242-4, 562-3 

evolution of, 226 
sources of, 55 1-3 

multiparameter analysis in, 248-53 
precision and dynamic range, 202-4 
pulse height analysis. see One- 

software, sources of, 551-3 
two-parameter, 246-8 

sources of, 551-3 

distributions, 

dimensional histograms, analysis of 

Data analysis systems; see also Data analysis 

Data distributions; see ulso Frequency 

display of, 21-5,239, 255-6 
bivariate. see Bivariate distributions 

axis labeling and, 38-9 
good and bad, 40- 1 
references, 70 

Data storage, 254-5 
Daunornycin, 376 
DC background level, 219 
DC baseline restoration. see Baseline, D C  

DCFH-DA. see 2,7-Dichlorofluorescin 

DCH. see 2,3-Dicyanohydroquinone 
Dead time, flow cytometer, 196 
Decadic molar extinction coefficient, 11 1 
Decibels (dB), 21 1-2 

Data presentation, 

restoration 

diacetate 

Deflecting plates, 259,259,260-1,261 
Deflection, droplet. see Droplet deflection 
Degeneracy, energy content and, 11 1 
Degranulation of basophils, 485-6 
Delphi computer language, 70 
Delta Instrument, b.v., 43 1, 532 
Density plot, 31-2,32,237,239-41 

binary log intensity scale and, 32,241 
gray scale and, 3 1,237,239,240 

Depth of field, and lenses, 124 
Depth of focus, and lenses, 124 
Depolarization, 

fluorescence, 114 
membrane potential and, 382 
side scatter, 278,278-9,483 

Descriptors of cells, identification by, 82 
Destructive interference, 105 
Detectors, 160-6 

avalanche photodiode. see Avalanche 
photodiode (APD) 

CCD (charge coupled device). see 
CCD (charge coupled device) 

detector 
electronics for, 54-5, 190-1, 131 
photodiode. see Photodiode, detectors 
photomultiplier tubes. see 

Photomuliplier tubes, detectors 
quantum efficiency, table, IG5 
spectral response. see Spectral response, 

detectors 
Detector wavelength selection, 152-6 
Detergents, in cell preparation. see 

1,4-Diacetoxy-2,3-dicyanobenzene (ADB), 

Diagnosis and classification, history of, 80 
4’, 6-Diamidino-2-phenylindole (DAPI), 

Nonionic detergents 

405,407 

43,91,96,300,310-11,316 
base preference, 310 
plant cells, use in, 5 13-4 
spectrum, 29G 
structure of, 301 

di-4-ANEPPS, 391-2 
DiBAC,(3). see Bis (1,3-dibutyl-barbituric 

Dicyanine A, 312 
2,7,-Dichlorodihydrofluorescein diacetate 

(2,7-Dichlorofluorescin diacetate, 

acid) trimethine oxonol 

DCFH-DA, H,DCF-DA), 97,377, 
379-80 

Dichroic beamsplitters. see Dichroic filters 
Dichroic filters, 8, 53, 108, 153-6; see also 

transmission configurations, 155 
Dichroic mirrors. see Dichroic filters 
Dichroism, of light, 110 
2,3-Dicyanohydroquinone (DCH), 405 
Dielectric coated mirrors. see Dieletric 

Dielectric constant, 182 
Dielectric filters, 108, 153; see ulso 

Dieletric filters, 

filters 

Interference filters 

400,401-2 
Diethyloxacarbocyanine [DiOC,(3)], 389, 

Diethyloxacyanine, 312 
Differential amplifier, 190 
Differential leukocyte counting, 12-3,78, 

81-5,87-90,483-4 
automated. see Automated, differential 

counters 
flow cytometry and history of. see 

History of flow cytometry, 
differential leukocyte counting 

Differential linearity, in ADC’s, 208-9 
Differential pressure gauge, 176-7 
Differentiation, 

cell. see Cell differentiation 
lymphoid, 465-7 
myeloid, 465-7 

Diffraction, of light, 108-9 
interference and, 108-9 
lenses and, 124 

Diffraction limited, 119 
Diffraction limited laser focal spot, 130 
Diffusion, of dyes, 300 
Digital counter, 28, 195,258 
Digital signal processing, 21, 57,204-14 

computers and, 230 
references, 70 

Digital-to-analog converter (DAC), 19 1, 
208 

Dihexyloxacarbocyanine [DiOC,(3)], 
membrane potential estimation, 46-7, 

386,388,388,392,496,522 
Dihydroethidiurn. see hydroethidine (HE) 
Dihydrorhodamine 123,379-80,486 
“DiI” (dioctadecylindocarbocyanine) 

in endocytosis studies, 378 
labeling lipoproteins, 368 
as a tracking dye, 37 1 

cyanine 

cyanine 

iodide (DASPEI), 397 

iodide (DASPMI), 397 

DiIC,(3). see Hexarnethylindocarbo- 

DiIC,(5). see Hexamethylindodicarbo- 

Diethylaminostyrylmethylpyridinium 

Dimethylaminostyrylmethylpyridinium 

Dimethyloxacarbocyanine [DiOC,(3)], 3 13 
“DiO” (dioctadecyloxacarbocyanine), 

DiOC, (3). see Dimethyloxacarbocyanine 
DiOC,(3). see Diethyloxacarbocyanine 
DiOC,(3). see Dipentyloxacarbocyanine 
DiOC,(3). see Dihexyloxacarbocyanine 
Diode, 187, 187-8 

bridge rectifier, 187 
Diode lasers, 134-5, 142-5 

frequency doubled, 138 
probes and, 143-4 
infrared. see gallium aluminum 

as a tracking dye, 371 

arsenide (G&) 
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red. see Gallium indium phosphide 
(GaInP); also see Aluminum 
gallium indium phosphide 
(AlGaInP) 

violet. see Violet diode lasers 
Diopters, 1 19 
Dipenryloxacarbocyanine [DiOC,(3)], 

386-7 
1,6-DiphenyI-l,3,5-hexatriene (DPH), 

374-5 
DIPI, 310 
Dipropylthiadicarbocyanine [Disc,( 5)], 

387 
Direct current (DC), 55, 181-2 
Direct immunofluorescent staining, 349 
Direct memory access (DMA) channel, 229 
DiSCJ5). see Dipropylthiadicarbocyanine 
Discriminant functions, 249,250-1 

for cluster separation, 251 
Discriminant function analysis, 250-2,251 
Dispersion, of light, 108 

of prism, 108 
Display oscilloscope, storage. see 

Oscilloscope, storage display 
Distributional membrane potential probes, 

46-7,386-91 
alternatives to, 391 
cell suspensions, measurements with, 

single cell measurements with, 387-90 
386-7,387 

Dithering, data display and, 38 
Dittrich/Gohde ICP flow chamber 

Divergent light, 119 
DNA; see also DNA synthesis; DNA- 

design, 173, 173-4 

selective dyes; Nucleic acid dyes, 
analysis, 448-53 

sample preparation and, 3 17 
aneuploidy. see DNA aneuploidy 
base composition. see DNA base 

composition 
calibration and controls for 

measurement of, 444-6 
content. see DNA content 
fluorescent stains for. see DNA- 

selective dyes; see also Nucleic acid 
dyes 

microspectrophotometry and, 9, 11 
padin-embedded material, 

determination in, 449, 503 
polyploidy, in aging and 

atherosclerosis, 5 10 
vital staining, 43-4,300-1,301 

DNA aneuploidy, 25,317,450 
DNA base composition, 24,317-9 
DNA content, 21-6, 306-17,448-53 

analysis, 21-2,448-53 
use in anthropology, 451-2 
of cell cycle compartments, 96-7,97, 

clinical use, 25-6, 450-1, 503 
320-1,321,461 

developments in analysis of, 96-7 
distribution of, 22,22 
doublet discrimination and, 290, 290, 

fixation for, 43, 305 
fluorescent stains for. see DNA- 

449 

selective dyes; see also Nucleic acid 
dyes 

forensic applications, 45 1-2 
Feulgen staining. see Feulgen stain for 

mathematical models for, 25-6,449-50 
measurement of, 306-1 7 
mutation detection, 453 
in parafin-embedded material, 449, 

precision in measurement of, 2 1-3, 3 1 1 
sample preparation and standards, 307 
sperm sorting, 452-3; see also Sperm, 

S-phase fraction, 450 
scanning laser cytometry and, 451 
static photometry and, 45 1 
UV absorption, based on, 9, 1 1,290 

DNA 

503 

sorting 

DNA denaturation, 3 19 
DNA diploidy, 450 
DNA index, 317,450 
DNA replication, flow cyrometric analysis 

DNA-selective dyes, 23-4,43-4,96-7, 
306-17; see also Nucleic acid dyes 

7-aminoactinomycin D. see 7- 
Aminoactinomycin D 

base pair preferences, 24, 308, 310, 
315 

chromatin structure and. see 

Chromatin structure 
chromomycin 4. see Chromomycin A, 
DAPI. see 4', 6-Diamidino-2- 

phenylindole 
DIN. see DIPI 
DRAQ5. see DRAQ5 
EK4,312 
Feulgen. see Feulgen stain for DNA 
Hoechst dyes. see Hoechst dyes 
Hydroxystilbamidine, 3 16 
LD700. see LD700 
living cells in, Hoechst 33342. see 

Mithramycin. see Mithramycin 
olivomycin. see Olivomycin 
oxazine 750. see Oxazine 750 
Pic0 Green. see Pic0 Green 
rhodamine 800. see Rhodamine 800 
spectra of, 296 
staining mechanisms, 298,316-7 
structure of, 301 

DNA molecule sizing, 471-3, 472 
DNA synthesis, 453-62 

bromodeoxyuridine (BrUdR) 

of, 448-62 

Hoechst dyes, viral staining with 

incorporation, 455-8; see also 

Bromodeoxyuridine 
cell kinetics and, 453-4 
cytochemical staining, 456,457, -8 
difference signals, 456 
Hoechst dyes and. see Hoechst dyes, 

DNA synthesis and 
'H-TdR and, 86,454-5 
labeling index, 86,454 

versus DNA content, 454-5 
mitotic cell detection and, 462,454 
mitotic indices and, 86,453-4 
radiolabel studies and, 86,454 
ratio signals, 456 

Doppler shift, 1 18 
Dot plot, 26-30,26, 27, 237,239; see also 

Cytogram; see also Two-parameter 

correlation and, 237 
oscilloscope and generation of, 27 

90,290; see also Coincidence, detection 

histogram, 

Doublet discrimination, 196, 196,289- 

of cells 
Doxorubicin, 376 
DPH. see (1,6 Diphenyl- 1,3,5 hexatriene) 

Drop charging, 40, 259,260,261-2 
Droplet breakoff point, 259 
Droplet delay settings, 26 1, 262-3 
Droplet deflection, 259,260 
Droplet generation, 258-60 
Droplet sorting, 40,257, 258-64,259 

DRAQ5, 44, 143,315-6,458 

improving, 263 
large objects and, 263-4 
test stream pattern, 260,261 

Drosopbila embryo sorting, 40, 263, 265 
Drug efflux pump, 376-7,494,496 
Drug resistance, 376-7 
Drugs, 

effects on cell metabolism, 538 
membrane permeability to. see 

Membrane permeability, to drugs 
Dry mass measurements, 282 
DSP. see Digital Signal Processing 
DSP chips, 209-1 1 
Duration of pulse. see Pulse, width 
Dye exclusion technique, 24,27,46, 

369-71 
7-AAD. see 7-Aminoactinomycin D 
BCECF. see 2',7'-Bis(carboxyethyl)- 

5,6-carboxyfluorescein 
calcofluor white M2R, 370 
carboqdluorescein, 370 
eosin, 369 
eryrhrosin, 369 
ethidium, 369 
ethidium monoazide (EMA), in 

fixed samples, 37 1 
intracellular pH and. see Intracellular 

pH, dye exclusion technique 
nigrosin, 369 
propidium iodide. see Propidium 
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iodide 
TO-PRO-3. see TO-PRO-dyes, 

trypan blue. see Trypan blue 
viability and, 27,46, 369-71 

TO-PRO-3 

Dye laser, 135, 141 
Dyes, 

extrinsic parameters and. see 

parameters 
fluorescence spectra of, 296 
functional parameters and, 3,70-1, 

intracellular pH and. see Intracellular 

membrane permeability to. see 

membrane-permeant. see Membrane- 

protein content and, 326-8 
quality control of, 294-5 
references, 7 1 
structures of, 301,323,327 
table of, 297 

log amplifier and, 35-7, 199-200, 

Fluorescent probes of extrinsic 

286 369-408 

pH, probes for 

Membrane permeability, to dyes 

permeant dyes 

Dynamic range, 

202-4 
Dye retention test, 46 

calcein-AM. see Calcein-AM 
fluorescein diacetate (FDA). see 

Fluorescein diacetate 
Dynal magnetic beads, 493 
Dynode chain, I62, 162 
Dynodes, 54, 160, 161, 

“EasyCount”, 492 
Edge emitting diode laser, 134=5, 146 
Effective fluorochrome-to-protein (F/PeE) 

ratio, 354 
Efflux pump. see Drug efflux pump 
Electric current, 102, 180-2 
Electric field, creation of, 180 
Electric field vector, 104, I04 
Electrical impedance, 2, 182-3, 184 
Electrical opacity, 180, 183, 273-4 
Electrical potential difference, 180 

across cell membrane, 385 
Electrodamage cell sorting, 267 
Electrodynamics, quantum. see Quantum 

Electrolytic capacitor, 188 
Electromagnetic radiation, 103 
Electromagnetic wave, 104 
Electron charge, 180 
Electron energy states, 6, I I 2  
Electron spin resonance (ESR), 1 1  1 
Electron statistics, 2 18-9 
Electron volt (eV), 180 
Electronic measurements, 180-3 
Electronics, 180-3, 184-190 

electrodynamics 

analog signal processing. see Analog 
signal processing 

basics of, 180-2 
circuit elements, I85 
circuits, 184-90, 197-204 
comparator, 28, 191-2 
for detector. see Detectors, electronics 

front end control circuitry, 191-4 
peak detector. see Peak detector 
power supplies, 187, 187-8 
preamplifiers. see Preamplifier 
references, 69 
signal processing. see Signal processing 
sources of, 555 

Electronic volume measurement of cell. see 

Coulter, cell volume measurement; see 

for 

abo Coulter orifice 
Electroporation, 267,360, 540 
Electrostatic force, 180 
Electrostatic shielding, 180, 186 
Ellipsoidal reflectors, 152 
Elliptically polarized light, 105 
Elliptical laser focal spot, 130-1, 131 
Embryonic stem cells, 476 
Embryo sorting, 265,476-7 
Emission, 

Anti-Stokes Raman, 1 18 
fluorescence, 4 6 ,  112-3 
secondary electron, 16 1 
spontaneous. see Spontaneous emission 
stimulated. see Stimulated emission 
Stokes Raman, 1 18 

Emission filter, 129 
Emission spectra of dyes, 296 
Emission spectra of fluorescein, 

phycoerythrin, phycoerythrin-Texas 
red, and phycoerythrin-Cy5,37 

Emission wavelengths of sources, 296 
Empty magnification, 13 
Endocytosis, 377-8 
Endomitosis, 487 
End-window photomultiplier tubes. see 

Photomultiplier tubes, end-window 
Energized mitochondria, 385 
Energy states. see Excited states, of 

Energy transfer, 283-4 
molecules 

fluorescence resonance. see 
Fluorescence Resonance Energy 
Transfer 

internal, in dyes, 299 
quenching and, 284 
receptor proximity and, 284 
resonance. see Resonance energy 

tandem dyes and, 36,45, 333 
transfer 

Environmental sensitivity of probes, 298 
Enzyme activity, 378-8 1 

alkaline phosphatase, 380 
caspases, 380,463-4 

cathepsins, 380 
detection with antibodies, 380 
fluorescent probes of, 97, 378-91 
gamma-glutamyl transpeptidase, 380 
kinetics of, 380-1 
lysosomal, 380 
oxidative metabolism, 97, 379-80,486 
phospholipase A, 380 

Enzyme-Labeled Fluorescence (ELF), 344 
Enzyme-linked assay, 344 
Eosinophils, 

autofluorescence and, 29 1,486 
depolarized side scatter, 278, 278-9, 

identifying, 278,278-9,483 
EPICS flow cytometers, 92,419-20,422-3 

EPICS ALTRA cell sorter, 17 1,4 19-20 
EPICS C, 94 
EPICS Elite analyzer and sorter, 171 
EPICS Profile, 95 
EPICS XL, 171,422-3 

483 

electronics for, 207, 21 1 ,  214, 230 
Epiillumination, 128-9, 129 
Erythrocyte micronucleus assay, 538 
Erythrocytes 

chicken. see Chicken Erythrocytes 
counting. see Blood, cell counting 
flow cytometry clinical applications, 

glutaraldehyde-fixed, 353 
hypochromic, 77 
lysing, 306 
macrocytic, 77 
microcytic, 77 
reticulocyte counting. see Reticulocyte 

sizing of using light scattering, 280, 

trout. see Trout erythrocytes 
Erythropoietic protoporphyria, 292 
Erythropoietin 

480-2 

counting 

280-1 

detecting illicit use by athletes, 541 
receptor for, 368 

Erythrosin in dye exclusion tests, 369 
ESR. see Electron spin resonance 
Ethanol fixation, 304 
Ethidium bromide, 43 

DNA content and, 23,87,96,306-7 
dye exclusion tests, 300-1, 369 
mithramycin and, 308 
reticulocyte counting, 481 

Ethidium homodimer, 31 4 
Ethidium monoazide (EMA), 371 
Euclidean distance, 234 
Eukaryotes, smallest known, discovered 

using flow cytometry, 524-5 
European Society for Analytical Cellular 

Pathology (ESACP), 67 
E-vector. see Electric field vector 
Excitation, fluorescence, 8 
Excitation filter, 129 
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Excitation spectra of dyes, 296 
Excited states, of molecules, 112, 112-4 
Extinction, light and, 4,  1 1  1 
Extinction coefficient, 8,44, 11 1 
Extinction measurements, 3,282,290 
Extrinsic parameters, measurement of, 3 ,  

286,293-410; see also Fluorescent 
probes of extrinsic parameters 

FACS IV (BD), 92 
FACS Analyzer (BD), 94,174 
FACSAria (BD), 158, 171,417-8 
FACSArray (BD), 563 
FACSCalibur (BD), 171,414-5 

FACScan (BD), 95, 171 
FACSCount (BD), 171,418 
FACSDiVa (BD) electronics, 209, 21 1, 

fluidic sorter design, 264,264-5 

213,230,413-4 
data from, 562 

FACS-Gal assay for reporter genes, 99,409 
FACSort (BD), 171 

FACSTrak (B-D), 171 
Factor analysis, 198 
Factor VIII, 368 
False triggering. see Trigger, false 
Fall time of pulse, 195 
Farad (F), 182 
Fast response membrane potential probes, 

FC-200 (BiolPhysics, Ortho), 91,  171 
FC 500 flow cytometer (Beckman 

Coulter), 171,420-2 
FCCP. see Carbonylcyanideptrifluoro- 

rnethoxy-phenylhydrazone 
FCS file format. see Flow Cytometry 

Standard (FCS) file format 
FDA. see Fluorescein diacetate 
Feature extraction, cell identification by, 82 
Fetal cells, 

in maternal blood, finding, 509-10 
Feulgen stain for DNA, 15, 23, 306 

in cell kinetic studies, 454 
Fiber optic flow cytometer, 158 
Fiber optics, and optical waveguides, 157, 

FicolllHypaque separation procedures for 

Field, depth of, 124 
Field effect transistor (FET), 189 
Field stop, 9 ,  52, 124, 150-2 
F$y Ways to Lose Your Laser, 148 
Filipin, 364 
Filter capacitor, 187, 188 
Filtering data, 239-40 
Filtering, electronic, 191 
Filters, optical. see Optical filters 
Filtration of sheath fluids. see Sheath, fluid, 

fluidic sorter design, 264,264-5 

391 

157-8 

mononuclear cells, 491 

filtration of 

Fish cells, flow cytometry of, 5 1 1-2 
FISH. see Fluorescent in sit% hybridization 
FITC. see Fluorescein isothiocyanate 
Fixation, 43,301-6 
Flat-topped pulse, 195 
Flavin nucleotides, fluorescence, 35, 290- 1 ,  

Flow CAM imaging flow cytometer 
291 

(Fluid Imaging Technologies, Inc.), 
168,178,289,431,527 

Flow cells. see Flow chambers 
Flow chambers, 50, 55-6, 169-70 

arc source systems and, 173-4 
cuvectes, 170- 1 
designs of, 169, I73 
electronic volume measurements and, 

forward scatter and, 5 1 
light collection and, 171-4 
typical design, 56 

174, 182-3,273 

Flow cuvettes. see Flow chambers, cuvettes 
Flow cytometers. see also Flow cytometry 

add-ons, sources of, 553 
alignment, calibration, standardization, 

anatomy, overview, 49-58 
buying, 41 1-39 
cleaning, 443-4 
commercial, sources of, 41 1-36, 

549-5 1 
computer systems for. see 

Computer systems 
core stream. see Core stream 
data analysis systems, sources, 551-3 
diagnostics, 58-9 
electronics of. see Electronics 
experimental controls for, 447-8 
fiber optics and. see Fiber optics and 

flow chambers. see Flow chambers 
flow systems. see Flow systems 
fluorescence optics, 52-3 
how they work, 101-221 
illumination optics, 50-1, 127-32 
keeping them running, 443-4 
laser beam geometry. see Laser, beam 

light sources. see Light Sources 
learning to build, 442 
for marine biology, 427 
for microbiology, 515-7, 522-4 
multistation, 54 
numbers of, 59 
optical configuration of, 50-4,51; see 

optical filters for spectral separation, 

orthogonal geometry of, 50-4 
parts, sources of, 553-5 
pictures of, 58 
reference particles for, 445-6 

354-9,444-6, 

optical waveguides 

geometry 

also Optical systems 

52-3, 153-6,446-7 

rehabilitation of, 436-7 
sources of, 553 

selling of, 437-8 
sheath. see Sheath 
side scatter optics, 52 
sources of, 549-5 1 
in space, 432, 542 
third parry software for, 437, 551-3 
using, 443-542 
in vivo, 542 
in war and peace, 542 

Flow cytometric crossmatch, 493-4 
Flow cytometry 

accuracy in. see Accuracy, of flow 

alternatives to, 2, 59-60,451,477, 541 

applications of, 1-2,476-542 
arc source epiillumination for. see 

Arc lamp, epiillumination 
books on, 62-3 
cell counting and, 448,480-1; see also 

cell cycle analysis and, 448-54; see also 

cell kinetics and, 453-62; see also Cell 

clinical applications of, 450-1,480- 

cytometer 

references, 71-2 

Cell counting 

Cell cycle 

kinetics 

510, 533-7; see also Clinical flow 
cytometry applications 

computers in, 29-33, 227-30; see 

courses, 66-7 
definition of, 1 
detectors and. see Detectors 
DNA content analysis and, 448-53; see 

also DNA content 
DNA sizing, 47 1-3,472 
DNA synthesis and, 453-62; see also 

DNA synthesis 
early, 10-13,26-30; see also History of 

flow cytometry 
flow system. see Flow systems 
food science and, 538-9 
gel microdroplets and, 474-5 
histogram comparison in, 244-6 
history of. see History of flow 

human condition and, 566 
identifying cells in mixed populations, 

industrial applications, 539-4 1 
journals, 543 
introduction to, 10-60 
large objects and, 512, 
lasers usable in, 138-46 
learning about, 61-72 
light collection in. see Light collection 
light sources. see Light sources 
literature, 64-5 
microbiology and, 5 14-37; see also 

also Computer systems 

cytornetry 

464-71 
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Microbiology, flow cytometry and 
microscopy and, 2- 10 
noise, sources of, 55 ,  219-20,221 
optical filter selection in, 53,446-7 
optical system of, 51, 51-3, 119-24 
parameters measurable. see Parameters, 

precision in, 49,214-5, 311 
Purdue cytometry mailing list. see 

Purdue cytometry mailing list 
references for, 62-5 
RNA content analysis in. see RNA 

sensitivity in, 49, 215-9,341-3 
signal processing. see Signal processing 
single molecule detection, 47 1 
societies, 66-8, 543 
solid phase (bead) assays, 473-4 
synopsis of, 49-72 
versus scanning in cancer cytology, 

measurement of 

content 

86-7 
Flow Cytometry Standard (FCS) file 

format, 30, 254-5 
Flow Cytometry Standards Corporation, 

calibrated beads of, 216,216-7,354 
Flow injection analysis, 177-8, 366 
FlowJo s o h a r e ,  34,34-5,289, 562,562 
Flow karyotyping, 24,247,318,318-9, 

Flow sorting, 1,40-2,257-72; see also Cell 
separation; see also under specific cell 

aerosol control in, 271 
acoustic. see Acoustic cell sorters 
applications, 41 
biohazard control, 271 
cell zapping. see Cell zapping 
cuvettes versus streams, 170-1 
coincidence detection and. see 

collection techniques, 269-70 
considerations in, 41-2, 268-71 
“doing the math”, 41 -2, 268-9 
drop charging. see Drop charging 
droplet deflection. see Droplet 

droplet delay settings. see Droplet 

droplet generation. see Droplet 

droplet sorting. see Droplet sorting 
electrodamage. see Electrodamage cell 

sorting 
fluidic switching cell sorters. see 

Fluidic switching cell sorters 
karyotyping. see Flow karyotyping 
high-speed. see High-speed sorting 
history of, 1 1 ,  85-95 
introduction to, 40-2 
instrument utilization in, 269 
large objects and. see Large object 

477-9,478 

sorters 

Coincidence, cell sorting and 

deflection 

delay settings 

generation 

sorting 
mechanical actuators, 40 
monitoring versus sorting, 269 
photodamage and. see Photodamage 

preselected count circuits in, 258 
purity in, 41,267-8 
range of particles sorted, 40 
rare events and, 42,269 
rates of analysis, 42, 265-9 
recovery in, 267-8 
single cell sorting, 258 
sort control, 257-8 

258 
transducers and, 263 
two- and four-way, 260-1 
yield in. see Yield, cell sorting 

axial. s e e h i d  flow systems 
basics of, 50, 55-7, 167-74 
care of, 178-80, 566 
core stream. see Core stream 
flow chambers. see Flow chambers 
laminar flow. see Laminar flow 
principles of operation of, 55-7 
sheath. see Sheath 
sources of plumbing for, 553-4 

Fluid mechanics, 167-74 
Fluid mosaic model of cell membrane, 

Fluidic switching cell sorters, 257,264, 

Fluidigm Corporation, 266, 541 
Fluidity, membrane measurements. see 

sorting 

hardwired versus computer, 29-30, 

Flow systems, 55-7, 166-80 

374 

265,264-6 

Membrane fluidity measurements 
FIuo-3, 47,404-5,405 
Fluorescein, 30,42,45; see also 

Fluorescein derivatives, Fluorescein 
isothiocyanate 

antibody labeling, 39,45, 329 
spectrum, 37, 113,296 

as fluorogenic enzyme substrates, 42, 

intracellular pH and, 406-7 
oxidative metabolism and, 379 
sulfhydryls and, 381 

Fluorescein diacetate (FDA), 
dye retention test and, 24-7,42,46, 

and SCM, 383-5 

409 

antibody labeling, 39,45, 329 
labeled dextran, 377 
protein content staining, 45, 327, 518 
structure of, 327 
as a tracking dye, 371 

Fluorescein derivatives, 

378 

97,369-71 

Fluorescein di-beta-D-galactoside (FDG), 

Fluorescein isothiocyanate (FITC), 77, 329 

Fluorescein-labeled and phycoerythrin- 

labeled antibodies, spectra, 37 
Fluorescein isothiocyanate/tetra- 

methylrhodamine isothiocyanate 
(FITC/TRITC), 329-30 

Fluorescence, 6,  112-8 
absorption, versus, 12 
anisotropy, 114,283, 383 
bleaching, 1 15-6 
definition of, 7 ,  12, 112 
flow cytometry and, 11-12,283-4 
flow cytometry optics for, 52-3 
metachromatic, 298-9 

acridine orange. see Acridine 
orange, metachromatic 

fluorescence of 
nonspecific, 309 
from optical components, 158-9 
polarization. see Fluorescence 

quenching, 1 15-6 
references, 71 

polarization 

Fluorescence compensation, 36-8, 197-9, 
242-4, 562-3 

additive versus subtractive, 243 
axis labeling and, 38-9 
circuit, 198 
of digital data, 562 
equations for, 242 
references for, 446 
spectral overlap and, 36-7 
quadrants and, 38,243-4 

Fluorescence density, 184 
Fluorescence depolarization, 1 14 
Fluorescence detection; see also Detectors 

Fluorescence emission anisotropy, 1 14 
Fluorescence excitation 

with arc lamps, 129 
Fluorescence lifetime, 44, 282 
Fluorescence microscopy, 

filters for, 52-3, 153-6 

epiillumination for, 128-9, 129 
overview, 8,9 
references, 69, 71 
schematic of, 9 

Fluorescence polarization, 114, 156-7, 

membrane fluidity and, 374-5 
Fluorescence Resonance Energy Transfer 

(FRET), 44-5, 115,283-4,479 
Fluorescence sensitivity, 172-4, 2 15-6, 

34 1-2 
calculation of, MESF units, 216-7 
improving, 342 
logarithmic amplifiers and, 203, 341-2 
Q and B measurements and, 221-3 
Raman scattering and. see Raman scat- 

tering, fluorescence sensitivity and 

404,405,407 

278-9, 283, 383 

Fluorescence spectra, 37, 113,291, 296, 

measurements in flow, 284 
Fluorescence spectroscopy, time- resolved, 
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113,345,383 
Fluorescence standards, for flow cytometry, 

354-8 
definition of types, 354 

Fluorescent antibody method, 
history of, 77 

Fluorescent beads. see Fluorescent particles 
Fluorescent caspase inhibitors, 380, 

Fluorescent dyes, 293-302 ; see also 

parameters 
environmental sensitivity of, 298 
fixation and, 302-6 
internal energy transfer and, 299 
mechanisms of staining, 298 
metachromasia, 298-9 
quality control of, 294-5 
spectra of, 27G 
table of, 297 
vital staining and. see Vital staining 

to detect apoptosis, 463, 561 

Fluorescent probes of extrinsic 

Fluorescent in situ hybridization (FISH), 

Fluorescent in situ hybridization en 
suspension (FISHES), 362 

Fluorescent labels, 42,326-40; see also 
Covalent labels for antibodies and 

361-2,367,477 

molecules 
Fluorescent particles 

in calibration. see Calibration particles 
multiplexing and, 48,473-4 
sensitivity measurements and, 216, 

sources of, 432, 548-9 
2 16-7 

Fluorescent probes of extrinsic parameters, 
3,286,296 297,293-32, 

antigens, 345-61 

structure 

cell surface and intracellular 

chromatin structure. see Chromatin 

covalent labels for, 42,328-40 
cytoskeletal organization, 364 
DNA base composition. see DNA base 

DNA content, 306- 17; see also DNA 

kinetic measurements, 364-6; see also 

ligand binding, 366-9; see also Ligand 

nucleic acid sequence detection, 361-2 
protein content, 326-8; see ah0 Protein 

RNA content, 320-6; see also RNA 

side scatter measurements combined 

spectra of, 296 
structure of, 301,323,327 
table of, 277 

composition 

content 

Kinetic measurements 

binding 

content 

content 

with, 277 

Fluorescent probes of functional 
parameters, 3,286,369-408 

cell activation; 38 1-408 see also 
Cell activation 

cell surface charge, 369 
cell membrane characteristics, 369-78; 

see also Cell membrane 
characteristics 

enzyme activity, 379-8; see also 

sulfhydryl groups, 38 1 ; see also 
Enzyme activity 

Sulfhydryl groups 
Fluorescent probes, overview of, 42-4,295, 

Fluorescent probes versus labels, 42, 293-4 
Fluorescent spectra of dyes, 296 
Fluorescent stains for DNA. see DNA- 

Fluorochrome-to-protein (F/Pd ratio, 

Fluorogenic enzyme substrates, 42, 97, 

Fluorophore, 12,44 
FLUVO I1 flow cytometer (HEKA), 174, 

412,435 
Fluvo-Metricell flow cytometer (HEKA), 

91,412,435 
f number, 124 
Focal length, 1 19 
Focus, depth of, 124 
Focused laser beam. see Laser beam, 

Focusing, hydrodynamic. see 

Focusing lens, 119 
Food microbiology, 532 
Food science, 538-40 
Formaldehyde fixation, 302,304 
Forensic science and DNA content analysis, 

Forster energy transfer, 283-4 
Forth computer language, 70 
Forward scatter, 4,5,275-6 

296 

selective dyes 

effective, 354 

344,378-9 

focused 

Hydrodynamic focusing 

451-2 

cell size and, 5,274,275,275- 276 
cell viability and, 276 
collection optics for, 51-2, 158, 159-60 
detectors, 52, 159-60 
definition of, 5 
furation effects and, 303 

Foss Electric NS, 431, 539 
Fossils, 542 
Fossomatic series (Foss), 431, 539 
Fourier analysis, 182,205,209 
Fourier transform infrared spectroscopy 

Fraction of labeled mitoses. see Percentage 

Fractional droplet delays, 262-3 
Franck-Condon principle, 110-1 
Frequency, of alternating current, 182 

(FT-IR), 293 

of labeled mitoses 

Frequency distributions, 21-6, 231-42 
see also Histogram 

binomial. see Binomial distribution 
bivariate. see Bivariate distribution 
discrete versus continuous, 232-3 
Gaussian, or normal. see Gaussian 

distribution 
measures of central tendency, 235 
parameters of, 233-4 
Poisson. see Poisson distribution 
uniform. see Uniform distribution 

Frequency doubling of lasers, 118, 138, 
146 

Frequency response of electronics, 194 
Fresnel lens, 122 
FRET. see Fluorescence Resonance Energy 

Transfer 
Friedman's acoustic sorter, 2G4, 264 
Front end control circuitry, 19 1-4 

peak detector circuitry in. see Peak 
detector, circuitry of 

Fulwyler, Mack, 264 
Fulwyler's cell sorter, 1 1, 85 
Functional parameters, 3,  97-8,286, 369- 

408; see also Fluorescent probes of 
functional parameters 

Fura red, 47,405 
Fura-2,403-4 
Fuse, 181 
FWHM (full width at half maximum), 

filter transmission, 153 
coefficient of variation (CV), 215 

GAGS. see Glycosaminoglycans 
Gain, in lasers, 133-4 
Gallium aluminum arsenide ( G a A k )  

Gallium arsenide photomultiplier tubes. 
diode laser, 143 

see Photomuliplier tubes, gallium 
arsenide 

Gallium indium phosphide (GaInP) diode 
laser, 143 

Gamma globulin, 346 
Gamma-glutamyl transpeptidase, 380 
Gated analysis. see Gating, analysis 
Gated integrator, 194-5 
Gating, 

analysis, 226 
bitmap regions, 29, 246 

electronics for, 28, 226 
lymphocyte, 276-7,491 
multiparameter, 467-9 
signal, 194 
sorting, flow, 40 
T cell, 34-5,34,277 
Two-angle scatter, 34-35,34,277 
without computers, 27-9,246 

features of, 234,234-5 

types of, 34 

Gaussian distribution, 22, 231-2 
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Gaussian laser beam. see Laser beam, 

G-C rich regions of DNA, fluorochromes 

Gel microdroplets, 474-5 
Gene products in identifying cell types, 

Gene rearrangement, lymphocytes, 346 
Genetic algorithms, 250, 253 
GFP, see Green Fluorescent Protein 
Giardia spp., 531 
Giemsa’s stain, 464 
“Ginger root” model for blood cell 

Glucagon, 369 
Glutaraldehyde fLuation, 302,304 
Glutathione, 98,381,381 
Glutathione S-transferase, 409 
Glycosaminoglycans (GAGS), 325 
Goldman equation, 385 
Gradient index lens, 122 
Gradient index fibers, 157 
Graft rejection, prediction of, 494 
Gram-negative bacteria, 300, 377, 400, 

Gram-positive bacteria, 400 
“Gram stains”, cytometric, 5 16-7 
Gramicidin (GRM), 388 
Grants for cytometers, applying for, 438-9 
Granulocytes, 484-7; see also Basophils; 

Grating 

gaussian 

for, 24,308 

465 

development, 465-7 

516-7 

Eosinophils; Neutrophils 

and light, 108-9 
monochromators, 152 

Gray scale plot. see Density plot, gray scale 
Green Fluorescent Protein (GFP), 

expression of and sorting, 41 
expression in bacteria and yeast, 528 
as reporter gene, 48,99,409-10 
variants of, 4 10 

Green YAG laser. see Neodymium YAG 
laser 

Grin lens. see Gradient index lens 
GRM. see Gramicidin 
Ground, circuit, 185-6 
Ground loops, 186 
Ground state, electronic 112, 112 
Grounded, or earthed, 185 
Growth factors, binding, 369 
Guava Technologies, Inc. 

Guava PC, 178,431 
Gucker particle counter, 10, 74 

HAART (HIV therapy), 490 
Halogen lamps, quartz, 127 
Hamamatsu Corporation, 163, 554 
Hapten-conjugated antibodies, 33 1 
Harmonic generation in lasers, 118, 138 
H,DCF-DA. see 2,7- Dichlorodihydro- 

fluorescein diacetate 

Heat-absorbing filters, 129 
He-Cd laser. see Helium-cadmium laser 
HEKA Elektronik GMBH (Fluvo- 

Metricell flow cytometer and 
Metricell flow cytometers) 412,435 

Helirobacter pylori, 
and MALT lymphoma, 507-8 

Helium-cadmium laser, 135, 142 
emission wavelengths, 139 
noise, 142, 147-8 

Helium-neon laser, 135, 141-2 
emission wavelengths, 139 

Helium-selenium laser, 142 
Helmholtz invariant, 123 
Hemalog D and H-6000 hematology 

analyzers (Technicon) , 88, 88, 279, 
411,433 

Hematocrit, 77-8,285 
Hematology, 

bone marrow, 488 
cell counting, 433-4,480-1 
cell sizing, 78-9, 180, 182-3,273, 

differential leukocyte counting. see 
Differential leukocyte counting 

erythrocytes. see Erythrocytes 
flow cytometric clinical applications, 

hematopoietic stem cells. see 
Hematopoietic stem cells 

instruments, 433-4 
sources of, 55 1 

leukocytes. see Leukocytes 
megakaryocytes. see Megakaryocytes 
platelets. see Platelets 
reticulocyte counting. see Reticulocyte 

480-1 

480-9 

counting 
Hematopathology, immunophenotyping 

Hematopoiesis, 82-3,465-7,488-9 
Hematopoietic stem cells, 82, 488-9 

ISHAGE protocol, 488-9 
Hematoporphyrin, protein content 

determined using, 328 
Hemocytometer, 19,77 
He-Ne laser. see Helium-neon laser 
Henry (H), inductance unit, 182 
Heparin, tricyclics and, 325 
Herpes simplex virus detection, 533 
Hertz (Hz), 182 
Herzenberg, Leonard, GO 

apparatus, 1 1  
Nobel prize for?, 566 

Hexamethylindocarbocyanine [DiIC,(3)], 
membrane potential estimation, 46-7, 

spectrum, 296 

[DiIC,(5)1, 

in, 504-7 

392-3 

Hexamethylindodicarbocyanine 

membrane potential estimation, 46-7, 
392-3 

spectrum, 296 
High-density lipoproteins (HDL), 368 
High-speed sorting, 41-2, 260 
High throughput screening, 366, 540 
Histocompatibility resting, 493-4 
Histograms, 21-33,21,231-42 

236-7,255-6 
calculating and displaying, 24-5, 

comparing, 244-6 
two-parameter. see Two-parameter 

histogram 
Histone H3 antibody. see Phosphorylated 

History of flow cytometry, 10-12,73-100, 
histone H3 antibody 

411-2 
1950’s and, 79-80 
1960’s and, 81-9 
1970’s and, 90-3 
1980’s and, 94-5 
brief outline of, 100 
Block differential counters and, 89-90 
cancer cytology. see Cancer cytology, 

Caspersson and, 9,75-6 
cell identification and, 82-3 
cell kinetics and, scanning versus 

flow systems in, 85-6 
cell sorting and, 85-95 
computers in, 80-1 
Coulter orifice and, 78-9 
Cytoanalyzer, 79 
cytology automation and. see 

differential leukocyte counting and, 

early commercial instruments, 87-9 
Ehrlich, Paul, and cell staining, 74-5 
fluorescent antibody method in, 77 
Kamentsky‘s Rapid Cell 

history of 

Cytology, automated, history of 

78,  81-5, 87-90 

spectrophotometer. see 
Kamentsky‘s apparatus 

microscopy and, 75-6 
references on, 61 
video and electron microscopy and, 78 

HIV. see Human Immunodeficiency Virus 
HLA-DR antigen, 

in hematopoietic stem cells, 488 
in HIV, 490 
in lymphocyte activation, 497-8 

Hoechst dyes (33258, 33342, 33378, 
33662,34580), 24, 43, 96-7, 308- 

10,450-3 
34580 and violet excitation, 310 
chromomycin A, and base preference, 

and drug efflux pumps, 309,376-7 
DNA synthesis and, 308,455,458-61 
and pyronin Y .  see Pyronin Y, Hoechst 

33342 and 
spectra of, 296 
staining mechanisms, 309 

24,43, 308-9,318, 317-9 
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structure of, 301 
vital staining with 33342, 43, 96, 309, 

452-3 
Hold signal, 27, 192, 192-3 
Homodimeric dyes, 314-5 
Howard M. Shapiro, M.D., P.C., 431 
H-series of hematology analyzers 

(TechniconlMiles), 433,483 
'H-TdR. see Tritiated thymidine 
Human Immunodeficiency Virus (HIV), 

CD38 and prognosis, 355 
detection of, 523, 524, 533 
gp120 protein, binding, 368-9,468 
infection, 99, 490-3 
p24 antigen, 532 
T-cell subset analysis, 350-2,490-3 

Human Leukocyte Differentiation 
Antigen Workshops, 484 

Hybrid cells, separation of, 477 
Hybridomas, selection, 490 
Hydrodynamic focusing, 167, 167-9, 183 
Hydrodynamics, 133 
Hydroethidine (HE), 377, 379 
Hydrogen ion concentration, 

Hyperpolarization, membrane potential 

Hypodiploid peak, 463 
Hypoxic cells, detecting, 380 

see Intracellular pH 

and, 382 

IC. see Integrated circuit 
ICP flow cytometer. see 

Impulscytophotometer 
icyt - Visionary Bioscience, 431 
iCyte (CompuCyte), 451 
Identification of cells. see Cell 

IDEXX Laboratories, 434 
Illumination optics, 127-32 
Image 

identification 

real, 119 
virtual, 120 

Image analysis, 2, 
cell counting by, 448,492-3 
cell identification by. see Cell 

of DNA content, 45 1 
Image formation, 119-20, 120 
Immersion 

identification, by image analysis 

lenses, 121, 121-2, 173-4 
oil, 121-2, 124 

Immortal cell, 347 
Immune complexes, circulating, 369 
Immunity, 346 
Immunized, 346 
Immunofluorescence, 11-2,33,49-50, 95 ,  

345-61; see also u&spec$c 
applications, 

automated sample preparation, 353 
data analysis of, 245-6, 360 

calibration and controls, 48-9, 353-61 
direct staining, 349 
distributions, 236-9,244-6,358 
fixation for, 303-4 
history of, 95,345 
multicolor, 349-50; see also Multicolor 

immunofluorescence 
multilabel. see Multilabel 

immunofluorescence 
multiplex labeling, 350-2,351 
pulse height distribution analysis 

quadrant analysis and, 35 
quantification of, 353-61 
reagents, 348-52 
staining procedures, 352-3 

and, 244-6 

Immunoglobulins (Igs), 346 
Immunohematology, 482 
Immunology 

flow cytometry applications; see also 
specific applications, 

HIV infection, 489-93 
lymphocyte activation, 494-502 
transplantation, 493-4 

references, 71 
Immunoperoxidase labeling amplification 

technique, 344 
Immunophenotyping in 

hematophathology, 504-7 
Immunosuppression, 

effects on T-cell subsets, 494 
Impedance counter. see Coulter, counter 
Impedance (Z), electrical, 182, 184 
Impermeant dyes. see Membrane- 

impermeant dyes 
Impulscytophotometer (ICP), (Phywe; 

Ortho), 87, 152, 173 
In situ hybridization, fluorescent (FISH). 

see Fluorescent in situ hybridization 
In situ nick translation (ISNT), 463 
Incident light bright field microscopy, 7 
Indicatrix of a particle, 280 
Indices, 

labeling, 86,453-4 
mitotic, 86,453-4 
red cell, 49 
refractive, 107 

white cell, 49 

352 

spectrum, 296 404 

scattering and, 275-7 

Indirect immunofluorescent staining, 343, 

Indo-l,47, 98,403-4 

Indocarbocyanine dye, 336; see also Cy3 
Indodicarbocyanine dye, 336; see also Cy5 
Inductance (L), 182 
Inductive coupling, 186 
Inductive reactance, 182 
Inelastic scattering, of light, 118 
Infectious diseases in the Third World, 565 
InFlux cell sorter (Cytopeia), 425-6, 426 

Infrared spectroscopy and cancer, 293 
Injector. see Core stream, injector 
Insulator, 180 
Intact cells, 299-300 
Integral of pulse. see Pulse, integral 
Integrated circuit (IC), 189 
Integrator, 191, 194-5 
Interchangeable laser mirror sets, 135 
Interference, of light, 5, 

constructive, 105 
destructive, 105 
and diffraction, 108-9 
in thin films, 108 

Interference coating, 153 
Interference contrast, 7,  105 
Interference effect, 5 
Interference filters, 5 ,  53, 108, 153-4; see 

also Dichroic filters; see also Dielectric 

sources for, 557 
filters 

Interference measurements, 282 
Interleukins, 369 
Interleukin-2 receptor. see CD25 

antigen 
Internal conversion, 112 
International Remote Imaging Systems 

International Society for Analytical 

International Society for Laboratory 

International System of Units (SI Units), 

(IRIS), 289,431, 510 

Cytology (ISAC), 30, 66, 543 

Hematology (ISLH), 68 

102 
table of, 102 

Interquartile range (i.q.r.), 235-6,236 
Interrogation point. see Observation point 
Interrogation zone. see Observation point 
Intersystem crossing, 112, 113-4 
Intracellular antigens, 359-60 

fixation for, 43, 305 
Intracellular parasites, 536-7 
Intracellular pH, 97-8,405-7, 406, 407 

cell activation and, 405-7,495-7 
optical probes of, 405-7 
ratiometric technique. see Ratiometric 

techniques, intracellular pH 
Intracellular cytokine staining, 500 
Intrinsic lifetime, 113 
Intrinsic parameters, measurement of, 3, 

286,285-93 
absorption or extinction, 290 
cell shape and doublet discrimination, 

cell size, 285-9 
fluorescence and, 290-93; see also 

289-90,290 

autofluorescence 
In vivo flow cytometry, 542 
Ion channels, 407-8, 
Ion flw measurements in cell activation, 

Ion lasers, 135, 138-41 
407-8 
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argon. see Argon ion laser 
krypton. see Krypton ion laser 

Ionomycin, 47, 404,499 
Ions, 180 
ISAC. see International Society for 

ISHAGE protocol for hematopoietic 

Islets of Langerhans (pancreatic islets), 

ISNT. see In situ nick translation 
Isometric plot. see Peak-and valley plot 

Analytical Cytology 

stem cells, 488-9 

sorting, 263-4, 5 12 

Jablonski diagram, energy levels, 112 
Janus green, 389 
JASCO, 436 
JC- 1,47,397-8 

apoptosis and, 398 
membrane potential and, 47, 397-8, 

399 
JC-9,401-2 
Jitter, 168 
Joule, 101 

K-S test, 244-5 
Kamentsky, Louis, 87 

apparatus, 
early history of, 10-1 1 
Rapid Cell Spectrophotometer, 84- 

5 

Karyotyping, 
Nobel prize for!, 566 

bivariate analysis and, 247, 317-9, 

chromosome banding and, 3 17 
477-9 

Ki-67 antigen, 460-1,498 
Kinase activities in cells, 504 
Kinases, detection of, 468,468-9,501, 

501-2 
in Chronic lymphocycic leukemia, 563 

Kinetic energy, 180 
Kinetic measurements, 2,98, 177-8, 364-6, 

365 
sample handling and, 365-6 
slow flow and, 366 
time as a quality control parameter, 

3GG 
Kinetics, cell, see Cell kinetics 
Kirchoff s Current Law, 185 
Kohler illumination, 128, 128 
Kohler lens, 128, 128 
Kolmogorov-Smirnov (K-S) test, 244-5 
Kratel, 91,412, 435 

Partograph, 435 
Krypton ion laser, 135, 138-41 

emission wavelengths, I39 
Kurtosis, of a distribution, 234 

L.I. see Labeling index 
Labeled mitoses, percentage of. see 

Labeling axes, 38-9 
Labeling index (L.I.), 86,454 
Labels, covalent. see Covalent labels for 

antibodies and molecules 
Laboratory Hematology (journal), 68 
Lactalbumin, 367 
Lagrange invariant, 123 
Laminar flow, 55-6, 167-9 

profile of, 168 
Reynolds number and, 174,269 

arc. see Arc lamp 
illurnination optics for, 127-9 
quartz halogen. see Quartz halogen 

Percentage of labeled mitoses 

Lamps 

lamp 
Large object, 

analysis of, 5 12 
sorting, 263-4,265 

Largo a1 Facstotum, xli 
Laser, 115, 128-31, 133-48, 

argon ion. see Argon ion laser 
basic physics of, 133-8 
dangers of, 148-9 
diode. see Diode laser 
dye. see Dye laser 
efficiency of, 135 
emission wavelengths of, I33 
gas, 135; see also Helium-neon laser 
helium-cadmium. see Helium- 

helium-neon. see Helium-neon laser 
ion, 135; see ako Argon ion laser; 

see ako Krypton ion laser 
illumination by, 50, 130- 1 
krypton ion. see Krypton ion laser 
as light source, 50, 129-32 
manufacturers of, 555-6 
metal vapor, 135; see also Helium- 

cadmium laser 

cadmium laser; see ako Helium- 
selenium laser 

mirrors, 108, 134, 135 
neodymium-YAG. see Neodymium- 

noise, 55, 147-8, 219-20 
pulsed solid state, 135; see also 

power, 131-2 

references, 68 
scanning, laser. see Scanning laser 

cytometer 
schematic of, 134 
solid-state. see Solid-state laser 
sources for, 555-6 
transverse electromagnetic mode 

types usable in cytometry, 138-46 
wavelength selection of, 135 

YAG laser 

Neodymium-YAG laser 

regulation, 136 

(TEM), 134 

Laser beam, 
expander, 137 
Gaussian, 50, 130, 136-8 
geometry, 50, 130 

pulse characteristics and, 183-4, 
1 84 

focused, 50-1, 130-1,136 
intensity profiles, 134, 135-8, 136 
spot illumination, 50-1, 130-1 

stop, 5 1-2 
waist, 137 

Laser Doppler velocimetry, 118, 289 
Laser dyes, 141 
Laser manufacturers, 555-7 
Laser noise. see Laser, noise 
Laser trade publications, 555 
Lasing medium, 133-4, 135 
Laterd magnification, 120 
Law of Conservation of Charge, 180 
Lawsuits, 436-7 
LD700 (dye), 3 15-6 
LDS-751 (dye), 312,315,457-8 
Lead poisoning, 

red cell fluorescence in, 292 
L E N  research platform (Cyntellect), 47 1 
Least-squares linear regression, 237-8 
Lectin-binding sites, 362-3 
Lectins, 363 
LED. see Light emitting diode (LED) 
Leishmania spp., 537 
Leitz, E., GmbH, 412 
Lens, 5 

diameter of, 130 

abberations, 108, 120-1, 123 
depth, of field, 124 
focus, 124 
formula, 120 
magnifying, 5, 120, 120 
optically coupled, 171-2 
photons in, 123-4 
resolution, 121 

types of, 120-2, 123-4 
Leptokurtic distribution, 234 
Les Feuilks Mortes (Autumn leaves), 462-3 
Leukemia, 45 1, 504 

limit of, 7 ,  121, 124 

acute myelocytic, 467-8 
minimal residual disease detection, 

phenotyping, 505, 505-7 

basophils. see Basophils 
clinical flow cytometry applications, 

differential counting of. see Diff- 
erential leukocyte counting 

differentiation antigens. see CD 
antigens 

disappearing, case of the, 220 
eosinophils. see Eosinophils 
neutrophils. see Neutrophils 

505-6 

Leukocytes, 

483-7 
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Leukocyte Differentiation Antigen 
Database and workshops, 484 

Lifetime 
fluorescence, 44,282 
intrinsic, 113 
of molecule in excited state, 110, 11 3 

Ligand binding, 366-9 
analysis of, 367-8 
labeled versus anti-receptor antibodies, 

labeling strategies, 367 
and functional changes, 368 

Ligand-receptor interactions, 366-7 
energy transfer measurements and, 284 

Light 
absorption, 2,4,4-8, 109- 18 

definition of, 6 
and matter, 6, 101-1 18 
birefringence. see Optical activity and 

bleaching. see Bleaching 
Brewster‘s angle. see Brewster’s angle 
cells, interaction with, 4,4-8 

circularly polarized, I05 
coherent. see Coherent light 
collection of. see Light collection 
collimated. see Collimated light 
definition of, 4, 10 1 
degeneracy. see Degeneracy, energy 

content and, 
diffraction. see Diffraction, of light 
dispersion. see Dispersion, of light 

energy transitions, 112, 112-8 
excited states. see Excited stares 
extinction. see Extinction, and light 
fluorescence. see Fluorescence 
forward scattered. see Forward 

and gratings. see Gratings, and light 
interference. see Interference, and light 

linearly polarized, I04 
loss in optical components, 158-9 
luminescence. see Luminescence 
phase and polarization, 7, 104-5 
phosphorescence. see Phosphorescence 
photometry, 101 
photons. see Photon 
plane polarized. see Plane polarized 

polarization, 104-8 
polarization, fluorescence. see 

Fluorescence polarization 
quenching. see Quenching 
radiometry versus photometry, 10 1 
reflection. see Reflection, of light 
refraction. see Refraction, of light 
reflection and refraction, 5, 106, 107-8 
resonance energy transfer. see 

Resonance energy transfer 
scattering. see Light scattering 

367 

birefringence 

elliptically polarized, 105 

scatter 

light 

speed of, 103 
stimulated emission. see Stimulated 

emission 
thin films and interference. see Inter- 

ference, and light, thin films and 
units of, 10 1-2 

Light collection, 51-3, 149-60 
from cuvettes, 171, 171-3 
detectors, 160-66 
epiihmination, 128-9, 129 
forward scatter. see Forward scatter, 

image formation and, 15 1-2 
microscope objectives and, 7-8, 121-4, 

monochromators in, 152-3, 153 
observation point and. see Observation 

o p t i d  filters in, 52-3, 129, 129, 153-6 
signal versus noise in. see Signal versus 

noise, in light collection 
spectral selection in. see Spectral 

selection in light collection 
stops versus blockers in, 150-2 
from streams, 171, 171-3 

Light control mode, oflaser, 136 
Light emitting diode (LED), 127 

brightness of, 131-2 
illumination optics for, 127-9 
as light source, 127-9, 131-2 

Light loss, 282; see also Extinction 
measurements 

Light propagation, vergence and, 119 
Light scattering, 2,4,4-6, 105-6,274-80 

light collection 

149-50 

point, light collection and 

bacteria and, 51 7 
cell size and, 2, 5,274,275, 275-6, 

288-9; see also Forward scatter 
inelastic. see Inelastic scatter, of light 
forward angle. see Forward scatter 
Lissajous patterns in forward vs. 

side scatter displays, 278 
microscopy and, 6-8 
Mie. see Mie scattering 
Large angle. see Side scatter 
Mueller matrix model, 274-5 
multiangle, 279-8 1,280 
multiple wavelength, 279 
orthogonal. see Side scatter 
Raman. see Raman scattering 
Rayleigh. see Rayleigh scattering 
Side. see Side scatter 
small-angle. see Forward scatter; see 

submicron particles and, 288-9,5 17 
Light shielding, 

for PMTs, 162 
Light sources, 49-50, 124-149 

arc lamps as, 50, 126 
brightness of, 124, 131-2 
lasers as, 50, 129-32 
light emitting diode, 127-8, 131-2 

also Mie scattering 

in microscopy, 9, 50 
noise, 55, 219-20 
quartz halogen lamps as, 126 
throughput of, 123-6 

Limit of resolution, lens of, 7, 121, 124 
Limit or window comparator, 28 
LindmolSteen cytometer flow chamber 

Linear circuits, 197-9 
design, 173, 173-4 

signal processing and. see Signal 
processing, linear circuits in 

Linear discriminant functions, 249,250-1, 

Linear equations, solving for compensation, 

Linear and log scale, 255,255-6 
Linear power supply, 187, 188, 

Linear ramp, 195 
Linear regression, 237-8,256 
Linear transformation of data, 198,251 
Linearly polarized light, 104 
Lineweaver-Burk plots, 368 
Lion, flow cytometry of, 5 10- 1 1 ,511 
Lipids, 

251 

36-8,242 

versus switching power supply, 188 

droplet detection, 364 
intracellular, 364 
membrane, packing, 374 
peroxidation, 375-6 

Lipofuscins, 292 
Lipopolysaccharide (LPS), 368 
Liposomes, labeled, 343 
Lissamine rhodamine B, 329 
List mode data, 30- 1 ,23 1 
Lis(z)t Mode, 60 
Litigation in flow cytometry, 436-7 
Littrow prism, 135 
LN (“long name”) dye, 89, 253-4 
Loading cells with macromolecules. 

see Cell loading with macro- 

Log amps. see Logarithmic amplifiers 
Logarithmic amplifiers, 35-6, 199-204, 

dynamic range and, 35-7, 199-200, 

problems with, 201-2 
response curves, 202 

molecules 

202-4,203 

Logarithmic scale, 35, 199,255, 255-4 
Logic levels, 19 1-2 
Logic pulse, 27, 191, 191-3; see also Strobe 

Lognormal distributions, 235 
Long pass optical filters, 53, 154, 154 
Long reflect optical filters, 53 
Long-tailed pulse. see Pulse, long=tailed 
Low density lipoproteins (LDL), 368 
LSR I1 (BD), 158,416-7 
Lucifer yellow, 376 
Luminescence, 1 12 
Luminex Corporation, 431-2,473-4 
Lymphocyte activation, 

pulse 
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detection of, 494-502 
CD69 expression, 499 
cytokines and, 499-500,500 
DNA, RNA, and activation antigens, 

DNA and RNA, 32 1,321 
functional probes for, 495-7 
mitogen vs. antigen response, 498-9 
tetramer staining, 500-1 
time course of events in, 494 
tracking dyes and, 372-4,373, 501 
what is “early” , 501-2 

487-8 

Lymphocyte gating, 34-5,34,276-7 
Lymphocyte reaction, mixed. see Mixed 

Lymphocytes 
lymphocyte reaction 

cytoplasmic pH of, 406 
gene rearrangement in, 346 
immunofluorescence. see 

Immunofluorescence, 

in marathon runners, 541 
in prisoners ofwar, 541-2 

activation 

lymphocyte 

Lymphocyte stimulation. see Lymphocyte 

Lymphocyte subset analysis; see also T cell 
subset analysis 

in marathon runners 54 1 
in prisoners ofwar, 541-2 

Lymphokines. see Interleukins 
Lymphoma, 45 1,502 

MALT, and Helicobacter pylori, 
507-8 

Lysing red cells, 306 
Lysosomal enzyme activity, 380 

Macromolecules, 
endocytosis of, 377-8 
loading cells with. see Cell loading 

with macromolecules 
Macrophages, 346 
MACS system, 270 
Magic angle, 114 
Magnetic field, creation of, 18 1 
Magnetic field vector, I04 
Magnetic separation of cells, 271 
Magnification, 119-20, 123 

Mahalanobis distance, 252 
Malaria, 

empry, 13 

detection of parasitemia, 536-7 
side scatter and detection of, 279 

see also Chapter 8 

applications in, 524-6 
cytometers for, 527 
dynamic range required, 203-4 
references, 527 

Manufacturers of flow cytometers, 549-5 1; 

Marine biology, 524-7 

Marrow, bone. see Bone marrow 

Mast cells, metachromatic fluorescence 
and, 325 

MAXM hematology analyzer (Coulter), 
483 

Mean, 231 
arithmetic, 19,22,233-6 
geometric, 235 

(MCH), 49,78 
Mean cell (corpuscular) hemoglobin 

Mean corpuscular volume (MCV), 49,77 
Measurement of intrinsic parameters. see 

Intrinsic parameters, measurement of 
Measurement point. see Observation point 
Measurement station. see Observation 

Measurement zone. see Observation point 
Median, 22,235-6 
Megakaryocytes, 487-8 
Membrane-bound calcium, 97-8,402-3 

Membrane depolarization, 

Membrane fluidity measurements, 374-5 
Membrane hyperpolarization, 

Membrane-impermeant dyes, 43,300-1 
Membrane integrity versus viability, 46, 

Membrane lipids, 
packing, 374 
peroxidation, 375-6 

Membrane microviscosity, 374-5 
Membrane permeability, 

to drugs, 376-7 
to dyes, 300-1, 376-7 

point 

and cell activation, 495-7 

defined, 382 

defined, 382 

299-300,369-71 

bacteria and, 5 16-7, 518-22 
Membrane permeancy, 300 
Membrane-permeant dyes, 43, 300-1; see 

also Vital staining 
Membrane potential (A“), 

and cell activation. see Cell activation, 

artifacts, 393 
bacterial. see Bacterial membrane 

potential 
basis of, 385-6 
cationic dyes and, 46 
cautions and conclusions in measuring, 

cyanine dyes for estimation of. see 

cytoplasmic, 46 
distributional probes and. see 

membrane potential 

402 

Cyanine dyes, membrane potential 

Distributional membrane potential 
probes 

estimation of, 46-7,97 
Goldman equation, 385 
microelectrode measurement of, 386 
mitochondrial. see Mitochondrial 

Nernst equation, 386 
membrane potential 

and neutrophil function, 486-7 
and platelet function, 487 
optical probes of, 385-402 
oxonol dye probes. see Oxonol dyes 
ratiometric technique. see Ratiometric 

technique, membrane potential 
use of uncouplers, 393 

Mercury arc lamp. see Arc lamp 
Meridian Instruments, 267 
Merocyanine 540 (dye), 374,487 
MESF (Molecules of Equivalent Soluble 

MESF threshold, calculation of, 216 
Metabolic cytometry, 475 
Metachromasia, 298-9 ; see also 

Metachromatic fluorescence, 96-7,298-9, 

Metal vapor laser, 135; see also Helium- 
cadmium laser 

Methotrexate, 376 
Methylene blue, 322 

structure of, 323 
Methyl green, 75,  320 
4-Methylumbelliferone (4-MU), 405 

fluorogenic substrates from, 378 
Microbial Cytometry, Center for, 565-6 
Microbiology, flow cytometry and, 5 14-37; 

see also specifc applications; Bacteria 

Fluorochrome) units, 216-7, 354,303 

Metachromatic fluorescence 

312,320-2,397-9,401-2,485 

bioterrorism, 532 
cell cycles and division, 528 
clinical applications, 533-6 
communities, 528 
detection and identification, 528-31 
environmental and sanitary, 53 1-2 
fluorescent protein methods, 528 
food, 532 
instrument issues, 5 15-6 
marine applications, 524-7 
parameters measured, 5 16-24 
parasitology, 536-7 
vaccine development, 536 
viruses, 532-3 

Microdroplets, gel, 474-5 
Microelectrodes, measurement of 

membrane potential, 386 
Microfluidic 

cytometers, 54 1 
flow sorters, 265-6 

Microfossils, 542 
Microscope; see also Microscopy 

light collection in. see Light collection, 
microscope lens and 

fluorescence. see Fluorescence 
microscopy 

overview of, 6-9 
objectives, 9, 120-2, 149-50 

apochromat, 121, 152 
planapochromat, 121, 152 
typical elements of, 120, 12 1 

transmitted light. see Transmitted light 



Index I673 

microscope 
Microscopy, 2-9 

absorption and, 7-8, 8 
acoustic, 274 
bright field. see Transmitted light 

dark field. see Dark field microscopy 
epiillumination, 128-9, I29 
fluorescence. see Fluorescence 

microscopy 
history of, 75-6 
incident light bright field, 7 
light sources. see Light sources, in 

microsopy 
near-field, 471 
references, 68-9 
transmitted light. see Transmitted 

microscopy 

light microscopy 
Microspectrophotometty, 2,9-11 

Microspheres and cells, 475 
Microviscosity, membrane. see Membrane 

Mie scattering, 105-6,275, 279-81, 

Milk, 

absorption, 290 

microviscosity 

cell volumes derived from, 526 

bacterial counts in, 430-1, 532 
Listeria monocytogenes in, 532 
somatic cell counts in, 538-9 

Miltenyi Biotec, 270 
Milwaukee, water contamination by 

Minimal residual disease detection in 

Mirrors, 108 

CTptoporidium, 53 1-2 

leukemia, 505,505-6 

concave spherical, 15 1 
lasers and, 134, 135 

Mithramycin, 24,43,96, 142, 
DNA content measurement, 307-8 
spectrum, 296 

Mithramycin and ethidium, 308 
Mitochondria 

ATP content, 396 
energized, 395 
membrane potential. see Mito- 

chondrial membrane potential 
Mitochondrial membrane potential (AY,), 

46-7, 394400,463 
JC-1,397-8; see also JC-1 
rhodamine 123,394-7,463; see also 

Rhodamine 123, mitochondrial 
membrane potential 

search for better probes, 397, 398-400 
MitoFluor Green, 399 
Mitogens, 

lymphocyte activation by. see 

Mitoses, labeled, percentage of. see 

Mitotic indices, 86,453-4 
Mitotic cells, discriminating, 3 19-20, 320, 

Lymphocyte activation 

Percentage of labeled mitoses (PLM) 

462 
Mitotic nuclei, 277, 320 
Mito Tracker Green FM, 399 
Mito Tracker Orange, 399 
Mito Tracker Red, 399 
Mixed lymphocyte reaction (MLR), 495, 

Mixed populations, identification of cells 

MLR. see Mixed lymphocyte reaction 
Mode, 22,235 
Mode-locked UV laser, 145 
ModFit DNA analysis program (Verity), 

MoFlo sorter (DakoCytomation), 214, 
230,423-4 

Molar Extinction coefficient. see 
Extinction coefficient 

Molecular Biology references, 71 
Molecular interactions, 479-80 
Molecular Probes, Inc., 300,314,337-8, 

403-5,407,445 
Molecular symmetry, 1 10 
Molecule Equivalents of Soluble 

502 

in. see Cell identification 

25-6,372,450 

Fluorochrome (MESF) units. see 

MESF units 
Molecules 

adhesion. see Adhesion molecules 
single, detection of. see Single molecule 

detection 
Moments of a distribution, 233-4 
Monensin, 499 
Monobromobimane (MBB), 381 
Monochlorobimane (MCB), 38 1 
Monochromatic light, 133 
Monochromators, 152-3,153 
Monoclonal antibodies, 95-6,346-52; see 

also Immunofluorescence 
history of, 346 
for multicolor immunofluotescence, 

reagents and staining procedures, 
347-8,349-51 

348-52 
Monostable multivibrator, 192, 257 
Monovalent antigen binding fragments 

4-MU. see 4-Methylumbelliferone 
Mueller matrix model, 274-5 
Multialkali photomultiplier tubes. see 

Photomultiplier tubes, muhialkali 
Multiangle scattering measurements, 

278 
Multicellular spheroids, 5 12 
Multichannel pulse height analyzer, 24-5 
Multicolor immunofluorescence. 329-3 1 ,  

333-6; see also Covalent labels for 
antibodies and molecules 

(Fab), 348 

cocktail staining, 350-2 
do’s and don’ts, 349-50 
early problems with, 95,331 
FITC and TRITC for, 329-30 

fluorescence compensation for. see 
Fluorescence compensation 

multiple lasers and, 349 
multiplex labeling and, 350-2,351 
PerCP and, 333-4 
phycobiliproteins and, 331-5, 349 
Rhodamine 101 dyes and, 330-1 
tandem conjugates and. see Tandem 

dye conjugates 
MultiCycle DNA analysis program 

Multidrug resistance (MDR), 376-7 
Multilabel immunofluorescence, 67-8, 

349-52; see also Immunofluores- 
cence, multiplex labeling 

Multimode laser, 138 
Multiparameter analysis, 248-53,467-9 

(Phoenix), 450 

definition of, 12,248 
gating and, 27-9,467-9 
of leukocyte types, 

in 1974,248-9,249 
in 2002,250 

analysis, 248 
multiparameter versus multivariate 

procedures for automated classification, 

Multiphoton confocal microscopy, 13, 137 
Multiphoton excitation, 118-9 
Multiple lasers and multicolor 

immunofluorescence, 349 
Multiple wavelength scattering 

measurements, 279 
Multiplex analysis 

beads and, 48, 473-4 
Multiplex labeling, 350-2 
Multiplexed bead assays, 473-4 
Multiplexing 

250-3 

analog-to-digital converters, 209 
fluorescent labels, 350-2 

for bacterial identification, 531 
Multistation flow cytometers. see Flow 

cycomerers, multistacion 
Multivalency of antibodies, 346 
Multivariate frequency distributions, 237 
Multivariate statistical methods, 238, 

248-53 
cluster analysis. see Cluster analysis 
discriminant functions. see 

Discriminant functions 
principal componenr analysis. see 

Principal component analysis 
Mycobacteria, 535 

N.A. see Numerical aperture 
NADH fluorescence, 291 
Nanocrystals (quantum dots), 339-40,474 
Naphthol yellow S ,  84,84-5 
National Flow Cytometry Resource 

NBD. see Nitrobenzoxadiazole 
(NFCR), 66-7, 543 
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NBD-glucose, 376 
NBD-phallacidin, 338,364 
NBT. see Nitroblue tetrazolium 
NCCLS, 361,48 1,543 
Near-field optical microscopy, 471 
Negative control samples, 353 
Negative vergence, 1 19 
Neodymium-YAG laser, 135, 138-9, 

145-6,427,429,431,472, 
474,563 

mode-locked UV,  145 
Neoglycoproteins, 368 
Nernst equation, 386 
Neural network analysis, 250,252-3 
Neutral density (ND) filters, 156; see 

also Optical density 
Neutral red, 

structure of, 323 
Neutrophils, 467,486-7 

autofluorescence, 291 
CD64 and sepsis, 487 
tests of function, 486-7 

New methylene blue, 78, 322 
structure, 323 

NFCR. see National Flow Cytometry 
Resource 

Nigericin, 405 
Nigrosin, 369 
Nile blue, 338 
Nile red, 364 
Nitric oxide (NO), 408,487 
Nitrobenzoxadiazole (NBD), 338 
Nitroblue tetrazolium (NBT), 379 
NMR. see Nuclear magnetic resonance 
Nobel prize for Herzenberg and 

Noise 
Kamentsky?, 566 

flow cyrometery, sources of. see Flow 
cytometry, noise sources of 

instrument performance and, 219-20 
laser. see Laser, noise 

Noncoagulant fLuatives, 302 
Noncommercial software, 552-3 
Nonionic detergents, 23,43,302 
Nonlinearity, 

in analog-to-digital converters, 208-9 
in flow cytometers, 217 

Nonlinear least-squares curve fitting, 238 
Nonlinear optics, 1 18 
Nonparametric tests, 236 
Nonradiative energy transisitions,ll2, 1 1  5 
Nonspecific binding, 39 
Nonspecific fluorescence, 309 
Nonspecific staining, 298 
Nonyl acridine orange (NAO), 397 
Normal distribution. see Gaussian 

Notch filter, optical, 154 
Novalux Protera laser, 146; see also 

NPE instruments, Inc., 174,432, 542 

distribution 

Solid-state laser, 488 nm 

NSG Precision Cells, Inc., 435 
Nuclear DNA analysis in parafin- 

Nuclear magnetic resonance (NMR), 1 1 1  
Nuclear morphology, 277 
Nuclear protein, DNA and, 321 
Nuclear receptors, 367 
Nuclei, as standards, 446 
Nucleic acid sequence detection, 99, 361-2 

peptide nucleic acid (PNA) probes, 362 
Nucleic acid dyes, 43, 306-26; see also 

DNA-selective dyes 

embedded material, 449,503 

acridine orange. see Acridine orange 
chromatin structure and, 3 19-20 
cyanine dyes. see Cyanine dyes 
DNA base composition, 317-9; see aka 

DNA base composition 
DNA content measurement, 306-17; 

see ako DNA content 
ethidium bromide. see Ethidium 

bromide 
LDS-75 1. see LDS-75 1 
propidium iodide. see Propidium 

iodide 
RNA content measurement, 320-6; see 

ako RNA content 
styryl dyes. see Styryl dyes 
SYTO- dyes. see SYTO- dyes 
thioflavin T. see Thioflavin T 
thiazole blue. see Thiazole blue 
thiazole orange. see Thiazole orange 
TO-PRO- dyes. see TO-PRO- dyes 
TOTAB. see TOTAB 
TOTO- dyes.seeTOT0- dyes 
YOYO-1.seeYOYO-1 

NucleoCounter, 448 
Numerical aperture (N.A.), 7 ,  120, 121-2 

effect on lens performance, 121, 121-2 
of fiber optic, I57, 157-8 
light collection and, 171-4 
oflens, 121 
of microscope objectives, 120, 121 
resolurjon of lens and, 12 1, 128 

Numerical taxonomy, 5 1 
Nyquist Sampling Theorem, 205,209-10 

O.D. see Optical density 
Objectives, microscope. see Microscope, 

Obscuration bar, 150 
Observation point, 16, 167 

objectives 

light collection and, 150, 150, 151-2, 

in stream versus cuvette, 170-7 1 
171-3 

Observation region. see Observation point 
Observation volume, 220 
Obstruction of flow systems, 56, 176-7 
ODAM ATC 3000,412,435-6 
Ohm and Ohm’s Law, 18 1 
Olivomycin, 142, 

DNA content measurement, 307-8 
Omron, 435,436 
Oncogenes, 504 
Oncology, clinical, 502-8 

diagnosis and cervical cytology, 503 
DNA measurements and, 503-4 
immunophenotyping, 504-7 
minimal residual disease detection, 

oncogenes, antigens, and receptors, 504 
505-6,505 

Oncosis, 267,470 
One Cell Systems, 475 
One-dimensional histograms, 2 1-5 

One-parameter displays, 24,236-7 
One-shot, 192 
O p  amp. see Operational amplifier 
Opacity, electrical. see Electrical opacity 
Operational amplifier, 189-90, 190 
o-Phthaldialdehyde (OPT), 381 
Optical activity, birefringence and, 109 
Optical character recognition, 80 
Optical components, 

light loss and spurious light in, 158-9 
sources of, 543-4 

Optical density (O.D.), 1 1  1 
Optical filters, 8 , 9 ,  52-3 

absorption and, 8 ,  53, 153-4 
alternatives to, 152-3 
bandwidth, 53 
bandpass. see Band pass optical filters 
color glass. see Color glass filters 
dichroic. see Dichroic filters 
dielectric. see Dielectric filters 
fluorescence in, 158-9 
interference. see Interference filters; see 

long pass. see Long pass optical filters 
neutral density. see Neutral density 

filters 
notch, 53 
passband, 53, 153 
polarizing, 156-7 
practical considerations, 53 
reflection and, 108, 153 
selection of, 52-3, 153-6, 446-7 
short pass. see Short pass optical filter 
sources for, 556-7 
transmission of, 154, 154-5 
tunable. see Tunable optical filters 
types of, 53, 153-6 
versus monochromators, 152-6 

Optical invariant, 123 
Optical parameters, measurement of, 

274-84 

absorption 

measurement 

Fluorescence, flow cytometry and 

analysis of, 244-6 

also Dielectric filters 

absorption, 28 1 ;  see also Light, 

extinction, 282; see a h  Extinction 

fluorescence, 283-4; see also 
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interference and phase, 282 
light scattering, 274-80; see also Light 

scattering; Forward scatter 
Optical path length, 119,  

Optical probes 
phase based measurements, 282 

of cell membrane potential, 46-7, 
385-402; see also Cell membrane 

potential 
of intracellular calcium, 402-5; see aho 

Calcium ion, intracellular 
measurement of 

Optical resonators, 133-4 
Optical rotation, 109 
Optical supply houses, 543-4 
Optical systems, 119-124 

apertures in, 124 
depth of field or focus in, 124 
image formation by, 119, 1 19- 120 
lens types of. see Lens, types of 
light gathering in, 121-2, 123-4 
light propagation and, 1 19 
resolution. see Lens, resolution 
throughput and. see Throughput, 

optical 
stops‘in, 124 
vergence in, 1 19 

Optical trapping, 266 
Optical waveguide, 157 
Optical waveguide cytometry, 158 
Optics; see also Optical systems, 

epiillurnination for, 128-9, 127 
geometrical, 102, 
nonlinear. see Nonlinear optics 
physical, 102 
references, 68-9 

MICROCYTE flow cytometer, 58, 
Optoflow AS, 

58,426-7 
OR (logic) gate, 193 
Orifice, Coulter. see Coulter, orifice 
Orrho Diagnostics Systems, 92,434-5 

Cytofluorograf. see Cytofluorograf 
flow cytometer 

Cytograf. see Cytograf flow cytometer 
Cytoron Absolute, 435 
Spectrum 111. see Spectrum I11 
System 50 Cytofluorograf. see 

System 50 Cytofluorograf 
Orthogonal geometry of flow cytometers, 

Orthogonal scatter. see Side scatter 
Oscilloscope, 27 

storage display, 28 
Oxacarbocyanine dyes, 336 
Oxazine 1,94141,322,325 

structure of, 323 
Oxazine 750, 143,315-6 

reticulocytes, 482 
Oxazines, 141 

structure of, 323 

50-3 

Oxidation-reduction state, 29 1 
Oxidative metabolism. see Enzyme 

activity, oxidative metabolism 
Oxonol dyes, 46, 143,390-1, 520-2 

DiBAC,(3). see Bis (1,3-dibutyl- 

structure, 390 
barbituric acid) trimethine oxonol 

“Paint-a-Gate” program (B-D), 35, 246, 

Pancreatic islets, sorting, 263-4, 5 12 
Pandas, giant, 510-1 
PanLeucogating, 49 1 
Papanicolaou (Pap) smear, 

467 

automation of, 9- 13, 503 
history of, 76-7 

Paper pulp, flow cytometry of, 542 
Parabolic flow profile, 167, IG8, 168 
Parabolic reflectors, 152 
Paraformaldehyde fixation, 302,304 
Parallel rays, 114; see also Collimated light 
Parameters, measurement of, 2,3,286, 

cellular extrinsic. see Extrinsic 
273-41 0 ,  

parameters, measurement of; see 
aho Fluorescent probes of 

extrinsic parameters 
cellular intrinsic. see Intrinsic 

parameters, measurement of 
physical. see Physical parameters 

Parametric tests, 235-6 
Parasitology, 536-7 
Parathyroid hormone, 369 
Parinaric acid, 375-6 
Partec GmbH, 427-9 

CCA cell counter, 429 
CyFlow flow cytometers, 427-8,427, 

fluidic switching sorter design, 
492 

264,264 
CyFlow Space cytometer, 542 
PA ploidy analyzer, 429 
PAS flow cytometers, 428-9,429 

calibration. see Calibration 

cell counting and, 20-2 1,448 
endocytosis of, 377-8 
fluorescent. see Fluorescent 

particles 
as fluorescent labels, 343-4 

Partograph, Kratel, 435 
Passband, of optical filters, 53, 153 
Pascal’s Triangle, 232 
Passive elements, circuits, 184-5, 185, 

Patch clamp technique, 408 
Pattern recognition, 82 
Pauli Exclusion Principle, 110 
PCNA. see Proliferating cell nuclear 

Particles, 

particles 

187-8 

antigen 
PCR. see Polymerase chain reaction 
PE. see Phycoerythrin 
Peak amplitude, 183 
Peak-and-valley plot, 3 1-2,32, 237, 24 1 
Peakdetector, 57, 191,  192-4 

PE-APC. see Phycoerythrin- 

PE-Cy5. see Phycoerythrin-Cy5 
PE-Cy5.5. see Phycoe~ythrin-Cy5.5 
PE-Cy7. see Phycoerythrin-Cy7 
Peptide nucleic acid (PNA) probes, 362 
Percentage of labeled mitoses (PLM), 

PerCP. see Peridinin chlororphyll 

Peridinin chlorophyll protein (PerCP), 

circuitry of, 192 

allophycocyanin 

86,454,455 

protein 

333-4 
spectrum of, 296 

Periodic acid-Schiff reaction, 363 

Periodical literature. see Flow cytometry, 

Permeabilization, 43,300-1, 540 
literature 

bacteria and, 5 16-7, 5 19-22 
vs. fixation, 302 

dyes 
Permeant dyes. see Membrane-permeant 

Peroxidase, 378 
Peroxides, 379 
PE-TR. see Phycoerythrin-Texas red 
P-glycoprotein (Pgp) drug efflux pump, 

309,376-7,474,496 

PH, 
cell activation and, 4057,406,495-6 
intracellular. see Intracellular pH 
probes of, 97-8,405-7 

Phage display, 348, 540 
Phagocytosis assyas, 377-8,486 
Pharmacology, 537-8 
Phallacidin, NBD- ,338 
Phase, alternating current, 182 
Phase contrast, 105 
Phase, light, 7 ,  105 
Phase measurements, 282 
Phenothiazines, 377 
PhoCy, 397 
Phoenix Flow Systems, 435,436,450 
Phorbol 12-myristate 13-acetate (PMA), 

Phosphorescence, 112, 113-4 
Phosphorylated histone H3 antibody, 462 
Photobleaching, 12,44, 115-8 
Photocathode, 54, 161 
Photoconductive mode, photodiode 

Photodamage, 270-1 

Photodetectors, sources of, 554-5 
Photodiode 

499 

detector and, 160 

sorting, 54,266-7 
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detectors, 52, 160-1 
photoconductive, 160 
photovoltaic, 160 
silicon, 52, 160-1 
versus photomultiplier tubes, 163-4 

Photoelectric effect, 161 
Photoelectrons, 54, 161 
Photolysis, 1 15 
Photometry, 101 
Photomultiplier tube, 54, 160-6 

commercial history of, 162-3 
detectors, 52, 54, 160-6 
elements of, I60 
end-window, 162 
gallium arsenide, 16 1 
multialkali, 161 
multianode, 166 
power supplies for, 162 

sources of DC-DC converter 

quantum efficiency of, 54, 165, 165-6 
side-window, 162 
sources of, 554 
spectral response of, 161 
versus photodiode, 163-4 
voltage supply circuits, 162, 162 

energy absorption of, 109- 18 
saturation, 44, 1 15-8 

modules, 555 

Photon, 5, 102-3 

Photon flux, 117 
Photon statistics, 164, 221 
Photosensitization of cells, 301-2 
Phocosis (Oncosis), 470 
Photovoltaic mode, photodiode detector 

Phycobiliproteins, 45,292,331-5; see a h  
and, 160 

individtlal dyes 
energy transfer and, 45,333-4 
spectra of, 276 

Phycobilisomes, 335,344 
Phycocyanins, 292,332-3 
Phycoerythrin-allophycocyanin (PE-APC), 

Phycoerythrin-Cy5 (PE-CyS), 36,45, 333, 
45,333 

334-5, 348-9 
spectrum, 37, 276 

333,334-5 

334-5 
spectrum, 276 

Phycoerythrin (PE), 36,292 
antibodies labeled with, 332 
molecular weight, 45 
spectra, 164,276 
tandem conjugates, 36,45,333, 334-5, 

Phycoerythrin-Cy5.5 (PE-Cy5,5), 36,45, 

Phycoerythrin-Cy7(PE-Cy7), 36,45,333, 

348-9 
Phycoerythrin-Texas red (PE-Texas red), 

36,45, 333, 334-5, 348-9 
spectrum of, 3 7 , 2 9 6  

Physical parameters, 273-85 

AC impedance, 273-4; see also 
Electric4 opacity; Coulter, opacity 

(AC) measurement 
acoustic measurements, 274 
DC impedance, 273; see also Coulter, 

Optical parameters. see Optical 

Physiochemical bases of membrane 
potential, 385-6 

Phytohemagglutin (PHA), 363,495 
Phywe AG, 87,411 
“Picket Fences” in data displays, 206-7, 

Pic0 Green, 43 
Pixel, 13 
PKH tracking dyes, 45-6,371-4,372;374, 

cell volume measurement 

parameters, measurement of 

2 13-4,244, 562 

501 
PKH26,45 

Plancks constant, 102 
Plane polarized light, 104 
Planapochromat lenses, 12 1, 152 
Plant cells, 5 12-4 

chromosome analysis and sorting, 

DNAcontent,513-4 
Plasma, ionized gas, 1 15, 180 
Plasmodium spp. see Malaria, parasites 
Platelets, 487-8 
Placykurtic distribution, 234 
PMA. see Phorbol 12-myristate 13-acetate 
PMT. see Photomultiplier tube 
Point source of light, 119, 124 
Pointance, 124 
Pointing stability, laser, 146 
Poisson distribution, 19-20,233 
Poisson statistics, 

5 12-3 

detecting photelectrons, 54 
precision in counting and, 19-20 
rare event analysis and, 19-20 
sampling error and, 77-8 

Pokeweed mitogen (PWM), 363 
Polarization, 

fluorescence. see Fluorescence 

lasers and, 135-6 
light, 104-8 
optics for measuring, 156-7 
orthogonal light scattering and, 13, 

by reflection, 107-8 
by scattering, 106 

polarization 

278,278-9,483 

Polarizing beamsplitter, 156-7 
Polarizing filter, 157 
Polyamide probes, 479, 561 
Polychromatic detection, 152-3 
PolyclonaJ antiserum, 346 
Polymerase chain reaction (PCR), 344 

assay for reaction products, 541 
Population inversion, 115, 133 
Porcine blood, differential counts, 5 1 1 

Porphyrins, 292,33 1 
fluorescence, 291,292 

Positive control samples, 353 
Positive displacement pump. see Syringe 

Positive vergence, 119 
Potential energy, 180 
Potential, membrane. see Membrane 

potential 
Potentiometer, 28, 37, 185, 191; seealso 

Variable resistor 
Power, electrical 18 1 
Power ground, 186 
Power supplies, 187, 187-8 

Pump 

linear versus switching, 188 
sources of, 555 

Preamplifier, 55, 190-1, 171 
Precision 

counting and, 19-20,77 
definition of, 12, 214 
flow cytometer and, 49,214-5 
light measurements and, 49 

Prenatal diagnosis, 509-10 
Pressure, for driving sheath. see Sheath, 

driving 
Primulin, 369 
Principal component analysis, 198,250, 

Prisms, 108, 152-3, 153 

Probes, 3,237, 293-328 362-4; see also 

251,252 

Littrow. see Litttow prism 

pecific probes 

extrinsic parameters 
fluorescent. see Fluorescent probes of 

sources of, 544-8 
Process monitoring, 540 
Prochlorocorcus, 524, 524-5 
Proficiency testing, sources for, 557 
Proflavine, structure of, 323 
Programmed cell death. see Apoptosis 
Proliferating cell nuclear antigen (PCNA), 

Proliferative fraction. see S-phase fraction 
Proliferative G, stare, 96, 77, 321 
Propidium iodide (PI) 

apoptosis and, 463 
BrUdR incorporation and, 455, 457 
DNA content and, 23,96, 306-7 
dye exclusion test and, 46, 300-1, 

nucleic acid stain and, 43 
RNA content and, 43,307,326 
spectrum of, 276 
structure of, 301 

Protein A, 343, 353 
Protein content measurement, 326-8, 561 
Proteins, fixation and, 43, 302 
Protein stain, new, 561 
Protera laser (Novalux), 146; see ako 

Proton charge, 180 

460- 1 

369-70 

Solid-state laser, 488 nm 



Index I677 

Proton ionophore, 405 
Protoplasts, plant, 

analysis of, 5 12-4 
sorting, 263 

amplitude, 16, 16, 17, 183 
analysis of, 21 
beam geometry and, 183-4, 184 
characteristics, 183-4 
coincidence detection and. see 

cytophotometry, 17 
fall time of, 195 
flat-topped. see Flat-topped pulse 
height, 17, 183 
integral or area of, 17, 183-4, 194-5 
long-tailed, 194 
peakof, 183-4, 192-4 
processing, 19 1-6 
rise time of, 195 
shape, 17, 183-4,184 
shaping, 194 
stretched. see Stretched pulse 
strobe. see Strobe pulse 
train, 17 
trigger. see Trigger, pulse 
voltage, 183 
width, 17, 184, 195,285-8; see 

Pulse 

Coincidence, detection of cells 

also Cell size 

display from, 24 
multichannel, 24 
pulse height distribution. see One- 

two-parameter, 27 
Pulsed solid-state laser, 135 
Puma, flow cytometry of, 5 10- 1 1,51 I 
Pump laser, 135 
Pumped dye laser, 135; see also Dye laser 
Purdue cytometry mailing list and Web 

site, 68 
Pyridine nucleotides, fluorescence, 290- 1 ,  

291 
Pyronin Y, 

DNNRNA staining and, 27, 44, 97, 

Hoechst 33342 and, 27, 27,44,97, 

rericulocyte counting and, 99,326 
RNA content and, 27,44,97,321, 

spectrum, 236 
structure, 323 
vital staining and, 324 

Pulse height analyzer (PHA), 21,24-7,237 

parameter display 

322-5,460,497-8 

321,322, 460,497-8 

320,322-4, 460,497-8 

Q and B calculations for sensitivity, 22 1-3 
QIFIKIT beads, 355 
Quadrant 

analysis, 35, 247 
statistics, 247 

Quality control, 
of dyes, 294-5 
time measurements in, 179-80,3GG, 

366 
in DNA analysis, 446,450 
in T-cell subset analysis, 49 1 

QuantiBRITE beads, 355 
Quantitative fluorescence cytometry 

measurements (QFCM), 353-60 
analyzing immunofluorescence data, 

360 
calibration and controls, 353-9 
correlating cytometry and 

biochemistry, 359-60 
definitions, 354 
defining a Window ofAnalysis, 356-7 
estimating antigen or receptor surface 

positive vs. negative, 358 
problems and prospects, 361 
standards, types of, 354-9 
weakly fluorescent beads and cells, 

density, 360 

358-9 
Quantitative immunofluorescence, 48-9, 

fluorescence cytomerry 
353-61; see alro Quantitative 

Quantitative Indirect Immunofluorescence 

Quantization error and noise, 205-6 
Quantum dots, 339-40,474 
Quantum efficiency 

ofdetectors, 54, 160, 165 
fluorescence, 44 
photomulitiplier tube. see 

(QIFI), 355 

Photomultiplier tubes, quantum 
efficiency of 

Quantum electrodynamics, 5, 103 
Quantum mechanics, 

Quantum Simply Cellular (QSC)Beads, 

Quantum yield 
of fluorescence, 44, 113 

Quartz halogen lamp, 127 
Quenching, 44, 112, 1 15-8 

bleaching and, 44, 1 15-8 
concentration, 116 

Quiescent state, 96,97, 321 
Quin-2, 98,403 

uncertainty principle of, 1 1  1 

354-6 

Radian, 10 1 
Radiance, 124 
Radiant energy, 10 1 
Radiant f l u ,  101, 124 
Radiation, 101 
Radiation dosimetry, 538 
Radiometry, 10 1 
Raman scattering, 1 18 

Rare cell detection, 19-20,42, 178-80, 
fluorescence sensitivity and, 55, 342-3 

269,352,468-70 
alternatives to flow cytometry, 470- 1 
cocktail staining and, 470 
noise and, 470 
precision and, 19-20 
single parameters and, 469-70 
sorting and, 42,269 

Rare event analysis. see Rare cell detection 
RATCOM, 174,212,432 
Ratio calculations, 255-6 
Ratio circuits, 204 

laser noise compensation with, 55, 
147-8 

Ratiometric techniques, 299 
calcium, 47,403-5 
intracellular pH, 98, 406-7, 407 
membrane potential, 299,391-2 
bacterial, 40 1-2 

Rayleigh scattering, 105-6, 288 
RBD2100 (AATI), 429 
Reactance, 182 
Reactive dye, 45, 298, 326 
Reactive oxygen species (ROS), 379 
Reagents, sources of, 544-8 
Real image, 119, 151  
Receptors, 

labeled ligand binding to, 366-9 
surface density of, 204, 360 

Recognition, optical character. see Optical 
character recognition 

Rectifier, power supply, 187, 187 
Red cell. see Erythrocytes 
Red cell indices, 49,77-8 
Red-absorbing filters, 129 
Redox state, 291 
Reduced vergence, 119 
Reference standards, 445-6 

for DNA, 26,307 
for immunofluorescence, 49,49, 353-8 

Reflection, oflight, 4-5, 106, 107-9 
microscopy and, 6-8 
optical filters and, 108, 153 
polarization by, 107-8 
refraction and, 5, 107 
total internal. see Total internal 

reflection, of light 
Reflective filters. see Interference filter 
Reflectors, ellipsoidal or parabolic, 152 
Refraction, oflight, 4-5, 105, 107-9 

Snell's law of. see Snell's law of 
refraction 

Refractive index, 4-5, 107 
differences between core and sheath, 

forward scatter and, 275-6 
fixation effects on, 303 
side scatter and, 277 

178 

Relay lenses, 128 
Reporter genes, 320,408-10,477 

enzymes as, 408-9 
Green Fluorescent Protein and 



678 / Practical Flow Cyrometry 

variants, 409-1 0; see also Green 
fluorescent protein 

Reproductive viability, 297 
Research Developments, 435 
Research Electro-Optics lasers, 437 
Research Organics, 432 
Reset signal, 192, 192-3 
Resistance, electric current, 18 1 
Resistor, 181, 185 
Resistor, variable. see Variable resistor 
Resolution, 

image, 13-14, 128 
lens and. see Lens, resolution 

Resonance energy transfer, 112, 115,283-4 
Reticulated platelets, 487 
Reticulocyte counting, 78-7, 99,312-4, 

326,481-2 
sampling statistics and, 78 

Reticulocyte maturity index (RMI), 482 
Reynolds number (Re), 174,269 
Rhodamine 101 (dye), 91,330-1; seealso 

Sulforhodamine 101, 
vital protein content and, 328 

Rhodamine 1 10-based fluorogenic 
enzyme substrates, 380 

Rhodamine 123 (dye), 
membrane potential, 46-7, 387 
mitochondrial membrane potential, 

Rhodamine 640 (dye), vital protein content 

Rhodamine 700 (dye), 143 
Rhodamine 800 (dye), 143,315-6 
Ribonuclease (RNAse), 23,43,307 
Riese Enterprises, 446 
Right-angle scatter. see Side scatter 
Rise time ofpulse, 195 
RNA content, 320-6 

46-7,97,376, 394-7,397 

and, 328 

acridine orange and. see Acridine 

blood reticulocyte counting and. see 

in cell activation, 320-1,321,460-1, 

of cell cycle compartments, 96-7,97, 

fluorochromes and, 43,297, 320-6, 

history of in flow cytometry, 96-7 
oxazine 1 and. see Oxazine 1 
propidium and. see Propidium iodide, 

pyronin Y. see Pyronin Y, RNA content 
tricyclic heteroaromatic dyes and, 322 

orange, RNA content 

Reticulocyte counting 

161,495,497 

320- 1,321 

323 

RNA content and 

323, 325-6 
RNNDNA staining 

acridine orange. see Acridine orange 
pyronin Y. see Pyronin Y 

RNA synthesis using BrUdR, 458 
Robust CV (RCV), 235-6 
Rotational energy, 109, I12 

R-PC-11. see R-phycocyanin I 1  
R-PE. see R-phycoeqdrin 
R-phycocyanin 11,333 
R-phycoerythrin, 332; see also 

Phycoerythrin; 
spectrum of, 37, 29G 

SABS. see Super avidin-biotin system 
Saliva, flow cytometry of, 542 
Sample carryover, 179-80 
Sample flow rate, 179-80 
Sample preparation, for DNA staining, 

Sample stream. see Core stream 
Sanitary microbiology, 531-2 
Sapphire laser (Coherent), 146; see alro 

Solid-state laser, 488 nm 
S A R S ,  563 
Satellite droplets, 259, 261 
Saturation. see Photon, saturation 
SBIP (Stand Breaks Induced by Photolysis) 

Scanning 

307,317 

method, 456-7, 457 

cytometry, 2,9 
laser cytometer, 1 1,45 1,463-4, 509 
one-dimensional, 15-16, IG 
versus flow cytometry, history of. see 

History of flow cytometry 
Scatchard plot, 368 
Scattered light. see Light scattering 
Scatter gating, two-angle, 34-5,34,277 
SCM. see “Structuredness of cytoplasmic 

Scrape loading molecules into cells, 540 
Secondary emission of electrons, 161 
Selection rules of quantum mechanics, 

Semiconductor diode, 188 
Semiconductors, 180 
Sensitivity, 

matrix” 

110 

autofluorescence and. see 

background effect and, 2 18-9 
definition of, 12,214,215-6 
fluorescence. see Fluorescence 

of flow cytometer, 49,215-9 
improving, 342,345 
limits to, 341-2 
measuring using Q and B, 221-3 
noise and, 217-8, 219-20 
photodiode versus PMT as detector, 

precision and, 2 18 

sequence detection 

Diagnostics 

Autofluorescence, sensitivity and 

sensitivity 

163-4 

Sequence, nucleic acid. see Nucleic acid 

Sequoia-Turner Corporation. see Abbott 

Sex selection by sperm sorting, 26,40, 
452-3 

sources of, 557-8 

Zeroth, xxxiv 
First, 1 1  
Second, 220 
Third, 294 
Fourth, 466 
Fifth, 466 
Sixth, 467 
Seventh, 225 
Eighth, 438 

air, 10,74291 
driving, 55-6, 175-7 

history of, 10 

filtration of, 176-7 

Shapiro’s Laws of Flow Cytometry, 

Sheath 

flow, 55-6, 167-9 

fluid, 55,  176-7 

laminar flow. see Laminar flow 
practical details, 175, 178-80 
turbulence and. see Turbulence, fluid 

flow and 
Shielding 

electrical, 185 
electrostatic, 180, 186 
light, 162 
magnetic, 162 

Shift register, 258 
Short circuit, 186 
Short pass optical filters, 53, 153, 153-4 
Short reflect optical filters, 53 
Showa Denko, 436 
SI Units. see International System of Units 
Side population (SP) stem cells, 308, 489 

ABCG2 breast cancer resistance 
protein in, 489 

collection optics for, 52 
cytoplasmic granularity, 274, 276 
definition of, 6 
fixarion and, 303 
mitotic nuclei and, 277, 320 
polarized and depolarized, 278,278-9, 

protein content and, 278, 328 
Side-window photomultiplier tubes. see 

Photomultiplier tubes, side-window 
Signal ground, 186 
Signal processing, 183-214 

Side scatter, 4,6,276-279 

483 

analog. see Analog signal processing 
beam geometry and pulse 

characteristics, 183-4, I84 
digital. see Digital signal processing 
electronics and, 55, 190-204 
h e a r  circuits in, 197-9 
logarithmic amplifiers in. see 

Logarithmic amplifier 
overview of, 57 
peak detector. see Peak detector 
preamplifier. see Preamplifier 
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pulse integral, area, and width, 

pulse processing in, 19 1-7 
ratio circuits in, 204 

Signal pulse, trigger. see Trigger, pulse 
Signal-to-noise ratio, 21 1 
Signal versus noise, light collection and, 

Silicon photodiodes. see Photodiodes, 
silicon 

Sine wave, 182 
Single cell analysis without flow cytometry, 

Single cell sorting, 258-66 
Single chain variable fragments (scFvs), 348 
Single molecule detection, 99,471-3 
Single photon counting, 164 
Singlet, energy states, 112, 113-4 
Skatron A ! S ,  412 
Skewness, of a distribution, 23, 233, 234 
Slits, entrance and exit, 152, 153 
Slit-scanning, 51,  183-4,212-3 

194-5 

150-2 

475 

cell sizing and, 285-7 
cell morphology and, 289 

Slow flow systems, 177, 366,471-3 
Slug flow, 167,168 
Small-angle scatter. see Forward scatter; 

SNARF- 1,407 

Snell’s law of refraction, 106, 107, 157 
Society for Analytical Cytology. see 

International Society for Analytical 
Cytology (ISAC) 

see also Mie scattering 

spectrum, 407 

Software fluorescence compensation, 38, 

Software, 
242-4, 562-3 

sources of, 55 1-3 
third parry, 437 

Solid angle, 101, 101 
Solid-phase assays using flow cytometry, 

Solid-state laser, 135, 145-6 
473-4 

488 nm semiconductor, 145-6,416-7, 

green YAG. see Neodymium-YAG 

UV. see Alexandrite laser 
Somacount (Bentley), 430, 539 
Somatic cell counts in milk, 538-9 
Somatic cell genetics, 477 
Sort control logic, 257-8 
Sort gate, 40 
Sort region, 40 
Sorting. see Flow sorting 
S-PE, phycoerythrin from, 332 
Spatial resolution, 128 
Spectral irradiance, 132 
Spectral resolution, 149 
Spectral response, detector, 160-1, 

424-5,427,429 

laser 

lG5, 165-6 

Spectral selection in light collection, 52-4, 

Spectrofluorometers, 152 
Spectrophotometers, 152 
Spectroscopy, 294 

references, 71 
time-resolved, 113, 345,385 

Spectrum 111 (Ortho), 94,411,434-5 
Sperm, 

152-6 

acrosomal reaction, 509 
analysis of, 289, 508-9 
antibodies to, detecting, 509 
chromatin structure assay, 509 
correcting orientation effects 

in flow cytometry of, 178 
DNA content, 26,310-1, 509 
motility and flow cytometric 

characteristics, 509 
sorting, 26,40,289, 311,452-3 

commercial, 557-8 
quality assessment, 508-9 

Spermatogenesis, effects of toxic agents on, 
538 

S-phase fraction (SPF), 96-7,96,450 
in cancers, 450-1 

Spherical aberration, lens, 120-1, 123 
Spherical mirror, 15 1 
Spherotech, 358,445 
Spontaneous emission, 112 
SP stem cells. see Side population stem 

cells 
SRlO1. see Sulphorhodamine 
Staining, 

history of, 74-7 
mechanisms of, 298-9 
microscopy and, 7-8,74-6 

Standard deviation, 19,231,233-6 
Standards, for cytometry, 

alignment, 215,354,444,445-6 
calibration, 354-9,445-6 
cells and nuclei as, 44G 
certified blank, 354 
compensation, 446 
for DNA, 26,307 
for immunofluorescence, 49,49, 353-8 
reference, 354,445-6 

Staphylococcal enterotoxin B (SEB), 498 
Statistical methods of classification, 80- 1 
Statistical sampling error. see Poisson 

statistics, sampling error and 
Stem cells, embryonic, 476 
Stem cells, hematopoietic. see 

Hematopoietic stem cells 
Stem cells, side population (SP). see Side 

population stem cells 
Stem cells, tumor, 507 
Step index fiber, 157 
Steradian, 101, 101 
Sterance, 124 
Stimulated emission, 112, 114-5, 133 
Stimulated Emission Depletion (STED) 

microscopy, 471 

fluorescein, I 1 3  
Stokes shift, 44, 112-3 

Stokes Raman emission, 1 18 
Stokes vector, 274 
Stool, bacteria in, 518, 518, 536 
Storage display oscilloscope, 28 
Stream-in-air 

flow sytems, 174 
nozzles, 163, 169-70, 172 
versus cuvette, 170- 1 

Streamline flow, 167 
Streptavidin, 330, 340 
Stretched pulses, 195 
Strobe delay pulse, 192, 192-3 
Strobe pulse, 27, 192, 192-3 
“Structuredness of cytoplasmic matrix” 

(SCM), 381-2,383-5 
Cellscan instrument, 384-5 
Cercek cancer test, 383 
changes in cell activation, 384-5 
fluorescence polarization measurements 

in, 383 
“Student” (W. S. Gossett), 19 
Styryl-8,312 
Styryl dyes, 312 
Subset analysis, lymphocyte. see T-cell 

Successive approximation ADC’s, 208-9 
Sulfaflavine, brilliant. see Brilliant 

Sulfhydryl groups, 98, 381 
Sulphorhodamine 101 (SRlOl), 91, 92, 

subset analysis 

sulfaflavine 

327-8 
spectrum, 296 

Sulphorhodamine B, 329 
Super avidin-biotin system (SABS), 343 
Superconductivity, 18 1 
Surface antigens. see Cell surface, 

antigen; see also Covalent labels; 
Immunofluorescence 

Surface area, of cells, 285 
Surface density of antigenic or receptor 

sites, 204, 285, 360 
Surface emitting lasers, 146 
Surface membrane immunoglobulin 

(SmIg), 346 
Surface receptors, 366-9 
Surface sugars, 362-3 
SV40 T antigen, 461, 502 
Switching power supplies, 188 
Syringe pump, 56, 177 
Sysmex (TOA Medical Electronics), 289, 

R-1000 reticulocyte counter, 482 

158,434-5 

433 

System 50 Cytofluorograf (Ortho), 92, 

SYTO dyes, 43, 143,300, 315, 316, 517, 

SYTOXdyes, 300,315,316, 523 
523 
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Table of cellular parameters, 3,286 
Table of reagents and spectral properties, 

Tandem dye conjugates, 36,45,95,333-7, 

T cells, 33,34,41,48-9,99,250,346, 

297 

348,349,469 

350-2; ako see Lymphocyte 
activation 

antigen-specific, 
detection by cytokine production, 

detection by tetramers, 47-8, 500-1 
500 

development of, 465-7 
memory vs. naive, 488,497 

T cell gating, 34-5,34,277,491 
T cell subset analysis, 30-1,33-5,34,38-9, 

37,250,465-6 
alternatives to flow, 49 1-3 
compensation and, 243-4,243 
clinical applications, 490- 1,494 
display of, 34,33-5, 238-41,239,241 
HIV and, 350-2,490-3 
history of, 99 
guidelines, 491 
in prisoners, 541-2 
quantification and calibration of, 

Technicon Instruments Corporation, 59, 
355-9 

88,279-80,411,483; see ako Bayer 
Diagnostics 

Telomeres, 464 
TEM. see Transverse electromagnetic 

mode 
TEM, laser beam, 130, 134, 134, 136 
Terminal deoxynucleotidyl transferase 

(TdT), 
in assays for apoptosis, 463 
in SBIP assay for BrUdR, 456-7 

Tests of significance, 244 
Tetramers, 47-8, 500-1 
Tetramethylrhodamine isothiocyanate 

(TRITC), 329-30 
spectrum, 276 
structure of, 327 

Tetrazolium dyes assays, 379,486 
Texas red, 92-3, 140, 142,330-1 

dual-label flow cytometry and, 

protein content and, 328 
spectrum of, 296 
structure of, 327 
tandem conjugate. see Pycoerythrin- 

Texas Red 
T-gating. see T cell gating 
The Art ofEleczronics, 69 
Therei No Business Like FlowBusiness, 566 
Thermionic emission of electrons, 161 
Thiazines, structure of, 323 
Thiazole blue, 143, 313 
Thiazole oranEe (TO), 99, 143, 300,312-4 

92-3,330-1 

326,48 1-2 
spectrum of, 276 

Thin films, interference in, 108 
Thin layer chromatography, 294 
Thioflavin T ,  99, 313,481 
Thiol groups, 98,381 
Thiopyronin G, 325 

structure of, 323 
Thioxanthenes, structure of, 323 
Thorn EMI, 163 
Three-dimensional plot. see Cloud plot 
Three-dimensional projection. see Peak- 

Thresholdlevel, 16, fG, 191-1, 192 

Threshold voltage, 191-2, 172 
Thrombopoietin, 487 
Throughput, optical, 123, 124-6 
Thy-1 antigen, 488, 500 
Thymidine, tritiated. see Tritiated 

Time, as a parameter, 364-6 

and valley plot 

trigger signal. see Trigger, signal(s) 

thymidine 

use in quality control. see Quality 
control, time measurement in 

Time interval gating, 365-6 
Time-resolved fluorescence, spectroscopy, 

Timed measurements, 364-6,365 
T lymphocytes. see T cells 
“Top hat” laser beam profile, 138 

TO-PRO- dyes, 

113,345,385 

bivariate chromosome analysis, 478 
nucleic acid stain and, 43, 313, 315, 

517 

structure of, 301 

dye exclusion test and, 46,369-70, 

TO-PRO- 1,300,3 15 

TO-PRO-3, 143,315-6,457-8 

522 
Toric lenses, 122 
TOTAB, 314-5 
Total internal reflection, of light, 121, 122, 

157,157 
TOTO- dyes, 43,314-5 

bivariate chromosome analysis, 478 
nucleic acid stain and, 43, 314-5 
TOTO-1, 314-5,471 

spectrum of, 296 
structure of, 301 

TOTO-3, 143,314 
spectrum of, 296 

micronucleus assay, 538 
effects on spermatogenesis, 538 

TPS- 1 (Two Parameter Sorter) 
(Coulter), 89, 411 

Tracking dyes, 45-6,371-4, 372,373 
and cell proliferation, 45-6, 371-4, 

detection of hybrids, 477 

Toxicology, 537-8 

458,501 
- 

reticulocyte counting and, 99,312-3, Training set, 249-50,252 

Transducers and droplet sorting, 263 
Transferrin receptor. see CD71 antigen 
Transformer, electric, 186-7, I87 
Transforming growth factor beta, 369 
Transimpedance amplifier, 190; see also 

Current-to-voltage converter 
Transistor, 188-9 
Transitions, molecule energy states 

and, 109, 112, 112-4 
Translational energy, 109 
Transmembrane potential. see Membrane 

Transmitted light microscope, 6-8, 7 ,  8, 

Transmitted light microscopy, 6-8, 7, 8 
Transplantation, 493-4 

bone marrow, 488 
Transresistance amplifier, 190; see also 

Current-to-voltage converter 
Transverse electromagnetic mode (TEM), 

134 
Transverse linear magnification, 120 
Tricbomonas vaginalis, 537 
Tricyclic heteroaromatic dyes, 322-6,323 

Trigger 

potential 

127-8 

reticulocyte counting and, 326 

circuit, 191-2 
false, 17 
pulse, 19 1 
signal(s), 16-7, 191, 195-6 

immunofluorescence and, 352, 196 
forward scatter as, 17, 196 
selection of, 17, 196-7 

Triggering, 16-7, 226; see ako Trigger, 

Triplet excited state, 113-4 
TRITC. see Tetramethylrhodamine 

Tritiated thymidine (’H-TdR), 86, 321-5, 

signal 

isothiocyanate 

454 
detecting lymphocyte activation, 495 

Trout erythrocytes, as standards, 307,446 
Trypan blue, 46,369 
Trypanosoma spp., 537 
T-test, 19, 245 
Tube length, microscope objective, 149 
Tumor stem cells, 507 
Tunable optical filters, 157 

sources of, 557 
TUNELassays,463 
Turbulence, fluid flow and, 167, 168, 

Two-angle scatter gating, 34-5,34, 277, 

Two-axis positioner, 258 
Two-dimensional bitmap selection 

Two-dimensional displays. see Two- 

Two-dimensional frequency distributions, 
237-4 1 , 2 3 8  see ako Two- 

174-6 

49 1 

region, 246 

parameter histogram, displays 
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parameter histogram 
analysis of, 246-8 
chromatic (color) plot. see Chromatic 

contour plot. see Contour plot 
density plot. see Density plot 
gray scale plot. see Density plot, gray 

isometric plot. see Peak-and-valley plot 
Two-dimensional histogram. see Two- 

parameter histogram 
Two-parameter gates, 246 

without computers, 27-9,246 
Two-parameter histogram, 26-32 

analysis of, 246-8 
cytogram. see Cytogram 
displays, 29-30,3 1-2,237-41,239 
dot plot. see Dot plot 
three-dimensional projection, 32,32-3, 

plot 

scale 

241,241-2 
Two-photon excitation, 118-9,284 
Type 0 standards, certified blank particles, 

Type I standards, alignment particles, 354, 

Type I1 standards, reference particles, 354, 

Type I11 standards, calibration particles, 

Tyrosine kinase, 380 

354,445 

445 

445 

354-8,445 

Uniform distribution, 231, 231-2 
Unilamellar liposomes, 343 
Union Biometrica, Inc., 265,432-3, 477 
Univariate histograms. see One- 

dimensional histograms 
Urine, 

detection of bacteria in, 431,510, 529, 

flow cytometry of, 431,433,5 10 
533-4 

Vaccine development, 536 
Vacuum tubes, 161, 188-9 
Valinomycin, 387 
Variable region, immunoglobulin, 346 
Variable resistor, 28,37, 185, 191 
Variance, 22,233-6 
Variance-covariance matrix, 238 
Vasopressin, 369 
VCS hematology system (Coulter), 483 
Vergence, 1 19 
Verity Sofnvare House, 25,372,450 
Viability. see Cell viability 
Vibrational energy, 109,112,112 
Video intensification microscopy 

Violet diode laser, 144-5, 292, 310,339, 

Virtual image, 120 
Viruses, 

Viscosity, of fluid, 167, 174 
Vita blue, 378 
Vital staining, 43, 299-302 

(VIM), 367 

4 16-7,424,427 

detection of, 288-9, 522-4,523, 532-3 

Hoechst 33342 and. see Hoechst dyes, 

intact versus live cells, 299-300 
permeant versus permeable dyes, 300-1 
toxicity ofvital dyes, 301-2 

vital staining with 

Volt 0 , 1 8 0  
Voltage, 18 
Voltage divider, 185 1 
Voltage pulse, 183, 184 
Voltage regulator, 188 
Voltage, threshold. see Threshold voltage 
Voxels, 14 

Watts 0, 101, 181 
Wavelength of light, 103 
Wavenumber, 104 
When I’m Sick - CDG4?, 487 

White cell. see Leukocyte 
White cell indices, 49 
Whole embryo sorting, 263,265,476-7 
Wide-angle scatter. see Side scatter 
Wien displacement law, 104 
Window comparator. see Comparator, 

Window of analysis method, 356-7 
WinMDI software, 241, 241 
Wright’s stain, 464 

window 

Xanthenes, structure of, 323 
Xenon lamps, 126 
XRITC, 92-3, 140, 141, 330,347 

as a tracking dye, 37 1 

YAG laser. see Neodymium-YAG laser 
Yeast, 527-8, 532, 539 
Yield, cell sorting, 41, 267-8 
YO-PRO- 1,3 15 
YOYO-1,314-5, 532 
Ytterbium-YAG laser, 146 
Yttrium aluminum garnet (YAG) laser, 

see Neodymium-YAG laser 

ZAP-70 kinase and chronic lymphocytic 
leukemia, 563 

Zapper, cell, 266-7 
Zeeman effect, 11 1 
Zenon antibody labeling, 348-9 
Zinc protoporphyrin, 292 

spectrum of, 291 
Zynaxis Cell Sciences, 492 
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